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In a two-region model, we formalize Kindleberger’s idea that wealth breeds first more wealth, and then

decline: when one region leads, its inhabitants develop consumption habits incompatible with the neces-

sary investment in knowledge to remain the leader. This gives the other region a window of opportuni-

ty to gain economic primacy. The theory suggests that differences across regions that have similar

characteristics may persist even if physical capital flows from rich to poor regions. We study patterns

of overtaking, alternating primacy, irreversible decline, and monotonic convergence, according to the

initial dispersion of knowledge and the strength of consumption habits. Even though exogenous factors

may matter on some occasions, we show that they are not necessary to reverse economic leadership.
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1. Introduction

Benchmark neo-classical growth models predict that per capita incomes of regions
that are similar in their structural characteristics converge with one another in the
long run independently of their initial conditions (Galor, 1996). This view seems
to be broadly supported by recent data (e.g. Barro and Sala-I-Martin (1991)),
although the estimated pace of convergence is rather slow. Over longer periods,
however, historical data show a great divergence. Moreover, even among regions
that do converge, the process is neither smooth nor monotonic, and reversals of
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leaderships are frequent. The recent literature ‘‘from Malthus to Solow’’ has
stressed this point. Galor and Weil (2000), followed by Hansen and Prescott
(2002) and many others, model the mechanisms behind the early take-off of the
Western World. Their framework helps understand the differential timing of take-
off, which generated the phenomenon of the great divergence between rich and
poor countries we observe today (Pommeranz, 2000). Patterns other than simple
take-off are also observed: regions overtake and surpass others in economic lead-
ership, and regions being caught up with may in some cases decline absolutely. In
some other cases, they can have a rebirth (Landes, 1998). Strikingly, even among
regions that are characterized by extensive capital mobility, economic primacy
may alter and reversals of fortune may take place.
Reversals of fortune are often modeled as a consequence of adverse exogenous

shocks: wars, climate change, discoveries, etc. Some authors, however, argue that
endogenous mechanisms may also be important to understand leapfrogging and
other non-monotonic changes in relative income. For example, Kindleberger
(1996) defends the view that economies, like human bodies, go through a life cycle
along which ‘‘vitality’’ varies, depending on how entrepreneurial each generation
is. The Venetian Maritime Republic declined when leaders started devoting more
time to consumption rather than investing in the improvement of shipping tech-
niques, the discovery of new routes, etc. In the words of Dudley Carleton, the
British ambassador to Venice in 1612: ‘‘They here change their manners. . . Their
former course of life was merchandising; which is now quite left and they look to
landward buying house and lands, furnishing themselves with coach and horses, and
giving themselves the good time with more show and gallantry than was wont. . ..’’
(Burke (1974, p. 128)). Florence provides another example. Its famous banking
sector declined when Lorenzo the Magnificent delegated power over the Medici
bank branches as he turned to the high life. One way to capture the idea that rich
regions tend to rest on their laurels, and are inclined to favor consumption over
investment in knowledge, consists in introducing habit formation in an otherwise
standard regional growth model. This implies that describing the state of a region
by its stocks of physical and human capital is not enough to understand its eco-
nomic superiority over others. One also needs to look at the stock of consumption
habits, or, stated otherwise, at standard-of-living aspirations.
Our model economy consists of two regions or two countries where physical

capital is perfectly mobile. Both regions produce the same commodity with the
same technology and have the same preferences, although they may have different
initial levels of knowledge. Along their growth path, regions differ in the stock of
consumption habits—or standard-of-living aspirations—that is built from the pre-
vious generation. In other words, each generation’s propensity to consume de-
pends positively on what their parents consumed. At some point in a development
process, the young generation of the richer region develops living standards that
are incompatible with the necessary investment in knowledge to remain the leader.
This reduces the growth rate in comparison with the other region. At some point
in the decline process, consumption is low again and a new growth cycle may
start. This process may or may not end in regional convergence.
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This set-up has two major implications. First, reversals of fortune do not neces-
sarily rely on exogenous shocks. Although exogenous shocks can be important in
certain cases, they are not necessary to account for reversals of leadership. Second,
convergence is not guaranteed even when capital is perfectly mobile across regions
and countries.
In the literature, different approaches have been followed to explain regional in-

come dynamics, all relying on the interaction between divergence forces and con-
vergence forces. The new economic geography approach stresses the role of
increasing returns to scale and low transportation costs to account for the pres-
ence of economic agglomerations. Contrary to standard growth theory, ‘‘cata-
strophic’’ agglomeration prevails, not convergence. This is especially true if
physical capital is mobile (see for example Desmet (2002)). Although this view suc-
cessfully accounts for the growth of large poles of development, it falls short of
explaining why the periphery does not decline irreversibly, losing all its main input
in favor of the core. A response to this shortcoming is proposed by Ottaviano
et al. (2002). They study cases where agglomeration generates urban costs hinder-
ing the overwhelming growth of the core. Examples of these costs are land rents
and commuting costs. When these costs are added, their model is able to produce
the pattern dispersion/agglomeration/re-dispersion. Although this setup provides
richer dynamics than the standard economic geographic model, it does not allow
for the repetition of this pattern over time. This means that the core will never re-
bound unless an exogenous change occurs. This is generally how leapfrogging is
modeled in otherwise stationary models. For instance, Brezis et al. (1993) assume
that a new technology becomes suddenly available in the world economy. The rich
region has little incentive to adopt it because it loses its accumulated experience
and must spend some time learning how to use the new technology. As for the
poor region, if it has little experience in the old technology, it will adopt the new
one, catch up with its neighbor, and eventually take the leadership.
An emerging alternative view considers that institutions, understood in a broad

sense, are a key determinant of income differences and reversals. Differences in in-
stitutions in turn, can be partly explained by geographical factors such as the pres-
ence of natural resources or climate. Acemoglu et al. (2002) argue that relatively
rich countries colonized by European powers in 1500 are now relatively poor and
vice versa. They explain this reversal of fortune by the types of institutions imposed
by the European settlers. ‘‘Extractive’’ institutions were introduced in the resource
rich countries, benefiting the settlers rather than the countries. In the relatively
poor areas, no plundering incentives existed to prevent the building of investment-
friendly institutions. As a result, the decline or rise of those countries is rooted in a
major — exogenous — institutional difference linked to colonization. Climate can
also play a role. When it was settlers-friendly, the Europeans built states with simi-
lar institutions as those in Europe. A similar argument is invoked by Lagerloef
(2004) to explain reversal of fortune across US states. Warmer states developed a
type of farming requiring slave labor. When slavery was abolished, those states
were severely hit and surpassed by colder states, whose economic activity was
relying on free labor. Besides the nature of institutions, the ancientness of a state
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may also promote its economic development, through learning-by-doing. This im-
plies that initial advantages may persist, which play against reversals of fortune.
Bockstette et al. (2002) find supportive evidence for persistence of initial advantage
in a cross-section of countries over the last 30 years. Considering longer periods of
time, the history of statehood may nevertheless lose explanatory power. Ethiopia,
the oldest state in subsaharian Africa is among the poorest in the region.
A major step towards endogenizing the overtaking is made by Galor et al.

(2002). They build a model with human capital where a country can overtake a
richer one if it is initially endowed with a more equal distribution of land. When
some landlords own a large fraction of the land in the economy, they impede hu-
man capital accumulation opposing education policy.1 An advantage of this setup
is that overtaking depends on initial conditions and not on exogenous shocks.
The paper is organized as follows. Section 2 illustrates and discusses some his-

torical examples of decline and alternating primacy. The model is introduced in
Section 3. Regional dynamics are analyzed in Section 4. The role of capital mobili-
ty is explicitly studied in Section 5. The role of conspicuous consumption in shap-
ing future rise and decline is illustrated in Section 6. Section 7 concludes.

2. Historical Evidence

Historical evidence suggests that economic development is anything but linear.
This holds at world level, within continents and within countries.
In the fifth century, the fall of the Western Roman Empire and its defeat by

scattered tribes mark the end of European economic primacy to the benefit of the
Middle East and Asia. Whichever cause is argued,2 this defeat would never have
been possible if this powerful empire had not decomposed internally, leaving the
many with ‘‘no bread’’ and giving the few ‘‘too many games’’: physical and hu-
man resources were allocated to entertainment instead of investment in knowledge
and infrastructure. The economic decline of Europe turned out to be overwhelm-
ing until the 15th century. Thereafter, Europe experienced a long wave of econom-
ic rebirth and other zones, like the Muslim world, declined.
The history of regions is not more linear. The demographic fluctuations of cit-

ies, considered as a proxy for regional economic activity3 witness waves of devel-
opment and decline. Amalfi, in Southern Italy, was the largest Italian city-state
in the 10th century with 60,000–80,000 people. Now it is a small town of 7000

1 A similar idea is put forward by Engerman and Sokoloff (2002) to explain the role of initial

inequality in shaping the development of New World economies.

2 The first comprehensive survey of the causes of the decline is by Gibbon (1788). In the recent book

by Schiavone (2000), the roots of the decline are to be found in the behavior of the aristocracy,

preferring luxury to investment, and leisure to work.

3 Bairoch (1991) and Acemoglu et al. (2002) also use size of cities as a proxy for GDP per capita.

The recent paper by Henderson (2003) helps to precise the link between the two. He develops a

model where there is a growth-maximizing level of urban concentration, which is contingent on the

size of the country and the level of development.
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inhabitants while Naples, a neighboring and competing city-state to Amalfi in
the Middle Ages, now has more than one million inhabitants. In the Middle
Ages Southern Europe was more prosperous and literate than the North. In the
11th century Cordoba had 400,000–500,000 inhabitants, Palermo 350,000 and Se-
ville 100,000. At the same time, Paris and London had 20,000–25,000, (see
Bairoch et al. (1988)). Then the South lost its primacy. Between the 15th and
19th centuries, the economic center of gravity in Europe successively moved
from Italy to Spain and Portugal, then to the Netherlands. Finally, England
became the great economic power while Portugal, Spain and Southern Italy were
already lagging far behind.
These different economic development patterns are often explained by several

‘‘exogenous’’ factors: big cities and high level of incomes can be favored for exam-
ple by the proximity of the sea (Rappaport and Sachs (2003)), and primacy can be
lost through invasions, war, climate change, institutions, technology etc. Kindleber-
ger (1996) argues that some of these factors may have ultimate economic causes:
bad political decisions may be taken when the quality of institutions has deteriorat-
ed following a lack of investment by the elite. The inability to maintain competition
also stems from a loss of interest by leaders. The development pattern of the terri-
tories that are now Belgium and the Netherlands provides a good example of this
mechanism. Figure 1 reports the GDP per capita, normalized by the mean, from
Maddison (1995). Figure 2 reports the relative population of big cities, as a share
of the tota1.4 These figures have been built so as to remove all scale effects,

Figure 1. GDP per capita.

4 Source: Bairoch et al. (1988) for 1000–1850 and ‘‘populstat’’ website by Jan Lahmeyer for 1900–

2000. Big cities (those that amounted to had 50,000 inhabitants or more at some point before 1850)

are Antwerp, Bruges, Brussels, Gent and Liege in Belgium; Amsterdam, Leiden, Rotterdam, ‘S

Gravenhaegue in the Nertherlands.
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detrending each series by the sum of the two. One series is thus by definition the
symmetric of the other. When series intersect, there is a reversal of fortune, i.e. one
country takes over the other one. Before 1500, Belgium was clearly leading, with
flourishing cities like Bruges and Antwerp. Then Bruges, followed by Antwerp, de-
clined and Amsterdam rose. The real force behind the decline of Bruges was its in-
ability to meet the competition, because of the increasing conservatism of Bruges
traders and bankers (Kindleberger 1996). The decline of the Netherlands in the
18th century is related to the same kind of behavior (see Section 6). After the
Dutch decline, Belgium caught up and overtook its neighbor, thank to a faster
industrialization. Then, in the 20th century, Belgium did not manage to maintain
its primacy, and the Netherlands experienced a re-birth compared to Belgium.
Figures 3 show other examples of alternating primacies involving border regions:

Vienna versus Prague and Naples versus Sicily (Palermo + Catania + Messina).
Alternation is particularly striking given that capital is likely to be mobile and
should have enforced either convergence (in case of decreasing returns) or core-
periphery agglomeration.

Figure 2. Population of big cities.

Figure 3. Population of big cities.
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3. A Simple Model of Reversal

Our model is an overlapping generations model with physical capital and knowl-
edge. It describes an economy with two regions, A and B, in which generations
live for two periods. For the sake of simplicity, the growth rate of the population
is zero and the size of the regional population is normalized to one. In the first pe-
riod of their life, households work, consume and invest a part of their income in
physical capital which is rented and used by the firms in the next period. They in-
vest another part of their income to accumulate knowledge. When old, they con-
sume the returns on their savings and die. At each date firms produce a single
commodity under constant returns to scale technology. This commodity can either
be consumed or accumulated as capital for future production. Capital is perfectly
mobile across regions while labor is immobile.

3.1. Preferences

For a young household of region i, preferences are represented by the following
utility function:

lnðci;t � cai;tÞ þ b lnðdi;tþ1Þ þ k lnðei;tÞ i ¼ A;B; ð1Þ
where ci;t represents youth-age consumption, ai;t represents consumption habits,
di;tþ1 old-age consumption and ei;t spending on knowledge. The parameter
c 2 ð0; 1Þ stands for the influence of habits on preferences and k > 0 is the param-
eter governing the taste for spending revenue on education. The parameter b > 0
is the discount factor. The stock of habits is built from the consumption of the
previous generations (see de la Croix (2001) and de la Croix and Michel (2002)):

ai;t ¼ ci;t�1: ð2Þ
Thus it is as though children became accustomed to a certain consumption level
when they are still living with their parents.
In equation (1) we assume that the depreciation rate (or forgetting rate) of con-

sumption habits is so high that old persons are no longer affected by them. This
simplifying assumption proxies the idea that aspirations are less important for old-
er persons. This is supported by the empirical observation that reported satisfac-
tion levels in happiness surveys increases with age. Old households put less weight
on comparisons to evaluate their welfare (see e.g. Clark et al.). The term k lnðei;tÞ
represents ‘‘joy-of-giving’’ altruism: providing education resources to their children
makes parents happy.

3.2. Technology

Production is made through a Cobb-Douglas constant returns to scale technology:

Yi;t ¼ Ai;tK
a
i;tN

1�a
i;t ;
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where Yi;t is the output of region i at time t;Ki;t is physical capital, Ni;t is the labor
input, and Ai;t is the level of technology. Physical capital is assumed to be fully de-
preciated after one period. Technology depends on knowledge hi;t:

Ai;t ¼ A hli;t:

The parameter l represents the elasticity of total factor productivity to knowledge
and A is a scale parameter. We assume that the total returns to reproducible inputs
are decreasing, i.e., lþ a < 1, to stay within the framework of neo-classical growth.
Our interest is to study centrifugal forces that do not rely on the endogenous
growth mechanism. Rewriting the production function in per capita terms, we have:

yi;t ¼ Ahli;t k
a
i;t with yi;t ¼

Yi;t
Ni;t

; ki;t ¼
Ki;t

Ni;t
: ð3Þ

Knowledge is the engine of technical progress. We assume for simplicity that
knowledge depends linearly on the amount of goods invested in it:

hi;tþ1 ¼ wei;t; ð4Þ
where ei;t represents the amount of goods devoted to education and w is a techno-
logical parameter, that we normalize to one, without loss of generality: w ¼ 1.
Through consumption of the education commodity, each generation invests a part
of its income in regional knowledge.

3.3. Optimal Behaviors

The regional representative consumer maximizes (1) subject to:

ci;t þ si;t þ ei;t ¼ wi;t;

di;tþ1 ¼ Ri;tþ1si;t:

Savings are denoted si;t; he real wage is wi;t and the interest factor is Ri;tþ1.
The first order conditions yield:

ei;t ¼
k

1þ d
ðwi;t � cai;tÞ; ð5Þ

ci;t ¼
1

1þ d
ðwi;t þ cdai;tÞ; ð6Þ

si;t ¼
b

1þ d
ðwi;t � cai;tÞ; ð7Þ

where d ¼ bþ k. Equations (5)–(7) depict an essential feature of the model. When
past consumption ai;t is high, a larger share of income is devoted to current con-
sumption, and a lower share to investment in knowledge and physical capital.
Moreover, savings are proportional to education spending:
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si;t ¼
b
k
ei;t: ð8Þ

The regional representative firm maximizes profits subject to (3). Marginal produc-
tivities are thus equal to factor prices:

Ri;t ¼ Aaka�1
i;t hli;t; ð9Þ

wi;t ¼ Að1� aÞhli;tkai;t: ð10Þ

3.4. Equilibrium

At equilibrium, the interest factor is identical in both regions since capital is per-
fectly mobile:

RA;t ¼ RB;t ¼ Rt: ð11Þ
The total stock of capital is built from the savings of the young generation:

Ktþ1 ¼ KA;tþ1 þ KB;tþ1 ¼ NA;tsA;t þ NB;tsB;t: ð12Þ
Given initial conditions fhi;0; ai;0; ki;0gi¼A;B satisfying

h
l

1�a
A;0 kB;0 ¼ h

l
1�a
B;0 kA;0; and kA;0 þ kB;0 ¼

b
k
ðhA;0 þ hB;0Þ ð13Þ

a competitive equilibrium can be characterized by a path fhi;t; ai;t; ki;tgi¼A;B; t>0 such
that the following equations hold:

hi;t ¼
k

1þ d
½ð1� aÞAhli;t�1k

a
i;t�1 � cai;t�1�; ð14Þ

ai;t ¼
1

1þ d
½ð1� aÞAhli;t�1k

a
i;t�1 þ cdai;t�1�; ð15Þ

kA;t þ kB;t ¼
b
k
ðhA;t þ hB;tÞ; ð16Þ

h
l

1�a
A;t kB;t ¼ h

l
1�a
B;t kA;t: ð17Þ

Equation (14) describes the accumulation of knowledge using equations (4), (5),
and (10). Equation (15) gives the stock of habits as a function of past consump-
tion through (2), (6), and (10). Equation (16) equalizes savings and investment (as-
suming constant population Ni;t ¼ 1), and is derived from (4), (8) and (12); it
reflects the fact that savings are proportional to spending on knowledge. Equation
(17) flows from the perfect capital mobility assumption, and is derived from equa-
tions (9) and (11).
Such an equilibrium exists provided that income wi;t is larger than the minimal

desired consumption cai;t, i.e.

ð1� aÞAhli;tkai;t > cai;t 8t > 0: ð18Þ
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Clearly, if it exists, it is unique.

4. Regional Dynamics with Consumption Habits

We now derive some theoretical properties of the equilibrium that we use to charac-
terize regional development patterns. Numerical examples will then be provided.

4.1. Steady State and Dynamics

Proposition 1 [Steady state] The dynamic system described by equations (14)–(17)
allows for a unique non-trivial steady state. This steady state is symmetric:

�hA ¼ �hB ¼ �h ¼ Að1� aÞð1� cÞk1�aba

1þ ðbþ kÞð1� cÞ

� � 1
1�l�a

;

�kA ¼ �kB ¼ �k ¼ b
k
�h; ð19Þ

�aA ¼ �aB ¼ �a ¼
�h

kð1� cÞ :

Proof: see Appendix A. j

From these expressions, we see that the stock of knowledge is decreasing in pa-
rameter c, which measures the importance of habits in household preferences.
Since �k is also decreasing in c, output per capita is decreasing in c as well. Substi-
tuting the values of �k and �h into (9), we obtain the steady state value of the inter-
est rate:

�R ¼ a
bð1� aÞ

1þ ðbþ kÞð1� cÞ
1� c

:

�R is increasing in c: the larger the weight of habits, the smaller the investment.
Logically, an increase in c makes capital more scarce and expensive.
Looking at the local stability of the steady state, we get the following result:

Proposition 2 [Hopf bifurcation] There exists a value c1 2 ð0; 1Þ such that at c ¼ c1
the steady state (19) is non-hyperbolic, the eigenvalues of the Jacobian of the linear-
ized system have moduli less than unity with the exception of a conjugate pair of
complex eigenvalues of modulus 1, f‘c; �‘cg. This pair of eigenvalues also satisfies
‘3c 6¼ 0; ‘4c 6¼ 0 and @‘c=@c > 0 at c ¼ c1. c1 is given by the following expression:

c1 ¼
ð1þ dÞð1þ aþ lÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ dÞ2ð1þ aþ lÞ2 � 4dð1þ dÞðaþ lÞ

q
2dðaþ lÞ :
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Proof: See Appendix B. j

Proposition 2 establishes that a Hopf bifurcation occurs when the weight at-
tached to past consumption becomes large enough. The presence of a Hopf bifur-
cation determines crucially the economic properties of the model. Indeed,
dynamics around the bifurcation point are oscillatory; they converge to the steady
state if the parameter c lies on the low side of the critical point, accounting for
non-monotonic convergence behavior. Moreover, bifurcation theory shows that
there is an invariant manifold diffeomorphic to a circle on one side of the bifurca-
tion point (Ruelle, 1989). If this manifold is on the stable side, it is repelling and
determines a basin of attraction of the steady state. Hence two worlds with almost
identical initial conditions but lying on different sides of the manifold might dis-
play dramatically different growth patterns: the one starting inside the cycle will
be attracted to the steady state, and its regions will finally converge; the other will
be repelled from the steady state, and regional disparities will not vanish. If the
manifold is on the unstable side, it is then attracting, and economies that do not
converge to the steady state will fluctuate forever.
The Hopf bifurcation argument is only valid in a neighborhood of the steady

state and of the parameter critical value. We can however prove a more general
stability result for any value of c in its definition interval:

Proposition 3 [Local dynamics] The steady state (19) is locally stable for all
c 2 ð0; c1Þ. There exists c 2 ð0; c1Þ for which local dynamics are oscillatory if
c 2 ðc; c1Þ.

Proof: see Appendix C. j

Hence, the interval ð0; c1Þ can be divided into two sub-intervals. If, c 2 ð0; cÞ,
then the system converges monotonically. If, c 2 ðc; c1Þ, convergence is oscillatory.

4.2. Numerical Example

In this two-region economy four forces are at work: diminishing returns on physi-
cal capital, diminishing returns on knowledge, mobility of physical capital across
regions and consumption habits. The first three are convergence forces and the
fourth is a divergence force. We simulate the model to illustrate how these forces
interact as a function of the initial knowledge and of the parameter c. Figure 4
displays regional GDP5 in four cases. In all examples, the parameter values are:
a ¼ 1=3; b ¼ 1=2; k ¼ 1=2; l ¼ 1=2;A ¼ 10. The corresponding Hopf bifurcation

5 We have also drawn the figures with regional GNP, which equals in our case yi;t þ Rtðsi;t�1 ��Ki;tÞ.
The income from abroad is small compared to GDP, and the dynamics are the same.
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value,c1, is 0.63795. In our first three examples, we have chosen a value for the
weight of habits close enough to the bifurcation value: c ¼ 0:62; a large value of c
is consistent with the weak link found in the literature between income and report-
ed satisfaction by households (de la Croix 1998). The associated eigenvalues are
complex: ‘1;2 ¼ 0:911579� 0:327386 i and ‘3;4 ¼ 0:835921� 0:381547 i. In our last
example, we have chosen a small value for c, 0.05.
Initial conditions are aA;0 ¼ aB;0 ¼ �a; kA;0 and kB;0 are set so that the interest rate

R0 equals its long-term value. We then consider three different sets of initial condi-
tions for knowledge. In Panel ðiÞ, region A is endowed with a level of knowledge
above its steady state value, while region B starts at the same distance from the
steady state but below it: hA;0 ¼ �h� 1:751; hB;0 ¼ �h=1:751. Both regions have thus
different stocks of knowledge but equal consumption habits. Due to the presence of
diminishing returns on physical capital and knowledge, the poorer region is expect-
ed to grow faster during the first few periods. In fact, output decreases initially in
the poor region because its initial habits are burdensome. In other words, consump-
tion habits become an obstacle to the accumulation of knowledge. In particular, fu-
ture returns on physical capital are dragged down by low level of productivity, and
the poor region is unable to attract foreign capital. Their relative positions start
changing when the poor region’s consumption goes low enough, allowing a larger
share of revenue to be devoted to investment in knowledge. As a result, the poor re-
gion grows faster and overtakes the rich region at t ¼ 8. Then, habits become hard

Figure 4. Numerical examples: YA;t (dotted line), YB;t (solid line).
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to bear again and the region declines from t ¼ 13. As time goes by, the waves syn-
chronize due to the three convergence forces while their amplitude diminishes.
In Panel ðiiÞ, the distance between initial knowledge levels and the steady state

is in-finitesimally longer than in Panel ðiÞ: hA;0 ¼ �h� 1:752; hB;0 ¼ �h=1:752. This
illustrates the case when initial conditions do not lie within the basin of attraction
defined by the repelling manifold. The local stability results obtained in the previ-
ous section do not apply and the economies do not converge. After t ¼ 14 condi-
tion (18) is violated for the initially rich region, wages are insufficient to fulfill
consumption habits, and its decline is irreversible.
In Panel ðiiiÞ, both regions have initial knowledge below the steady state, with a

higher level in region A: hA;0 ¼ �h� 0:8; hB;0 ¼ �h� 0:7 (the exercise could also have
been carried out with two regions above steady state). Alternating primacy occurs
again but waves are synchronized from the beginning. These waves are still gener-
ated by the large weight of consumption habits. The similarity of initial physical
capital, knowledge and habit stocks implies the same behavior of both economies
over time. The mechanism explained for Panel ðiÞ applies, the waves become less
and less ample and eventually convergence takes place.
In Panel ðivÞ, initial conditions are the same as in Panel ðiÞ, but remember that

the parameter c is much lower. Convergence forces always dominate habits and
dynamics are monotonic. Our model thus behaves like a traditional neo-classical
growth model for low values of c.

5. The Role of Capital Mobility

In the previous sections, we have shown that diminishing returns and perfect capi-
tal mobility do not guarantee fast convergence. This result contrasts with what
happens in the two-country one-sector model with two factors (Buiter, 1981). To
assess the specific role of capital mobility, we examine the model when capital is
immobile. We expect a priori convergence to be even slower. With no capital mo-
bility, the system (14)–(17) becomes:

hi;t ¼
k

1þ d
ðð1� aÞAhli;t�1k

a
i;t�1 � cai;t�1Þ; ð20Þ

ai;t ¼
1

1þ d
ðð1� aÞAhli;t�1k

a
i;t�1 þ cdai;t�1Þ; ð21Þ

ki;t ¼ si;t�1 ¼
b
k
hi;t; i ¼ A;B: ð22Þ

Given initial conditions fhi;0; ai;0; ki;0gi¼A;B satisfying ki;0 ¼ b=khi;0 for I ¼ A;B, a
competitive equilibrium can be characterized by a path fhi;t; ai;t; ki;tgi¼A;B; t>0 such
that equations (20)–(22) hold. The analysis of this system is much simpler because
we can study each region separately. We can show that there is a unique non-
trivial steady state, which is the same as the one with perfect capital mobility. It
turns out that there is also a Hopf bifurcation for the parameter c. The value of
the bifurcation point is c1, the same as in the case of perfect capital mobility.
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Proposition 4 [No capital mobility] With no capital mobility, the steady state is
locally stable for c 2 ½0; c1Þ. For c in a neighborhood on the left of c1, the speed of
convergence is slower than with perfect mobility of capital.

Proof: See Appendix D. j

Proposition 4 proves that the convergence speed is higher when capital is per-
fectly mobile across regions. A similar result obtains in two-country models when
a third immobile production factor such as land is introduced. Mountford (1996)
shows that for reasonable values of the elasticity of substitution between land and
capital, convergence is faster when capital is mobile. Moreover capital mobility
has other implications which can be high-lighted numerically: it enlarges the basin
of attraction of the steady state and promotes regional synchronization. Let us de-
tail these two points in turn.
In the left panel of Figure 5 we take the example of one region without mobility

of capital with the same parameters values as in panel A of Figure 4. In bold, we
plot the invariant manifold in the space fa; hg, homeomorphic to a circle, which sur-
rounds the stable steady state. If the initial conditions of one region lie inside the
circle, the region converges to the steady state. If they lie outside, the economy di-
verges and condition (18) is violated at some point in time. The solid line reports the
trajectory of the same region when there is capital mobility (from the example in
panel A of Figure 4). We observe that it converges to the steady state, although it
started outside the circle; it implies that, if capital was prevented from flowing from
one region to the other, the trajectory would have diverged. As a result, a region
can start from a more distant point from the steady state with perfect capital mobili-
ty. For example, households can afford higher consumption habits when capital is
mobile since their region has the possibility of attracting foreign physical capital.
The right panel of Figure 5 depicts the dynamics of regional outputs with the

same parameters, but starting closer to the steady state to ensure convergence:
hA;0 ¼ �h� 1:5; hB;0 ¼ �h=1:5. We see that the synchronization of regional outputs has
disappeared. We can conclude that capital mobility is the force of synchronization.

Figure 5. Numerical example without capital mobility.
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6. Case Study: Belgium – The Netherlands

In contrast to the literature which relies on exogenous shocks to explain leapfrog-
ging, our framework stresses the role of initial conditions. To better understand
their role in shaping the future, we have used the model to simulate the Belgium
(B)–Netherlands (NL) relative GDP per capita between 1500 and 2000. We take
the same parameter values as in Section 4.2 and assume that one period in the
model is equivalent to a third of a century.
We set the initial level of knowledge for Belgium, hB,0, and the initial level of

habits for the Netherlands, aN L,0, at their steady state values. The two other initial
conditions, hN L,0 and aB,0, are chosen to match the relative GDP per capita in
1500 and 1600 as provided by Maddison (1995), see Table 2. The initial stocks of
capital ki,0 are related to the initial stocks of knowledge through conditions (13).
The system (14)–(17) is then solve for t going from 1 to 15. Figure 6 compares the
simulated with the actual series. The model predicts well the drop in Belgium’s rela-
tive GDP from 1600 to 1700; the low point seems to be fairly well captured, al-
though we do not have observations between 1700 and 1800 to precisely identify
this point. In the model economy, Belgium overtakes the Netherlands in 1866,
while this actually takes place in 1880. Then, Belgium stays above the Netherlands
in the model economy, while it falls below it around 1940 in the series.
In the literature on the history of the Netherlands, the expansion of the 16th

century is closely related to investment in knowledge, while the decline of the 18th
century is associated to a lack of investment to remain the leader. De Vries and
Van Der Woude (1997) note the substantial investment in ‘‘human capital’’ real-
ized by the Netherlands: ‘‘The occupational structure of this economy was such that
a large fraction of the labor force required formal education and occupational train-
ing, both of which required investment, at least in terms of foregone income. (. . .)
The early rise of basic literacy rates, the large proportion of the labor force trained
in formal apprenticeships, and the large proportion, by the standards of that time,

Figure 6. Simulated (dots) versus Actual (solid) Relative GDP per capita—B/NL.
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enrolled in universities and illustrious schools, all reflect a substantial investment in
human capital formation’’ (p. 694–695).
As for the decline, Burke (1974) cites the Dutch historian Lieuwe van Aitzema

in 1652: ‘‘Dutch regents were not merchants. They did not take risks on the sea, but
derived their incomes from houses, lands and securities, and so allowed the sea to be
lost’’. Burke concludes that contemporaries remarked a very important shift in the
style of life of the elites in the course of the 17th century. The shift was from sea
to land, from work to play, from thrift to conspicuous consumption. This view is
supported by data from Dijk and Roorda (1971) on the occupation of Dutch re-
gents, presented in Table 1.
These numbers provide evidence about the shift in occupations of Dutch re-

gents. From 1618 to 1650, only 33% of regents were without occupation (and thus
entiers); this number rose to 73% over the years 1702–1748. The same trend is
observed in the percentage of regents having a country house, stressing that more
resources were put into consumption goods. Notice also that the trend in both in-
dicators tend to revert during the last period considered.
Let us now look at the initial conditions responsible for these long waves of de-

cline and rebirth. They are presented in Table 2. As we said above, we set the rela-
tive initial consumption habits and knowledge to match the first two observations
(1500 and 1600); initial consumption habits are higher in Belgium than in the Neth-
erlands by 28% and initial knowledge by 21%. These levels are consistent with high
urbanization rates in Belgium before 1500. Urbanization rates are indeed correlated
with education and knowledge, since schools and universities were essentially locat-
ed in cities, and with high consumption habits, since luxury goods were available in
cities through trade. Figures in Bairoch et al. (1988) show that before 1500 Belgium
had the highest urbanization rate in Europe (it is also the highest urbanization rate
ever observed in the world over the period 1000–1800) and far above the Dutch rate.
In summary, the main lesson that can be drawn from Table 2 is that consumption

Table 1. Habits of Dutch regents.

Period Regents (%) without occupation Regents (%) with country house

1618–1650 33 19

1650–1672 66 41

1672–1702 55 30

1702–48 73 81

1748–1787 61 67

Table 2. Initial conditions for Belgium and the Netherlands in 1500.

year 1500 Belgium (B) The Netherlands (NL) B/NL

Knowledge (hi,0) 0.598 0.491 1.219

Habit stock (ai,0) 4.033 3.147 1.281

GDP per capita* 875 754 1.16

*Source: Maddison (1995).
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habits in Belgium exceed the Dutch level by a larger extent than knowledge, and this
is able to generate the relative decline of Belgium after 1500.
As a last check to evaluate the likelihood of the simulation we can look at the

generated interest rate and wonder where it is reasonable. It starts at 4% per
annum in 1500, increases to reach 4.4% before 1700 and declined monotonically
afterwards, to reach 3.8% in 2000. These numbers are reasonable compared to the
level of the interest rate in Epstein (2000) who reports a level slightly above 4%
for Flanders in 1551–1560 (cost of private capital, p. 62). The simulation also
shows that the model does not generate wild fluctuations in the interest rate,
although it accounts for large changes in regional outputs.

7. Conclusion

The decline of civilizations has often been associated with excessive consumption,
to the detriment of investment and education. Wealth breeds first more wealth,
and then decline, according to Kindleberger (1996). We have formalized this idea
in a two-region model: when one region leads, its inhabitants develop consump-
tion habits incompatible with the necessary investment in knowledge to remain the
leader. This opens the possibility for the other region to catch up and gain eco-
nomic primacy.
We have learned from the theoretical model that differences across regions that

are similar in their characteristics may persist even when physical capital flows
from rich regions to poor ones. Perfect capital mobility helps but does not guaran-
tee a fast and monotonic convergence process.
We have exploited the economic implications of the Hopf bifurcation to show

that different patterns of regional development may emerge as a function of initial
conditions. In particular, regional dynamics can display alternating primacy if the
initial dispersion of knowledge is high and habit formation is strong. Irreversible
decline happens when rich regions develop unsustainable habits. When the weight
of habits is low, our model behaves like the traditional neo-classical growth model
and monotonic convergence prevails.
In contrast to the models of economic geography where agglomeration forces

often imply catastrophic outcomes, our model based on consumption habits does
not necessarily predict the disappearance of certain activities within regions. More-
over, poor regions can overtake rich ones without the need for an exogenous
shock; this is an endogenous outcome of the model, based on the dynamics of
consumption patterns. Our aim was not to claim that exogenous shocks were un-
important to account for development dynamics but to stress that they are not
necessary to account for reversals of leadership.
The key assumption of the model is that the propensity to consume depends on

the standard-of-living one has experienced as a child. Reversals of fortune arise as
a consequence of habit formation, which shapes preferences towards consumption
versus investment. An alternative way to model changes in preferences is followed
by Galor and Moav (2002): they use evolutionary theory to explain how a long
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period of struggle for survival during the Malthusian stagnation increased the
weight attached to the quality of children in the population, which in turn fostered
the take-off process. However, when only a few centuries are concerned, inheri-
tance of cultural habits is stronger than inheritance of genes.
Our model shares common elements with the Shumpeterian view of economic

change, as developed in the recent book by Mokyr (2002). In his chapter 6,
Mokyr mentions a ‘‘law’’ according to which the leader always looses its primacy
and never gains it back. This is explained by the formation of groups opposing in-
novation. Even if technological innovation enhances growth, it entails losers and
winners, and some groups always oppose to it. Conservatism is not the same idea
as habit formation, but it is close to it. Contrary to Mokyr’s view, our dynamic
analysis shows that a decline is not necessarily irreversible, and rebirth may arise
if the period of poverty cleans up the forces working against growth.6

Two extensions of the present framework can be considered for future research:
first, the interactions between regions are not limited to capital movements or
trade; knowledge spillovers can play an important role. Second, cross-border envy
effects can be easily modeled in our set-up. We wonder whether these additional
interactions between regions will foster or hamper convergence, and whether long
waves can be shortened or lengthened.
Finally, Burke (1974) inspires another interesting extension. According to him,

the continued immigration in Amsterdam was the main reason for the survival of
entrepreneurship attitudes in this city. Hence, the decline can be postponed if the
leader is able to attract skilled people from abroad. A two-region model with
some mobility of labor can be a natural set-up to study this issue.

Appendix A

A. Proof of Proposition 1.

The steady state is computed from equations (14)–(17). The first step consists in
expressing hi only in terms of ai, using (14)–(15):

hi ¼ kð1� cÞai; i ¼ A;B ð23Þ
Using (23) in (17) yields:

aB
aA

¼ kB
kA

� �1�a
l

ð24Þ

6 This property comes from our two region framework; when the leader declines it is the old leading

region which takes the lead again. This is not necessarily true in an n-region model.
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From (15) we obtain:

aB
aA

¼ kB
kA

� � a
1�l

ð25Þ

Equations (24) and (25) imply aA = aB = b, and kA = kB = �k which in turn im-
ply hA ¼ hB ¼ �h. Thus the steady state is proved to be symmetric. Once symmetry
is taken into account, the steady state ð�k; �a; �hÞ, as expressed in Proposition 1, is
the only solution to equations (14)–(17). Q.E.D.

Appendix B

B. Proof of Proposition 2.

Let us express the dynamic system with seven equations and seven unknowns in-
stead of using the redundant free system of the main text made up of four equa-
tions and four unknowns. It turns out that the Jacobian of the system with seven
variables can be worked out more easily. For the sake of simplicity, we denote
/ ¼ 1�a

a Then, the dynamic system is as follows:

hA;tþ1 ¼ k
1þ d

ð/RtkA;t � caA;tÞ

aA;tþ1 ¼ 1

1þ d
ð/RtkA;t þ cdaA;tÞ

kA;tþ1 ¼ b
1þ d

ð/RtðkA;t þ kB;tÞ � cðaA;t þ aB;tÞÞð/RtkA;t � caA;tÞ
l

1�a

ð/RtkA;t � caA;tÞ
l

1�a þ ð/RtkB;t � caB;tÞ
l

1�a

hB;tþ1 ¼ k
1þ d

ð/RtkB;t � caB;tÞ

aB;tþ1 ¼ 1

1þ d
ð/RtkB;t þ cdaB;tÞ

kB;tþ1 ¼ b
1þ d

ð/RtðkA;t þ kB;tÞ � cðaA;t þ aB;tÞÞð/RtkB;t � caB;tÞ
l

1�a

ð/RtkA;t � caA;tÞ
l

1�a þ ð/RtkB;t � caB;tÞ
l

1�a

Rtþ1 ¼ Aa
k

1þ d

� �l b
1þ d

� �a�1

ð/RtkA;t � caA;tÞ
l

1�a þ ð/RtkB;t � caB;tÞ
l

1�a

/RtðkA;t þ kB;tÞ � cðaA;t þ aB;tÞ

 !1�a

The linearized system is:
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hA;tþ1 � �h
aA;tþ1 � �a
kA;tþ1 � �K
hB;tþ1 � �h
aB;tþ1 � �a
kB;tþ1 � �k
Rtþ1 � �R

2
666666664

3
777777775
¼ J :

hA;t � �h
aA;t � �a
kA;t � �K
hB;t � �h
aB;t � �a
kB;t � �k
Rt � �R

2
666666664

3
777777775
þ OðeÞ

with

J ¼

0 �ck
1þd

k/�R
1þd 0 0 0 k/

1þd
�k

0 cd
1þd

/�R
1þd 0 0 0 /

1þd
�k

0 �cb
2ð1þdÞ

1�aþl
1�a

/b
2ð1þdÞ

1�aþl
1�a

�R 0 �cb
2ð1þdÞ

1�a�l
1�a

/b
2ð1þdÞ

1�a�l
1�a

�R b/
1þd

�k

0 0 0 0 �ck
1þd

k
1þd /

�R k/
1þd

�k

0 0 0 0 cd
1þd

1
1þd /

�R /
1þd

�k

0 �cb
2ð1þdÞ

1�a�l
1�a

/b
2ð1þdÞ

1�a�l
1�a

�R 0 �cb
2ð1þdÞ

1�aþl
1�a

/b
2ð1þdÞ

1�aþl
1�a

�R b/
1þd

�k

0 R0
a R0

k 0 R0
a R0

k R0
R

2
666666666664

3
777777777775

where �R and �k stand for the steady state values of the interest rate and physical
capital, and

R0
a ¼ cð1� l� aÞ

2/�k
HðcÞ;

R0
k ¼

�Rðlþ a� 1Þ
2�k

HðcÞ;

R0
R ¼ ðlþ a� 1ÞHðcÞ;

with HðcÞ ¼ 1þ dð1� cÞ
ð1þ dÞð1� cÞ :

Let us briefly describe the steps to compute the eigenvalues of J. Since the first
and fourth columns of |J - lI| contain only one element different from zero (-l),
we can apply the Laplace expansion twice. Next, we add the first column of the
new determinant to the third and the second to the fourth. Then, we substract the
third row to the first, and afterwards we add the fourth to the second. Thereafter,
we multiply the third and fourth column by � 1

2 and we add the result to the first
and second column respectively. We multiply the first and the second row by 1

2
and add the result to the third and the fourth row respectively. Multiplying the
third row by -b and adding it to the fourth row, we obtain:

j~J j ¼

cd
1þd � ‘ /

1þd
�R 0 0 0

�cb
1þd

l
1�a

/b
1þd

l
1�a

�R� ‘ 0 0 0

0 0 cd
1þd � ‘ /

1þd
�R /

1þd
�k

0 0 bð1� cÞ �‘ 0
0 0 2R0

a 2R0
k R0

R � ‘

�����������

�����������
‘2
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Therefore, j~J j can be computed as:

j~J j ¼ ‘2
cd
1þd � ‘ /

1þd
�R /

1þd
�k

bð1� cÞ �‘ 0
2R0

a 2R0
k R0

R � ‘

������
������

cd
1þd � ‘ /

1þd
�R

� cb
1þd

l
1�a

/b
1þd

l
1�a

�R� ‘

�����
�����

The first determinant can be further developed:

cd
1þd � ‘ /

1þd
�R /

1þd
�k

bð1� cÞ �‘ 0

2R0
a 2R0

k R0
R � ‘

�������
������� ¼

/�k
1þ d

bð1� cÞ �‘

2R0
a 2R0

k

����
����

þ ðR0
R � ‘Þ

cd
1þd � ‘ /

1þd
�R

bð1� cÞ �‘

�����
�����:

After some computations, the following polynomial obtains:

‘2 � ‘
cd

1þ d
þ ðlþ aÞð1þ dð1� cÞÞ

ð1þ dÞð1� cÞ

� �
þ c

ðlþ aÞð1þ dð1� cÞÞ
ð1þ dÞð1� cÞ

� �
¼ 0;

whose roots, l1,2 are:

‘1 ¼
1

2

cd
1þ d

þ ðlþ aÞHðcÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cd

1þ d
þ ðlþ aÞHðcÞ

� �2

�4cðlþ aÞHðcÞ

s0
@

1
A;

‘2 ¼
1

2

cd
1þ d

þ ðlþ aÞHðcÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cd

1þ d
þ ðlþ aÞHðcÞ

� �2

�4cðlþ aÞHðcÞ

s0
@

1
A:

The development of the second polynomial leads to the following couple of eigen-
values:

‘3 ¼
1

2

cd
1þ d

þ lHðcÞ
1� a

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cd

1þ d
þ lHðcÞ

1� a

� �2

�4
clHðcÞ
1� a

s0
@

1
A;

‘4 ¼
1

2

cd
1þ d

þ lHðcÞ
1� a

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cd

1þ d
þ lHðcÞ

1� a

� �2

�4
clHðcÞ
1� a

s0
@

1
A:

Following Ruelle (1989), a dynamic system undergoes a Hopf bifurcation if:
a) There exists a couple of complex eigenvalues depending on c , such that

j‘cj ¼ 1

‘3c 6¼ 0

‘4c 6¼ 0
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b) This couple of complex eigenvalues verifies:

@j‘cj
@c

> 0;

in the neighborhood of c1.

c) The other eigenvalues have modulus less than unity.

The condition a) is verified as follows:
We first compute the values of c for which complex eigenvalues have modulus

1. We exploit the fact that, if l1,2 are complex conjugates, then

j‘1;2j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cðlþ aÞHðcÞ

p
:

Similarly, if l3,4 are complex conjugates, then

j‘3;4j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
clHðcÞ
1� a

r
:

Thus, the values of c solving |l1,2| = 1 are:

c1 ¼
ð1þ dÞð1þ aþ lÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ dÞ2ð1þ aþ lÞ2 � 4dð1þ dÞðaþ lÞ

q
2dðaþ lÞ

c2 ¼
ð1þ dÞð1þ aþ lÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ dÞ2ð1þ aþ lÞ2 � 4dð1þ dÞðaþ lÞ

q
2dðaþ lÞ

The values of c solving |l3,4| = 1 are:

c3 ¼
ð1þ dÞð1� aþ lÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ dÞ2ð1� aþ lÞ2 � 4dlð1þ dÞð1� aÞ

q
2dl

c4 ¼
ð1þ dÞð1� aþ lÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ dÞ2ð1� aþ lÞ2 � 4dlð1þ dÞð1� aÞ

q
2dl

For these values to be real the model’s parameters should verity the following con-
straint:

ð1þ dÞð1þ aþ lÞ2 > 4dðaþ lÞ;

ð1þ dÞð1� aþ lÞ2 > 4dlð1� aÞ:

It is true that c1 < c2 and that c3 < c4, but also that c1 < c3. One can conclude
that c1 is the smallest value c for which a bifurcation may appear. Moreover, one
can show through algebraic computations that: 0 = c1 = 1, implying that c1 is a
feasible value for c Thus, as c increases from 0 to 1, the first Hopf bifurcation
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may appear when c reaches c1. We therefore check conditions a) and b) for the
first couple of eigenvalues l1, l2. Further, it will also be proved that the remaining
couple of eigenvalues is smaller than one in modulus.
To check the first of the Hopf’s necessary conditions, the third power of the

eigenvalue associated with c1 can be proved to be different from zero. This is de-
rived from the trivial fact that ‘3c1 ¼ ‘c1‘

2
c1
:

Since ‘2c1 is non zero, ‘3c1 is the product of two non-zero factors. On the other
hand, ‘4c1 ¼ ð‘2c1Þ

2 is a complex number with a non zero complex part. Hence, con-
dition a) holds at c = c1.
In what follows, necessary conditions are given for condition b) to hold. As |l1|

= |l2| in a neighborhood of c1, where both are complex, it is also true that
@j‘2j
@c ¼ @j‘1j

@c ; and:

@j‘1;2j
@c

¼ lþ a
2ð1þ dÞ

1þ dð1� cÞ2

ð1� cÞ2
½cðlþ aÞHðcÞ��

1
2 > 0:

By continuity, there exists a neighborhood of c1 such that
@j‘1;2j
@c > 0:

Finally, it only remains to verify c), i.e. that l3, l4 have a modulus smaller than
one. We prove condition c) in the interval (0, c3), which includes the interval (0,c1).
Let us call, c the value of c such that this couple becomes complex: Since |l3| < |l4|
in ð0; cÞ it is sufficient to prove that |l4| < 1 within this interval. |l4| is given by:

j‘4j ¼
1

2

cd
1þ d

þ lHðcÞ
1� a

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cd

1þ d
þ lHðcÞ

1� a

� �2

�4
clHðcÞ
1� a

s0
@

1
A:

It is true that since |l4| > 0, then |l4| < 1 if and only if |l4|
2 < 1. This happens

when:

lð1þ að1� cÞÞ
ð1þ dÞð1� aÞ < 1� cd

1þ d
:

Since a+l < 1 , it follows that |l4| < 1 in ð0; cÞ:
In the interval ðc; c3Þ; ‘3; ‘4 are complex, with modulus:

j‘3j ¼ j‘4j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
clHðcÞ
1� a

r
:

Its derivative is:

@‘3;4
@c

����
���� ¼ l

2

lHðcÞ
1� a

� ��1
2 HðcÞ þ cH 0ðcÞ

1� a

� �
;

where H 0ðcÞ ¼ 1
ð1þdÞð1�cÞ2 ; which is positive. Therefore

@‘3;4
@c

��� ��� > 0. As |l4| = 1 at c3,

then |l4| < 1 in (c; c3).
Hence, it has been proved that |l3,4| < 1 in (0,c3), which implies that |l3,4| < 1

in (0,c1) since ð0; c1Þ � ð0; c3Þ: Q.E.D.
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Appendix C

C. Proof of proposition 3.

To prove the proposition, we first prove that l1,2 becomes complex for the first time
for c ¼ ĉ and l3,4 at c ¼ c. ĉ is defined below. Then, to complete the proof, we
prove that the moduli of both pairs of eigenvalues are smaller than one in (0,c1).
We call the function under the radical in the expression for l1,2 F1,2(c), defined

as:

F1;2ðcÞ¼
cd

1þd
þðlþaÞHðcÞ

� �2

�4cðlþaÞHðcÞ

¼ðcdð1�cÞþðlþaÞð1þdð1�cÞÞÞ2�4cðlþaÞð1þdÞð1�cÞð1þdð1�cÞÞ
ð1þdÞ2ð1�cÞ2

:

F1,2(c) has at most four real roots and a vertical asymptote at c = 1. ĉ is the clos-
est root to c1, with ĉ < c. F1,2(c) roots are the points were

ðcdð1� cÞ þ ðlþ aÞð1þ dð1� cÞÞÞ2 ¼ 4cðlþ aÞð1þ dÞð1� cÞð1þ dð1� cÞÞ;

that is, the intersection points of a fourth degree polynomial P4 and a third degree
polynomial P3. For given values of the parameters l, a and d, P3 is negative for c
< 0, positive when c 2 ð0; 1Þ; negative after for a given interval before becoming
positive. P4 is always positive, reaching its minimum for c 2 ð0; 1Þ. This means
that at most, P3 and P4 have two intersection points within (0,1). The first of these
corresponds to ĉ and the second one to a value of c larger than c1, after which the
couple l1,2 becomes real. This second point exists given that

lim
c!1

‘1;2 2 R:

To prove that l3,4 is a couple of real eigenvalues in ð0; cÞ and complex in ðc; c3Þ,
we proceed as before, defining F3,4 as:

F3;4¼
cd

1þd
þlHðcÞ

1�a

� �2

�4
clHðcÞ
1�a

¼ðcdð1�cÞð1�aÞþlð1þdð1�cÞÞÞ2�4clð1�aÞð1þdÞð1�cÞð1þdð1�cÞÞ
ð1�aÞ2ð1þdÞ2

:

F3,4 has at most four real roots which coincide with the values of c where

ðcdð1� cÞð1� aÞ þ lð1þ dð1� cÞÞÞ2 ¼ 4clð1� aÞð1þ dÞð1� cÞð1þ dð1� cÞÞ:

As we did before, we characterize the intersection points between a fourth degree
polynomial P0

4 and a third degree polynomial P0
3. These polynomials behave

exactly as P3 and P4, therefore the conclusions are also identical.
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Notice now that F3,4 < F1,2 , and this is true since lþ a > l
1�a : Therefore, the

pair l3,4 becomes first complex, which implies that c< ĉ.
We prove now that |l1| and |l2| are smaller than one in (0,c1), First, observe that

l1 < l2 when they are both real. Therefore, if we prove that |l2| < 1 in ð0; ĉÞ, we
obtain immediately the monotonic convergence in ð0; ĉÞ. Let us write:

j‘2j ¼
1

2

cd
1þ d

þ ðlþ aÞHðcÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cd

1þ d
þ ðlþ aÞHðcÞ

� �2

�4cðlþ aÞHðcÞ

s0
@

1
A:

If |l2| were real and attained the value 1 outside the interval (0,1), it would mean
that |l2| is smaller than 1 in ð0; ĉÞ This is true since |l2| is a continuous function.
|l2| attains the value 1 for c ¼ 1þd

d , which is larger than 1" d .
It remains to be proved that the couple l1,2 also has a modulus smaller than the

one when it became complex. The partial derivative of the modulus l1,2 was
already computed in proposition 2:

@j‘1;2j
@c

¼ lþ a
2ð1þ dÞ

1þ dð1� cÞ2

ð1� cÞ2
½cðlþ aÞHðcÞ��

1
2:

Since c and H(c) are positive in ðĉ; c1Þ;
@j‘1;2j
@c > 0 in ðĉ; c1Þ. Consequently, |l1,2|

achieves its maximum at c = c1.
Regarding the moduli of (l3, l4), proposition 2 showed that they are smaller than

1 in (0,c3). Q.E.D.

Appendix D

D. Proof of proposition 4.

The eigenvalues of the system coincide with l1,2, already computed in the proof of
proposition 2, in Appendix B. Therefore, the point of bifurcation is the same as in
the capital mobility case, and equal to c1. Hence, the stability properties are also
the same. For c < ĉ the system converges monotonically, for values of c between ĉ
and c1, convergence is oscillatory. When c =c1 the system undergoes a Hopf bi-
furcation, and it diverges after this value.
To prove that the speed of convergence is slower when capital is immobile, we

will show that |l1,2| > |l3,4| when c > ĉ. For these values of c, the dynamics of
both models (with and without capital mobility) are oscillatory.

j‘1;2j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cðlþ aÞHðcÞ

p
;

j‘3;4j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
clHðcÞ
1� a

r
:

Then, |l1,2| > |l3,4| holds since lþ a > l
1�a : Q.E.D.
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