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Editorial

Timescale- and tracer-based methods for understanding the results
of complex marine models
The famous mathematician John von Neumann once wrote:

The sciences do not try to explain, they hardly even try to
interpret, they mainly make models. By a model is meant
a mathematical construct which, with the addition of certain
verbal interpretations, describes observed phenomena. The
justification of such a mathematical construct is solely and
precisely that it is expected to work.

Though von Neumann was instrumental in designing the
first programmable computers, he apparently did not envision
that the implementation of mathematical models on powerful
computers would produce so huge an amount of real numbers
that making sense of them, i.e. producing verbal interpreta-
tions of them, would become a real challenge.

To understand the challenge that modellers are nowadays
faced with, consider a numerical model of a marine region
based on grid of 100� 100 points on the horizontal, and 20
points on each vertical, i.e. a total of 2� 105 grid points,
which is far from exceptional. Now assume that there are
20 variables to be computed at every grid point, i.e. velocity
components, temperature, salinity, turbulence closure vari-
ables, ecological variables, etc. Therefore, 4� 106 discrete
variables will be updated at every time step. Assuming that
the latter is of the order of 2 min and that a one-year simula-
tion is to be performed, the numerical model will produce
about 1012 real numbers. Making sense of such a huge amount
of information requires specific post-processing strategies pre-
senting the model results in a format that is amenable to
analysis.

Though computer graphics is widely used e and rightly
so e it is not the ultimate solution to the problem. A standard
computer screen encompasses about 106 pixels. Assuming
that each pixel is associated with one real number, then one
would need to display 106 pictures occupying the entire
screen to ‘‘view’’ all of the results produced by the model.
This is not feasible either. At most, one could perhaps display
and analyse 102 pictures or sequences of pictures. This
amounts to examining only 0.01% of all the real numbers pro-
duced by the computer during the numerical simulation. One
could argue that the results displayed are sufficiently well
chosen that analysing them is sufficient to work out valid in-
terpretations of the results. This argument is, at best, dubious,
as we have seen that having recourse to computer graphics
72-7714/$ - see front matter � 2007 Elsevier Ltd. All rights reserved.
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may lead to disregarding as much as 99.99% of the model
results!

Clearly, post-processing methods that do not leave aside
most of the results are needed. Statistical methods are a rele-
vant way of reducing the amount of information to be submit-
ted to the human brain. Equally valid are approaches resorting
to e real or artificial e tracers (England and Maier-Reimer,
2001; Delhez et al., 2004a) and associated timescales, i.e.
age, residence time, transit time, etc. These techniques are ho-
listic in that they take advantage of most, if not all, of the re-
sults. Another advantage of the latter techniques is that they
provide a direct quantitative insight into the dynamics and
rate of functioning of the system (e.g. Delhez et al., 2004c).
Such diagnostics are a first step towards the understanding
of model results. This turns out to be very valuable in an inter-
disciplinary environment or in a management perspective.

Strictly speaking, only two timescales, i.e. the age and the
residence time, are often sufficient to characterize the motions
of tracers, constituents of seawater or groups of constituents e
including the water itself. The age of a particle is the time that
has elapsed since this particle left the region in which the age
is assumed to be zero, whereas its residence time is the time
needed to reach the region in which the residence is prescribed
to be zero (Bolin and Rodhe, 1973; Zimmerman, 1976; Take-
oka, 1984). In most cases, it is not possible to estimate these
timescales in a thorough way by means of field data alone.
For instance, evaluating the residence time as the ratio of
the volume of the domain of interest to an outgoing flux is
a crude approximation that is valid only for a steady state
flow in an infinitely well-mixed domain. Another illustrative
example pertains to radio ages, i.e. ages obtained by using
the decay of a radioactive tracer as a clock to measure the
elapsed time. Such ages have been used to measure ventilation
rate in deep ocean basins or transit time in shallow seas, but
the faster the decay of the radioactive tracer used the poorer
the approximation of the correct water age (Delhez et al.,
2003).

Over the last decade, theoretical research aimed at estab-
lishing partial differential equations from which the age and
the residence time may be obtained at any time and position
(Delhez et al., 1999; Holzer and Hall, 2000; Deleersnijder
et al., 2001; Khatiwala et al., 2001; Waugh and Hall, 2002).
These equations can now be solved along with the model

http://www.elsevier.com/locate/ecss


vi Editorial / Estuarine, Coastal and Shelf Science 74 (2007) vevii
equations, leading to timescales that are correct up to numer-
ical errors and, hence, outdo the e usually crude e approxi-
mations obtained from field data that were frequently
resorted to in the past. Such diagnostic tools are also very flex-
ible; they can be tailored to address any particular aspect of the
dynamics.

As field data cannot be used to validate timescales esti-
mated numerically, how can the latter be validated? No direct
validation is possible. However, since timescales are obtained
by solving equations similar to those from which tracer con-
centrations are predicted, the accuracy of timescale calcula-
tions may be thought to be of the same order as that of the
tracer concentrations. In other words, though there is no direct
validation of timescale estimates, there are indirect ones,
through the assessment of the tracer transport calculations.

Timescales and tracer concentrations may be computed in
the Lagrangian formalism. Several examples thereof are given
in this special issue (Döös and Engvist, Sandery and Kämpf,
Wijeratne and Rydberg). Lagrangian methods are appealing
as they are much superior to their Eulerian counterparts in
the representation of advection. However, the simulation of
diffusion processes by means of random walks is not straight-
forward when the diffusivity tensor is not diagonal and the
eddy coefficient exhibit large space variations (Thomson
et al., 1997; LaBolle et al., 2000; Spivakovskaya et al., in
press). In this respect, further research is needed.

Most of the papers resort to the Eulerian formalism, which
can also pose specific numerical problems. For instance, Nai-
far et al. address the issue of guaranteeing that the velocity re-
mains divergence free in every type of discretization. On the
other hand, a number of articles are concerned with the water
renewal of semi-enclosed domains. Using the results of
a three-dimensional model, Huang evaluates the flushing
time as the ratio of a volume to a flux. Abdelrhman resorts
to a simple tidal prism approach and investigates the connec-
tion between physical timescales and ecological processes in
an embayment. Estimates of the so-called local e-flushing
time are obtained by Migon et al. from three-dimensional
model results, allowing them to show the existence of a signif-
icant correlation between hydrodynamic timescales and metal
concentrations measured in the lagoon of Nouméa, New Cale-
donia. For the latter, Torreton et al. resort to three-dimensional
hydrodynamic simulations to test the statistical relationship
between flushing indices and in situ biological and chemical
measurements.

The other contributions use the formalism of CART, the
Constituent-oriented Age and Residence time Theory
(www.climate.be/CART). The latter provides general equa-
tions for calculating at any time and position the age of every
constituent of seawater (e.g. Delhez et al., 1999; Deleersnijder
et al., 2001), or every group of constituents, including seawa-
ter itself (Deleersnijder et al., 2002). An adjoint model ap-
proach to the residence time is also available in CART (e.g.
Delhez et al., 2004b). Mercier and Delhez study sediment
transport in the Belgian coastal zone. To do so, resuspension
and transport sediment ages are computed, providing new in-
sights into the issues under consideration. Beckers et al. resort
to a multi-facetted approach to understand the transport of dis-
solved trace metals in the Gulf of Cadiz. River waters entering
the domain are considered as passive tracers whose ages are
estimated. Then, the incoming tracer fluxes are inferred from
a combination of numerical results and field data. Treating wa-
ter masses as passive tracers was also achieved by Gustfasson
and Bendtsen, Meier, Shen and Wang and White and Deleer-
snijder. These studies focus on water renewal processes. There
is no doubt that a general theory thereof is now needed. The
latter could emerge from a generalization of the work of
Gourgue et al., in which the water initially present in the do-
main and the different renewing water masses are considered
to be passive tracers. Additional diagnoses are provided by
computing the residence time of the former and the ages of
the latter.

This special issue shows the potential of tracer-based
methods for helping in the interpretation of the results of com-
plex marine models. The papers illustrate the wide range of
length scales, timescales and fields of application in which di-
agnostic tools can be used. A wide variety of approaches have
also been suggested. In particular, the usefulness of treating
water masses as passive tracers has been confirmed.

The guest editors wish to express their gratitude to the au-
thors who contributed articles to the present special issue and
to the reviewers for useful suggestions.
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Abstract

The concept of age of water (AW) is applied to the Chesapeake Bay to investigate the long-term transport properties for dissolved substances.
A real-time calibrated hydrodynamic Chesapeake Bay model in 3 Dimensions (CH3D), employing a boundary-fitted curvilinear grid, is used for
the study. The long-term transport properties, represented by AW, are investigated under the conditions of low river inflow of 1995 and high river
inflow of 1996, as well as for constant mean inflows. The influences of freshwater, density-induced circulation, and wind-induced transport on
age distribution have been investigated. Model results show that river inflows, wind stress, and density-induced circulation play important roles
in controlling the long-term transport in the Bay. The model results shows that it requires 120e300 days for a marked change in the character-
istics of the pollutant source discharged into the Bay from the Susquehanna River to affect significantly the conditions near the mouth under
different hydrodynamic conditions. An increase of river discharge results in increases of downstream residual current and gravitational circu-
lation, and thus reduces AW. The density-induced circulation contributes to the transport substantially. The dissolved substances discharged into
the Bay are transported out of the Bay more rapidly when the estuary becomes more stratified. Southeasterly and southwesterly winds have
strong impacts on the transport compared to the northeasterly and northwesterly winds. The former increases lateral and vertical mixing signif-
icantly. Consequently, the gravitational circulation is reduced and the transport time is increased by 50%. The model results provide useful
information for understanding the long-term transport processes in the Bay.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: water age; long-term transport; density-induced circulation; wind-induced circulation; three-dimensional model; Chesapeake Bay
1. Introduction

Many estuaries and coastal seas have become more eutro-
phic over the past few decades as anthropogenic inputs of
nutrients increase (Carpenter et al., 1998; Nixon, 1995; Kemp
et al., 2005). Both the amount of the nutrients discharged into
estuaries and the nutrient retention time contribute to the
eutrophic conditions of estuaries. In fact, it has been suggested
that the retention time is a key parameter that controls nutrient
budgets (Boynton et al., 1995). To provide better management
of nutrient inputs and improve health of aquatic systems,
three-dimensional water quality models have been extensively

* Corresponding author at: Virginia Institute of Marine Science, Department

of Physical Sciences, PO Box 1346, Gloucester Point, VA 23062, USA.

E-mail address: shen@vims.edu (J. Shen).
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used to study nutrient budgets and eutrophication processes in
estuaries (Cerco and Meyers, 2000; Park et al., 2005).
Whereas these models are rather complex in terms of bio-
chemical processes, the success of their predictions depends
greatly on the long-term transport processes of nutrients and
phytoplankton simulated by hydrodynamic transport models.
Traditionally, the accurate predictions of a hydrodynamic
model rely on the model calibration and verification based
on limited time series data recorded at fixed locations. The
long-term transport processes are difficult to assess. Character-
istics of the transport processes for a dissolved substance
depend primarily on the low-frequency residual flow that
depends on the interactions among density field, river flow,
wind, and the non-linear rectification of the periodic tides in
a given estuary. Therefore, it is difficult to separate and quan-
tify the influences of different mechanisms on the long-term

mailto:shen@vims.edu
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transport. To understand the underlying dynamics contributing
to the transport properties of an estuary, transport timescales,
such as flushing time, residence time, and water age, have
been used to quantify the overall dynamic conditions of the
model system.

Although timescales such as flushing time and mean resi-
dence time have often been used to estimate the overall reten-
tion time for a waterbody, the steady-state approach does not
account for spatial and temporal variations in a large estuary.
The retention times in deep channels and shallow areas vary
substantially for a complex estuary. It is desirable to know
the spatial distribution pattern of the retention time and its
temporal variation. In fact, the retention time for a dissolved
substance at a given location can be quantified by the use of
the concept of age of water (AW). The concept of age of a
water parcel has been used as a timescale to quantify pollutant
transport in lagoons, estuaries, and oceans (Bolin and Rodhe,
1973; Zimmerman, 1976; Takeoka, 1984; Delhez et al., 1999;
Deleersnijder et al., 2001). Zimmerman (1976) applied the age
concept to the Dutch Wadden Sea and introduced ‘residence
time’ as the time it takes for a water parcel to leave the domain
of interest. The residence time is not a constant timescale.
Recent studies have further advanced the theory. Delhez et al.
(2004) introduced a general methodology to compute the resi-
dence time. Based on Zimmerman’s definition, the age is a com-
plement of the residence time. It is the time elapsed since the
water parcel under consideration exited the region in which
its age is prescribed to be zero. Age defined in this study is
the time elapsed since the parcel under consideration departed
the region in which its age is prescribed to be zero, or particu-
larly, the time elapsed since a water particle is discharged from
the headwater of an estuary. In our case, the age is zero at the
headwater of an estuary and the age at any given location is rep-
resentative of the time elapsed for a dissolved substance to be
transported from its source to that location.

Delhez et al. (1999) introduced age theory based on the
advection-diffusion of a tracer and provide a general method-
ology to compute age using a numerical model. Deleersnijder
et al. (2001) simulated the age of technetium-99 released from
the La Hague nuclear fuel reprocessing plant in the English
Channel successfully using a 3-D model. Beckers et al.
(2001) studied the properties of age fluid dynamics in a homo-
geneous environment. Shen and Haas (2004) investigated the
AW distribution in the York River estuary using numerical
model experiments. This recently developed age concept
provides a sound methodology to quantify transport character-
istics of dissolved substances over a Eulerian coordinate
framework. This allows for the estimation of transport time
to be presented as a spatial variable and reveals detailed transit
time information for transport in a complex estuary.

In an idealized geometry with uniform flow, AW has been
proven to resemble symmetric patterns (Beckers et al., 2001).
For a large estuary, such as Chesapeake Bay, estuarine hydro-
dynamics is far from ideal in that it possesses complicated
geometry in three dimensions, has different mixing regimes,
and is driven by multiple forcings: tide, wind, and river dis-
charge. In all, the transport and mixing properties and forcing
mechanisms of the Bay are temporally and spatially non-uni-
form. By investigating the variation of transport timescales un-
der different hydrodynamic conditions, one is able to diagnose
the contributions of underlying dynamic processes. The main
objective of this study is to investigate the influences of hydro-
logical conditions, surface wind stress, and density-induced
circulation on the transport timescale of dissolved substances
in the Chesapeake Bay. We are interested in determining the
transport property using artificial tracers and to what extent
they can be interpreted. The investigations were conducted
through a series of model simulations and numerical model
experiments.

2. Study area

This study focuses on transport properties of dissolved sub-
stances in the Chesapeake Bay. The Chesapeake Bay, located
along the Eastern Coast of the United States, is one of the largest
estuaries in the world and it is one of the world’s most complex
coastal plain estuaries. Fig. 1 shows the location of the Chesa-
peake Bay. The Bay spans approximately 320 km between its
mouth adjacent to the Atlantic Ocean near Norfolk, Virginia,
and its head near the Susquehanna River entrance. The Bay
is comprised of many tributaries and numerous interconnected
embayments, marshes, islands, and channels. The major
tributaries along the Western Shore of the Bay include the
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James, York, Rappahannock, Potomac, and Patuxent Rivers,
and the Choptank River is along the Eastern Shore.

The Chesapeake Bay is a partially mixed estuary (Pritch-
ard, 1952). The mean water depth is about 6.46 m (Schubel
and Pritchard, 1986) and the mean tidal range at the mouth
is 0.78 m. The tide in the Bay is dominated by the M2 constit-
uent. The tidal wave requires more than 13 h traveling from
the mouth of the Bay to its head. Therefore, two high tides
can simultaneously exist within the Bay (Wang, 1979). The
M2 amplitude decreases from the Bay mouth towards its
main stem and then increases northward. Two virtual amphi-
dromic points are located near the Potomac River mouth and
Annapolis, MD (Hicks, 1964; Fisher, 1987).

The largest freshwater discharge is from the Susquehanna
River, which accounts for nearly half of the total freshwater
input (Schubel and Pritchard, 1986), followed by the Potomac,
James, Rappahannock, York, Patuxent, and Choptank Rivers.
The daily discharge varies substantially from year to year. A
typical total flow discharged into the Bay from these seven
rivers is shown in Fig. 2. This total flow is based on data col-
lected at United States Geological Survey (USGS) gage sta-
tions (Stations 01578310, 01646580, 0203500, 01668000,
0167300, 01674500, and 0159440) near the headwaters of
the tributaries. The total discharges from these tributaries dur-
ing the years of 1995 and 1996 are 1323 m3 s�1 and
3033 m3 s�1, which can considered as a representative of
long-term low and high flow conditions of 1387 m3 s�1 and
3729 m3 s�1 (Cerco and Cole, 1994), respectively.

Winds are generally episodic with dominant periods of
6e8 days and 2e3 days. In the middle of the Bay, near the
mouth of the Patuxent River, the energy peaks at 8 and
3.5 days (Wang, 1979). In the upper and middle reaches of the
Bay, northwesterly winds dominate in winter months from No-
vember to February. However, these winds are often disrupted
by southerly wind events lasting several days during summer
(Xu et al., 2002).
3. Methods

3.1. Three-dimensional circulation model

A hydrodynamic model in 3 Dimensions (CH3D), operat-
ing over a curvilinear boundary-fitted grid, was used for this
study. The model was developed by Sheng (1986) and was
subsequently modified extensively by the US Waterway
Experiment Station (WES) for application to the Chesapeake
Bay (Johnson et al., 1991b; Wang and Chapman, 1995). The
model simulates circulation induced by density and topogra-
phy differences as well as tidal and wind-driven flows, and
spatial and temporal distributions of salinity, temperature,
and conservative tracers. Model details can be found in Sheng
(1986) and Johnson et al. (1991a).

Fig. 1 shows the model grid. Boundary-fitted grid
cells, allowing for a better representation of the complex
shorelines, were used for the model domain. To ensure that
long-term stratification in the deep channels is maintained,
the z-coordinate is used in the vertical. The modeling domain
includes a portion of the Atlantic Ocean out to depths of
30.49 m. There are 2129 computational cells in the horizontal
plane of the model grid with cell lengths varying from
approximately 1 km (in tributaries) to 5 km (over the continen-
tal shelf). There are up to 20 layers in the vertical with each
layer being 1.52 m thick, except for the top layer, which varies
with the tide.

The Chesapeake Bay model was developed in 1991 and
refined in 2002 (Johnson et al., 1991b; Cerco and Meyers,
2000; Cerco et al., 2002). The model was forced at its open
boundary at the mouth by tide, salinity, and temperature. The
model was calibrated and verified for tide, salinity, and tem-
perature using data collected from 1984 to 1994. For a detailed
description of model calibration and verification, the reader is
referred to Cerco and Meyers (2000), Wang and Johnson
(2000), and Cerco et al. (2002).
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3.2. Age of water calculation

Several methods have been introduced for computing the
age of water parcels (Bolin and Rodhe, 1973; Zimmerman,
1976; Takeoka, 1984). Delhez et al. (1999) provide a general
methodology for using numerical models to compute spatially
varying age distributions in a real estuarine environment based
on a tracer and age concentrations. Assuming that there is only
one tracer discharged into the estuary and no other sources and
sinks of the tracer within the estuary, the transport equations
for calculating the tracer and the age concentrations can be
written as follows (Delhez et al., 1999):

vcðt; ~xÞ
vt

þVðucðt; ~xÞ �KVcðt; ~xÞÞ ¼ 0 ð1Þ

vaðt; ~xÞ
vt

þVðuaðt; ~xÞ �KVaðt; ~xÞÞ ¼ cðt; ~xÞ ð2Þ

where c is the tracer concentration, a is the age concentration,
u is the velocity field, K is the diffusivity tensor, t is time, and~x
is distance. The mean age ‘‘a’’ then can be calculated as
follows:

aðt; ~xÞ ¼ aðt; ~xÞ
cðt; ~xÞ ð3Þ

Eqs. (1) through (3) were used to compute the age of water
parcels using CH3D with specified initial and boundary
conditions.

3.3. Model setup and model experiments

AW distribution is a function of tide, freshwater discharge,
salinity, and wind in estuaries, and it varies with time and space.
In order to estimate AW variations under different hydrody-
namic conditions, we conducted several model simulations
under different flow and wind conditions. A summary of the
forcing conditions used for each model simulation is listed in
Table 1.

Cases 1 and 2 used 1995 and 1996 observed flow rates
obtained at USGS gauging stations near the headwaters of
seven tributaries, namely, the Susquehanna, Potomac, James,
Rappahannock, York, Patuxent, and Choptank Rivers. The
1995 and 1996 flows are selected as representative flows of
low and high discharges. The salinity and temperature bound-
ary conditions were specified using bi-weekly observations
near the mouth while the tidal forcing at the mouth was ob-
tained from the results of the ADCIRC model, a large domain
model (Wang and Johnson, 2000). The ADCIRC model gener-
ates results for a large domain, including the Caribbean, Gulf of
Mexico, the East Coast of the United States, and Chesapeake
Bay. Hourly wind data (speed and direction) obtained from
the upper, middle, and lower Bay regions (Baltimore-
Washington International Airport, Patuxent River Naval Air
Station, and Norfolk International Airport) were used to force
the model at the surface. A linear interpolation method was
used to obtain wind speed and direction between these three sta-
tions. The occurrences of north and south wind components are
almost 50% and the wind speeds for north and south directions
are compatible for these two years. Equilibrium temperatures
and surface heat transfer coefficients computed from meteoro-
logical temperatures at the Patuxent River Naval Air Station
were used to compute heat exchange at the surface for the tem-
perature simulation (Edinger et al., 1974). Each model simula-
tion started with initial conditions of salinity and temperature
obtained from the end of the previous year’s simulation. The
model setup is the same as the model setup used for the hydro-
dynamic model calibration previously. A passive tracer released
continuously along with the freshwater discharge with a con-
stant concentration of one unit at the entrance of the Susque-
hanna River started at 1:00 am on the 6th day after the
model simulation began, allowing a 5-day spinup period.
Table 1

A summary of forcing conditions used in the model simulations

Simulation Flow Wind Tide Salinity Temperature

Case 1 1995 observed flow

(mean flow ¼ 1323 m3 s�1)

1995 observation 1995 observation 1995 observation 1995 observation

Case 2 1996 observed flow

(mean flow ¼ 3033 m3 s�1)

1996 observation 1996 observation 1996 observation 1996 observation

Case 3 Constant mean flow

(flow ¼ 2052 m3 s�1)

No wind 1996 observation 1996 observation 1996 observation

Case 4 Constant high flow

(flow ¼ 3282 m3 s�1)

No wind 1996 observation 1996 observation 1996 observation

Case 5 Constant mean flow

of 2052 m3 s�1
1996 observation 1996 observation 1996 observation 1996 observation

Case 6 Constant mean flow

of 2052 m3 s�1
NE and NW components of

1996 observed wind

1996 observation 1996 observation 1996 observation

Case 7 Constant mean flow

of 2052 m3 s�1
SE and SW components of

1996 observed wind

1996 observation 1996 observation 1996 observation

Tributary

simulation 1

1995 real-time flow 1995 observation 1995 observation 1995 observation 1995 observation

Tributary

simulation 2

1996 real-time flow 1995 observation 1995 observation 1995 observation 1995 observation
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Eqs. (1)e(3) were used to compute the AW. The offshore open
boundary condition near the mouth for the tracer was set to
zero. Since the ocean side open boundary has been extended
far away from the Bay mouth, the influence of the specification
of the open boundary condition on the interior tracer concentra-
tion is negligible. Each model was run for three years using ob-
served forcing cyclically (i.e., time-varying forcing time series
used for the second and third years was identical to that used for
the first year) in order to reach a dynamic equilibrium condition.
For other cases of model simulation, the model configurations
were the same as for Case 2, except that different constant flows
and wind forcing were used. For offshore boundary conditions,
the observed time series data of 1996 were used, including sa-
linity, tide, and temperature. For model simulations for tributar-
ies, the configurations were the same as for Cases 1 and 2,
except that the tracer was released continuously from the head-
water of each tributary. A 5-min timestep was used for the
model simulations.

4. Results

4.1. Age of water of the Bay

AW varies with time and space depending on the variations
of freshwater discharges and other forcing conditions. Fig. 3a
shows the time series of the surface AW at Station A near the
mouth (see Fig. 1) for the model simulation under 1995 and
1996 conditions (Cases 1 and 2). The model was run for three
years. The results of the last 1.5 years (i.e., between Day 552
and Day 1100) is shown in the figure. This was after a transient
period allowing water discharged from the headwater of the Bay
to reach downstream. It can be seen that the age varies with time.
The age varies from 150 to 320 days with an average age of
230 days (Days 552e1100) under the 1995 condition. The age
varies from 120 to 240 days with an average age of 168 days
under the 1996 condition. The age varies by more than
100 days under both the 1995 and 1996 conditions, whereas
the age varies drastically under the 1995 dynamic condition.

AW at any location can be used to represent the average
time elapsed for water parcels to be transported to that location
from the entrance of the Susquehanna River under average
conditions. It should be noted that the age is not the time nec-
essary for a single particle to reach the location examined from
its release point, but rather should be interpreted as the time
needed for a marked change in the characteristics of the source
to affect significantly the conditions at this point (Delhez and
Carabin, 2001). The spatial age distribution varies depending
on the variations of the dynamic conditions during the model-
ing period. Fig. 4 shows the spatial age distributions at Days
772 and 752 during the simulation period, respectively, for
the 1995 and 1996 conditions. These two days were selected
as representative of the maximum and minimum age distribu-
tions under different hydrodynamic conditions during the sim-
ulation period. It can be seen that the surface age near the
mouth is approximately 310 and 140 days under 1995 and
1996 conditions, respectively. The surface age can differ by
more than 170 days under different dynamic conditions.

The pattern of the spatial age distribution also varies with
the change of the forcing condition. The surface age distribu-
tion shows a tongue-shaped pattern with low age in the middle
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age at the surface and the right panel shows the water age at the bottom. Contour intervals are 10e50 days.)
of the Bay and relatively high age in shallow areas adjacent to
the shoreline at Day 752 in Case 2 (Fig. 4). Although the
model grid resolution is not fine enough to reveal detailed lat-
eral variation, the result suggests that materials are transported
out of the estuary more rapidly in the middle of the channel
under the 1996 condition when the flow rate is high. This
tongue-shaped pattern resembles the general surface residual
current distribution with large residual current in the middle
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of the channel and low residual current at the shallow areas ad-
jacent to the deep channel (Hood et al., 1999). This pattern of
residual current distribution is expected to be more pro-
nounced under the high flow condition. However, the
tongue-shaped pattern disappears at Day 772 in Case 1 and
the lateral age variations decrease. This suggests that the influ-
ences of wind and other factors become more pronounced un-
der the low flow condition in addition to decreasing the
stratification as the flow rate decreases.

As freshwater inflow changes, it results in the change of
estuary stratification, which in turn affect the age. The compet-
ing influences of river flow and turbulent mixing in an estuary
create a time-mean circulation that causes fresher water out-
flow near the surface and saltier inflow near the bottom
(Pritchard, 1952). This pattern of residual flow is referred to
as gravitational circulation. It is expected that the vertical
age distribution varies as estuarine stratification changes.
However, wind can either enhance the stratification or increase
vertical mixing to reduce stratification depending on the wind
direction. Fig. 5 shows the vertical age distribution at Days
772 and 752 along the main stem of the Bay from the head-
water to the mouth of the Bay for Cases 1 and 2. The vertical
age distribution shows that the age is homogeneous vertically
to the depth above 12 m in Case 1 and the layered distributions
only occur in the deep channel. However, the vertical age
distribution of Case 2 differs from that of Case 1 significantly.
The pattern of vertical age distribution resembles the pattern
of salinity stratification with low age at the surface and high
age at the bottom. The age difference between the surface
and the bottom is more than 60 days in the deep channel.
The variations of the age distribution are consistent with the
density distributions (not shown), which are caused by gravi-
tational circulation. Therefore, the age difference between
the surface and the bottom increases as river inflow increases.
It appears that the age difference between the surface and the
bottom reduces at the lower Bay regions comparing it to the
middle Bay regions, presumably due to the decrease of water
depth and increase of wind-induced mixing. Although the age
‘‘stratification’’ pattern is observed in the James River estuary
(Shen and Lin, 2006), the ‘‘stratification’’ effect is noticeably
intensified in the main channel of the Bay. The results suggest
that the gravitational circulation is quite significant in the Bay,
especially in the deep channels under the high flow condition.
The freshwater discharge from the Susquehanna River moves
more rapidly out of the mouth as the stratification increases.

4.2. Age of water of major tributaries

The model simulations were also conducted for four major
tributaries, namely the Potomac, Rappahannock, York, and
James Rivers. AW were calculated by releasing a tracer along
with freshwater continuously from the fall line of each tribu-
tary. For the York River, the tracers ware released continuously
from two tributaries, the Mattaponi and Pamunkey Rivers, si-
multaneously at the headwaters of these tributaries upstream
of the York River. The model configurations are the same as
for Cases 1 and 2, except that the tracers are released at the
fall line of each tributary. For each tributary, the model was
executed twice under the 1995 and 1996 conditions, respectively.
The vertical mean ages along the middle of the channel of
each tributary at Day 772 and Day 752 are shown in Fig. 6.
These results correspond to the maximum and minimum
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ages during the model simulation period. Because the verti-
cally averaged ages are plotted and the depths at different
locations are different, the age values at some locations may
exceed the values at locations immediately downstream if
depths at these downstream locations are much shallower
and the age at the bottom is less than that at the upstream.
The age at the mouth is higher at each tributary under the
low flow condition than the age under the high flow condition.
For the 1995 and 1996 conditions, it can be seen that it re-
quires approximately 108 and 50 days, respectively, for a water
parcel to be transported from the headwater to the mouth of
the James River, whereas it takes 214 and 106 days, respec-
tively, to travel to the mouth of the Potomac River. For the
York River, the ages at the mouth are approximately 136
and 62 days, respectively, for the 1995 and 1996 conditions.
The ages are higher than the ages computed based on the con-
stant flow conditions by Shen and Haas (2004), which were
100 and 55 days, respectively, for mean and high flows. The
differences can be attributed to the variations of discharge
and other forcing conditions. The current model results are
within the same range, although different models have been
used. The results show that the James River has the shortest
age at the mouth among the three Virginia estuaries, namely
the James, York, and Rappahannock Rivers. The results also
agree with the characteristics of residual current in these three
estuaries, for which the James River has the strongest residual
current (Kuo and Neilson, 1987).

4.3. Influences of discharge

The characteristics of long-term transport processes for
a dissolved substance depend primarily on the low frequency
and mean motions of the water in an estuary, which is a
function of freshwater discharge, tide, wind, and estuarine
gravitational circulation. The freshwater variation is one of
the dominant factors controlling the transport processes.
The river flow with low density sets the basic stratification,
which is then mixed vertically either by the growth of the
tidal bottom boundary layer or by shear instability (Nunes
Vaz et al., 1989; MacCready, 1999). The strength of den-
sity-induced circulation plays a critical role in long-term
transport.

To test the influence of freshwater discharge on age
distribution, Cases 3 and 4, two model simulations with
different constant freshwater discharges (see Table 1), were
conducted. The constant mean flows of 1200 m3 s�1 and
2430 m3 s�1 discharged from the Susquehanna River were
used for Cases 3 and 4, respectively. The flows correspond
to the long-term mean and 90th percentile flows of the
USGS station (Station 01578310) at the downstream end of
the Susquehanna River. Total flow discharged into the Bay
from other tributaries is 852 m3 s�1 for both Cases. The total
flow of Case 4 increases about 60%. Both model simulations
were forced by salinity and tide at the offshore open
boundary using 1996 observed data. No wind forcing was
applied.

Figs. 7a,b shows the surface age distributions under the
mean and high flow conditions at Day 752 during the model
simulation period. The age decreases as freshwater discharge
increases. The 100-day contour is located above the Potomac
River mouth under mean flow condition. It moves to the mouth
of the Rappahannock River under the high flow condition.
The surface age at the mouth is approximately 140 days
and 115 days, respectively. The surface age is reduced by
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approximately 25 days (approximately 18%) at the mouth un-
der the high flow condition. In both cases, the age differences
at the mouth between the surface and bottom are less than
9 days.
The mean freshwater residence time (or flushing time) is
often used to represent the overall flushing ability of the Bay.
Nixon et al. (1996) estimated that the freshwater residence
time of the Bay is 7.8 months (248 days). Kemp et al. (2005)
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estimated that the mean residence time of the Bay is 90e
180 days. The flushing time (Tf) of an estuary can be
estimated as:

Tf ¼
f V

Q
ð4Þ

where Q is river inflow and f is the mean fractional freshwater
concentration in the estuary, given by:

f ¼ 1

V

Z
S0� S

S0

dv ð5Þ

where S0 and S are the sea water salinity and the salinity in the
estuary, and V is the volume of the waterbody. Using the surface
area of Chesapeake Bay as 11,542 � 106 m2, a mean depth of
6.8 m (Nixon et al., 1996; Dettmann, 2001), a mean flow of
2052 m3 s�1, and a high flow of 3282 m3 s�1, the estimated
fractions of freshwater are approximately 0.33 and 0.36,
respectively, under the mean flow and high flow conditions
based on the model results if S0 is 34 psu. The estimated
flushing times are 140 days and 96 days, respectively. The
estimated values are very close to the vertical mean ages at
the mouth, which are 145 and 117 days, respectively.

4.4. Influences of offshore boundary conditions

The influence of offshore boundary conditions, i.e., the
variation of salinity and tide, can be investigated by examining
the time series of age distribution under constant flow rates
without wind. Case 3 computed age under a constant mean
flow of 2052 m3 s�1 without wind. An example of time series
of surface age distribution at Station A near the mouth for
Case 3 is shown in Fig. 3b (bottom panel). The age varies
from 126 to 172 days. The mean age is 140 days with a standard
deviation of 4.7 days. A similar model simulation was con-
ducted with mean high flow (Case 4). The surface age varies
from 101 days to 143 days with a mean age of 113 days (not
shown in figure). Because a constant flow rate is used for the
model simulation and no wind forcing is applied to the surface,
the age variation can be attributed to the variations of tide and
salinity at the offshore. It can be seen that the age variations
are less than 15 days most of the time, except for a couple of
spikes that occurred during the simulation period in general.

4.5. Influence of wind

The model results of mean flow shows that the age decreases
substantially for most of the time without wind forcing com-
pared to the results under the 1996 condition. This occurred
even though the 1996 freshwater discharge was higher than
the long-term mean flow for most of the period. This suggests
that wind plays an important role on the age distribution. The
influence of wind on estuarine circulation has been recognized
for many years (Officer, 1976; Wang, 1979). In a shallow estu-
ary, the residence time can vary by more than a factor of three in
response to variations in wind-induced flushing (Geyer, 1997).
Officer (1976) provides a classic analytic solution for the den-
sity-induced estuarine circulation. The result suggests that the
estuarine gravitational circulation depends on the wind direc-
tion. The downstream wind will enhance the circulation, while
the upstream wind has the tendency to reduce the stratification.
Scully et al. (2005) reported that wind plays an important role in
straining the along-channel density field and also showed evi-
dence for wind mixing resulting in a significant reduction in
the vertical density stratification.

To investigate the influence of wind-induced transport,
three model experiments (Cases 5, 6, and 7 with different
wind forcings) were conducted under the constant mean flow
condition. For these simulations, the model configuration is
the same as that for Case 2, except that different wind stresses
were applied at the surface (Table 1). For Case 5, the observed
1996 wind data obtained from three stations (Baltimore,
Patuxent River Naval Air Station, and Norfolk International
Airport) were used to force the model. For Cases 6 and 7,
only the northeasterly and northwesterly wind components
and southeasterly and southwesterly wind components, respec-
tively (i.e., those obtained from the 1996 observed data). Fig. 8
shows the time series of wind distribution at Patuxent River
Naval Air Station. Wind directions alternate from SE-SW to
NE-NW during the year. The frequency of occurrence of the
north and south wind components is nearly 50% during the
year. The magnitudes of SE-SW winds are similar to those
of NE-NW winds. An example of time series of surface age
at Station A near the Bay with the wind forcing for Case 5
is shown in Fig. 3 for comparison. Compared to the age distri-
bution resulting from the simulation without wind forcing, the
age varies dramatically from 157 to 230 days with a mean age
of 196 days. The averaged surface age increases more than
40 days. It shows that the influence of wind on age is very sig-
nificant in the Bay.

The influence of the wind on spatial and temporal age dis-
tribution depends on both the magnitude and direction of the
wind. Figs. 7c,d show the model results of surface age distri-
butions with different wind forcing components. With the
NE-NW wind forcing, the age distribution is very similar to
the age distribution without wind forcing (Fig. 7a). The result
seems different from the classical theory based on a simple
uniform channel. It indicates that the wind impact on transport
is more complex in an estuary with spatially varying bathy-
metry. Since the axis of the estuary does not align in the north-
south direction, the lateral influence cannot be neglected, even
if only applying a downstream wind forcing. The surface age
distribution at Day 816 with SE-SW winds is shown in Fig. 7d,
which corresponds to the maximum surface age during the
model simulation period. The surface age at the mouth is
230 days. The age increases 90 days compared to the age dis-
tribution without wind forcing. It appears that the upstream
wind plays a dominant role in controlling the long-term trans-
port under the 1996 condition.

It is expected that both the magnitude and direction of the
wind forcing will affect the estuarine stratification, thus affect-
ing the age. Fig. 9 shows the vertical age distribution along the
main stem of the Bay. It can be seen that the age becomes
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Fig. 8. The 1996 wind vector distribution at Patuxent River Naval Air Station.
more homogeneous vertically in the lower Bay when the
model is forced by SE-SW winds. In the middle region of
the Bay, the vertical mixing extends to a depth of 12 m
when the model is forced by SE-SW wind. The upstream
wind causes strong lateral and vertical mixing. Consequently,
the gravitational circulation is reduced, thereby increasing the
transport time. In contrast, the Bay becomes more stratified
when applying NE-NW winds. The development of the strong
gravitational circulation results in freshwater being transported
out of the Bay more rapidly. The results are consistent with the
impact of wind on salinity distribution simulation reported by
Li et al. (2005). They also found that wind is critical for mod-
eling salinity stratification correctly in the Bay.

One phenomenon that cannot be examined in detail is how
much influence on wind is contributed from Ekman transport
caused by remote offshore wind. Wang (1979) shows that
the sub-tidal water level fluctuation in the lower portions of
the Bay was strongly controlled by the remote winds. Could
this partially explain why AW changes more rapidly in the
lower Bay with the wind forcing? This issue remains to be
resolved, but is beyond the scope of this paper.

5. Discussion

5.1. Transport in upper Bay and lower Bay

By examining the age distribution resulting from simula-
tions of the 1995 and 1996 conditions, we note that the trans-
port time, represented by age, in the regions above the
Patuxent River exceeds that in the regions below the Patuxent
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River. For example, it requires approximately 210 and
80 days, respectively, for a water parcel to be transported
from the headwater of the Bay to the mouth of the Patuxent
River at the surface for Cases 1 and 2. This contrasts with
only 100 and 50 days that are required for a water parcel to
be transported from the Patuxent River mouth to the mouth
of the Bay at the surface for Cases 1 and 2, respectively, al-
though the distances are almost identical (Fig. 4). The cause
of this is complex and a number of factors can possibly con-
tribute to the difference, including change of channel geome-
try, fetch, and difference of wind patterns.

It is noteworthy that the ages at the mouth of Patuxent River
are 80 and 60 days, respectively, for Cases 3 and 4 under con-
stant mean and high flow conditions without wind forcing. The
age differences between the Patuxent River and the mouth of
the Bay are 60 and 55 days, respectively, for the mean and
high flows. The difference is reduced under the mean flow
condition. Under the high flow condition, the age difference
is almost the same. Although the total flow discharged from
tributaries other than Susquehanna River is less that 41%, it
might contribute to the reduced age of the water in the lower
Bay. A sensitivity model run was conducted by setting the
inflows to the Potomac, Rappahannock, York, and James
Rivers to zero under the constant mean flow condition without
wind. The model results show that the age at the mouth
increases approximately 10 days. Therefore, the freshwater
from the Virginia tributaries are not a dominant factor for
reducing AW.

The contribution of wind-induced transport on age distribu-
tion becomes evident upon examining the model results with
wind forcing (Figs. 7c,d). It can be seen that the age differ-
ences between the headwater of the Bay to the mouth of the
Patuxent River and from Patuxent River mouth to the Bay
mouth are 90 and 50 days, respectively, when the model is
forced by NE-NW winds. These differences are 140 and
85 days, respectively, when the model is forced by SE-SW
winds. When applying SE-SW winds, the age difference
between upper and lower portions of the Bay increases. In
both cases, the age differences in the upper and lower portions
of the Bay increase compared to the model results without
wind forcing. It appears that the age changes more rapidly
in the lower portion of the Bay with wind forcing. This sug-
gests that wind-induced circulation and mixing contributes
to the difference of age distributions in the lower and upper
portions of the Bay.

5.2. Interpretation of surface chlorophyll-a spatial
distribution.

The metric of water age could be useful in the interpreta-
tion of spatial patterns of phytoplankton distribution. Because
natural waters are open systems that receive both inflow of
matter and energy from external systems, changing physical
conditions can act as a driving force controlling transport
and retention of any substances. To quantitatively describe
the interactions between physical, chemical, and biological
processes, one must first consider the relevant temporal and
spatial transport scales (Nihoul, 1981; Giller et al., 1992;
Mann and Lazier, 1996). The water age calculation thus can
be a tool to provide the retention timescale associated with
spatial locations for the diagnosis of bio-geo-chemical pro-
cesses. For example, the annual cycle of phytoplankton in
the Bay is dominated by a spring ‘‘bloom’’ that constitutes
the highest biomass for the year. There is a strong interest in
being able to predict this event, either by direct measurement
or use of the numerical model. However, the spring chloro-
phyll maximum is very difficult to predict in terms of its tim-
ing, position, and magnitude of its peak because this requires
that all conditions including nutrient (C, N, P, S) concentra-
tions, light, temperature, and physical conditions be satisfied
at a given time and location. In the Chesapeake Bay, Bay-
wide chlorophyll-a concentrations measured by aircraft are
available in 1995 and 1996 (Chesapeake Bay Remote Sensing
Program: http://www.cbrsp.org) (Harding et al., 2001). This
offers an opportunity to compare the large-scale surface chlo-
rophyll patterns of the transport timescale for the dry year
(1995) and the wet year (1996) simultaneously. From chloro-
phyll-a spatial distributions in May 22, 1995, and 1996, we
can recognize that the location of the major bloom for 1995
is significantly further upstream than that of 1996. Given
that the spring freshet started about January 29 for 1995 and
February 1 for 1996, it took approximately 110 days to en-
counter the major spring blooms for both years. Based on
our model simulation, it is estimated that peak nutrient inputs
associated with the freshwater pulse should occur somewhere
just downstream of Baltimore Harbor in 1995 while the peak
nutrient inputs should occur between the Choptank River
and south of the Patuxent River mouth in 1996. This suggests
that the 1995 spring bloom should occur approximately 70 km
upstream from that of 1996. In a more rigorous analysis, the
concentration field of the nutrients should also be considered
in conjunction with the mean water age calculation, since it
may not require a significant amount of nutrients to stimulate
the bloom when it is constrained to limiting conditions. The
transport timescale provides the underlying dynamics that
may partially account for the location of these bloom events.

6. Conclusions

The concept of age of water is applied to the Chesapeake
Bay to assess the long-term transport timescales. The age cal-
culation was formulated with the intention to provide spatial
distributions of transport characteristics in a numerical model
simulation whereby both advective and diffusive processes are
taken into account. The characteristics of transport and mixing
of a dissolved pollutant depend primarily on low frequency
and mean motions of water. Freshwater input, density-induced
circulation, and surface wind stress play important roles in
controlling the long-term transport in the estuary. The model
results have shown that the age varies drastically under differ-
ent dynamic conditions. The age at the Bay mouth can vary
from 120 days to more than 300 days, respectively, under
high flow conditions without wind and under low flow condi-
tions with strong upstream winds. The density-driven

http://www.cbrsp.org
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circulation is one of the dominant factors that enhance the
transport. The freshwater discharged into the Bay will be
transported out of the Bay much faster when the estuary be-
comes more stratified. The southwesterly or southeasterly
wind has the tendency to increase both lateral and vertical
mixing and to reduce gravitational circulation and, thus, to re-
duce the transport of freshwater out of the Bay. The transport
time can increase 50% when the estuary is forced by the up-
stream wind components. In contrast, the downstream wind
has limited impact on overall transport under the 1996 hydro-
dynamic condition.

The model results suggest that using a conservative artifi-
cial tracer in a three-dimensional observed model provides
a quantitative measure of the mean long-term transport time-
scale of the Chesapeake Bay. The age of tracer provides an
adequate methodology to assess the long-term accumulative
effect caused by variations of river inflows, stratification,
and wind forcing. With the use of the age of tracer as an indi-
cator, the characteristics of long-term transport in the Bay can
be quantified.
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Abstract

A multidisciplinary study in the Gulf of Cadiz is revisited, using additional diagnostic modelling tools. The dissolved trace metal (Cu, Ni, Zn,
Co) distributions in the Gulf of Cadiz are analysed using modelled tracer evolutions, field observations and the concept of tracer ages. This study
shows that a significant part of the observed metal distributions can be explained by the metal inputs of three river systems (Guadiana, Rio Tinto
and Odiel, Guadalquivir) discharging into the Gulf of Cadiz, while the remainder of the signal is most likely associated with the benthic metal
remobilisation along the shelf of this coastal region.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: trace metals; tracers; Gulf of Cadiz; model
1. Introduction

In June 1997 and October 1998, surveys were carried out in
the Gulf of Cadiz (Fig. 1), organized within the multidisciplin-
ary project TOROS (Tinto-Odiel-River-Ocean Study). The
surveys were designed to study the trace metal and nutrient
biogeochemistry in the coastal waters influenced by the dis-
charges of the rivers Guadiana, Tinto, Odiel and Guadalquivir
which drain parts of the southern Iberian Peninsula. The fresh-
water discharges of the rivers in this region are relatively mi-
nor, but their metal loads are strongly enhanced. Indeed, the
Tinto-Odiel, Guadiana and Guadalquivir rivers drain the larg-
est sulphide mineralisation in the world (Leistel et al., 1998),
and weathering and mining activities have led to extremely
high metal concentrations and acidity (pH <3) in the rivers.
The Gulf of Cadiz is responsible for 5e10% of fish and shell-
fish catches of Spain and Portugal, and hence it is of great
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E-mail address: jm.beckers@ulg.ac.be (J.M. Beckers).
0272-7714/$ - see front matter � 2007 Elsevier Ltd. All rights reserved.

doi:10.1016/j.ecss.2006.12.020
importance to further our understanding of trace metal biogeo-
chemistry in this coastal region and assess the potential influ-
ences of metals on ecosystem functioning. The TOROS
project has produced a number of publications on its findings
in recent years (Elbaz-Poulichet et al., 2000, 2001a,b,c; Leb-
lanc et al., 2000; Braungardt et al., 2003; Achterberg et al.,
2003), which showed that metals are only partly removed in
the Tinto and Odiel rivers (Braungardt et al., 2003), the rivers
have an important regional impact, and the river signals can be
detected in the waters flowing eastwards through the Straits of
Gibraltar (Elbaz-Poulichet et al., 2001c). The river systems
hence have a wider importance and the findings from the
TOROS project can help to explain the enhanced trace metal
concentrations previously observed in surface waters of the
Mediterranean Sea (Boyle et al., 1985).

The application of high spatial and temporal resolution
ship-board dissolved trace metal measurements in the Gulf
of Cadiz has provided some of the first highly detailed coastal
trace metal distributions (Achterberg et al., 1999). The com-
plex nature of the metal distributions apparent in the Gulf of
Cadiz (see below) is strongly related to the various sources
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(riverine and benthic), which exhibit different strengths. How-
ever, to further our understanding of the importance of the var-
ious trace metal sources in the Gulf of Cadiz, and the
behaviour of the different metals, we need to apply novel mod-
elling approaches.

We will address this issue in this publication by using the
high resolution TOROS dissolved trace metal data set and
the modelling tools developed within the project, with the ad-
dition of the novel diagnostic tool ‘‘age’’ (CART, Constituent-
oriented Age and Residence time Theory), the theory of which
has been developed in recent years (Deleersnijder et al., 2001,
2002, 2006; Delhez and Deleersnijder, 2002; Delhez et al.,
2003). This multi-facetted approach will allow us to identify
typical time scales affecting metals within the river plumes
and aid our understanding of the different biogeochemical be-
haviours of the metals. Therefore the aim of this work is,
through a combination of high spatial resolution field data
(Section 2) and novel modelling approaches (Sections 3 and
4), to elucidate trace metal inputs and behaviour in the Gulf
of Cadiz (Sections 5 and 6).

Iberian Pyrite Belt

PORTUGAL SPAIN

Gulf of
Cadiz

Med
Sea

Atlantic
Ocean

Guadalquivir

Rio Tinto & Rio OdielGuadiana

Fig. 1. Gulf of Cadiz and part of the Western Mediterranean Sea, with the lo-

cations of the mouths of the rivers (Guadiana, Rio Tinto and Odiel, Guadalqui-

vir) draining the Iberian Pyrite Belt.
2. High spatial resolution dissolved trace metal
distributions in the Gulf of Cadiz

High spatial resolution data for dissolved Cu, Ni, Zn and Co
were obtained in the Gulf of Cadiz on-board the research
vessel Garcia del Cid during cruises in June 1997 (T2) and
October 1998 (T4). Continuous underway sampling at ca.
2 m depth was carried out using a fish towed from a crane
on the Garcia del Cid (Braungardt et al., 1998). A high volume
peristaltic pump transported the water through braided PVC
tubing into a continuous filtration system (WCN cellulose
nitrate membrane filter, diameter 47 mm, pore size 0.45 mm,
Whatman) and the filtrate was carried by a second peristaltic
pump through PTFE tubing to an in-line UV digestion unit em-
ployed to destroy dissolved organic matter and surfactants that
may interfere with the voltammetric analysis of metals
(Braungardt et al., 1998). All tubing and filter membranes
were acid cleaned prior to use. The pre-treated sample was
pumped into two fully automated electrochemical analysers
for the determination of Zn/Cu and Ni/Co, respectively.
On-line trace metal analysis was carried out using square
wave adsorptive cathodic stripping voltammetry, with a method
adapted from (Achterberg and Van den Berg, 1994). The limits
of detection (LOD) for the multi-elemental on-line determina-
tion of Zn/Cu and Ni/Co were LODCo ¼ 0.24 nM,
LODZn ¼ 0.81 nM, LODCu ¼ 0.48 nM and LODNi ¼ 0.21 nM.
Analyses of certified reference waters for total dissolved Zn,
Cu, Ni and Co showed good agreement with certified values
for estuarine water (SLEW-2) and coastal seawater (CASS-3).
Further details of the automated ship-board measurements are
given in Braungardt et al. (1998).

The surveys with the Garcia del Cid covered the shelf and
slope area of the Gulf of Cadiz between the Guadalquivir in
the east and the Guadiana in the west (Fig. 1). The survey in
June 1997 yielded ca. 380 high quality (i.e. >LOD) surface
water measurements for dissolved Cu and Ni, and ca. 120
for dissolved Zn and Co. In October 1998 data comprised of
ca. 390 values for dissolved Zn and Cu, and ca. 580 for dis-
solved Ni.
Fig. 2. Co distribution from field data (left panel) and best model fit of the three river sources (right panel) for cruise T2; concentrations in nM.
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Fig. 3. Cu cruise T2; concentrations in nM.
The cruise data were gridded by a method equivalent to ob-
jective analysis (Rixen et al., 2000). Using this approach dis-
solved trace metal fields for surface waters were obtained
that were directly comparable with results from modelling ac-
tivities. The fields (such as in Fig. 2) were also used to infer
discharge concentrations at the river mouths. These concentra-
tions characterize the waters that enter the Gulf of Cadiz and
are not necessarily those measured in the freshwater region of
the rivers (e.g. (Elbaz-Poulichet et al., 2001a)), because of im-
portant metal removal in the high salinity region of estuaries.
The TOROS project observed for example extremely en-
hanced metal concentrations in the freshwater regions of the
Tinto and Odiel rivers (up to 11 mM Fe, 2.6 mM Zn,
860 mM Cu, 17 mM Ni, 40 mM Co) as a result of the acid
mine drainage from past mining activities in the Iberian Pyrite
Belt. During mixing of river with seawater in the estuary, the
neutralisation of pH values and the increase in salinity resulted
in the partial removal of metals from solution (ca. 76% for Zn,
64% for Cu, 45% for Co and 12% for Ni) through adsorption,
coagulation and flocculation processes (Braungardt et al.,
2003), with subsequent metal deposition in the estuarine sed-
iments. These processes were largely complete at salinity
>33.5 and pH >7.5, above which conservative dissolved
metal behaviour was observed in the lower estuary and coastal
plume, where the particulate metal concentrations constituted
ca. 10% Zn and Ni, 40% Cu and 5% Co of total metal in the
water column (Braungardt et al., 2003).

Relatively low net water volumes and high metal concentra-
tions are discharged from the Tinto-Odiel river system,
resulting in a distinct metal plume with a small salinity
difference relative to the ambient coastal waters (Figs. 2e8).
In contrast, the river plume of the Guadalquivir carried a strong
low salinity signal coupled with elevated trace metal concentra-
tions. Conservative behaviour of dissolved Zn, Cu and Ni in sur-
face waters was observed along a transect from the mouth of the
Guadalquivir in a south-southwesterly direction into the Gulf of
Cadiz during the T2, but not the T4 survey (Figs. 2e8). Depth
profiles indicated that mobilisation from the bottom sediments
could contribute to the dissolved metal concentrations in the
Gulf of Cadiz, in particular for Cu and Zn within the Tinto-
Odiel plume and off-shore locations (Fig. 9), and during
T4 also within the plume of the Guadalquivir. Nickel and
Co showed less enrichment in bottom waters compared to
mid-column concentrations, indicating a lower potential for
sediment-induced increases in their dissolved concentrations.

3. Hydrodynamic model

The hydrodynamic model to which tracer dispersion
models are coupled is based on the primitive equation model
Fig. 4. Ni cruise T2; concentrations in nM.
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Fig. 5. Zn cruise T2; concentrations in nM.
applied to the Mediterranean Sea (Beckers, 1991). As the Gulf
of Cadiz is influenced by both the Atlantic Ocean and the
Mediterranean Sea, a nested-model approach was imple-
mented for the version of the Gulf of Cadiz (Nomérange,
1998; Elbaz-Poulichet et al., 2001c). The model is a 3D prim-
itive-equation model discretised by a finite volume method on
an Arakawa C-grid, well suited for high-resolution models in-
cluding tracer dynamics. As advection dominates the conser-
vative tracer evolution, particular attention was paid to the
advection scheme, which features a total variation diminishing
(TVD) approach ensuring positive defined tracers and numer-
ical conservation, yet maintaining frontal structures. For the
dynamical parts, the model relies on standard Boussinesq
and hydrostatic approximations and a turbulent kinetic energy
turbulence closure. Of specific interest for the present study is
the two-way nesting with a 1.3 km grid-size model of the Gulf
of Cadiz embedded into a 4 km grid-size model of the Atlantic
Ocean and Mediterranean Sea regions in the vicinity of the
Strait of Gibraltar (Fig. 10).

The model is forced at the airesea interface by ECMWF
surface fluxes including wind stress, heat flux and evapora-
tion. At the lateral open boundaries of the large-scale model,
relaxation towards climatology is performed. Also initializa-
tion is taken from climatology, here the MODB data base
(Brasseur et al., 1996; Rixen et al., 2000). With respect to
the climatology, a 1 year spin up was applied to take care of
the specific conditions for 1997, relative to average
conditions.

Three river discharges were added to the model. To distin-
guish the different origins, we use three different passive
tracers, called C1, C2 and C3, one for each of the three river sys-
tems, respectively Guadiana, Guadalquivir and Tinto-Odiel.
The annual mean water discharges are 157 m3/s for Guadiana,
200 m3/s for Guadalquivir and 15 m3/s for the Tinto-Odiel
rivers.

The tracer evolutions are governed by an advectione
diffusion equation. The advection process is modelled using
the horizontal velocity u of the hydrodynamic model, its
vertical velocity u3 and, when necessary a sediment-bent u
hic velocity (wi, negative when metal removal occurred).
Turbulence is taken into account through the vertical diffu-
sion coefficient ~l depending on the model turbulent kinetic
energy, while the horizontal diffusion Fi is a simple sub-
grid scale parameterization with a very low horizontal lapla-
cian diffusion.

vCi

vt
þV$ðuCiÞ þ

vu3Ci

vx3

þ vwiCi

vx3

¼ QiþFiþ
v

vx3

�
~l
vCi

vx3

�
ð1Þ

For passive (i.e. conservative) tracers, the source term Qi is
zero within the domain. Because the equation is linear in the
absence of internal sources, we can work with normalized
Fig. 6. Cu cruise T4; concentrations in nM.
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Fig. 7. Ni cruise T4; concentrations in nM.
values of the concentrations. Here we normalized by the (un-
known) concentration at the point where river waters are be-
coming oceanic. Hence tracer C1 is only released at the
Guadiana outflow with a unit concentration, C2 is only re-
leased in Guadalquivir and C3 only in the Tinto-Odiel location,
also with unit values.

Below we will use these tracer fields to determine the actual
river concentrations that would lead to tracer concentrations
which best fit the observed field data.

In addition to metal supply due to river discharges, a fourth
numerical tracer called ‘‘sediments’’ was added, initially pres-
ent only at the bottom of the water column in the model. This
will allow us to identify regions of benthic metal supply
which are assumed to contribute to the enhanced metal con-
centrations in the Gulf of Cadiz shelf waters (van Geen
et al., 1991).

The definition of these numerical tracers was guided by the
requirement in the TOROS project to quantify fluxes that are
difficult to measure in the field. In particular the benthic trace
metal supply in the Gulf of Cadiz and the dilution of Tinto-
Odiel and other river discharges before entering Mediterra-
nean were a concern. With the help of the model simulations
(Fig. 11), the circulation revealed the advection and dispersion
of the river discharges towards the Straits of Gibraltar, occur-
ring predominantly along the shelf-break in a south-easterly
direction (Fig. 12). Furthermore, the sediment tracer
(Fig. 13) indicated a benthic metal supply in the shelf region.
The model simulations also indicated large scale northward
circulations in the open sea.

The dilution of metal-rich river discharges is clearly dis-
cernable in the model simulations (Fig. 14), which nevertheless
show enriched waters flowing into the Western Mediterranean.

4. Validation and diagnostic tools

One of the recurrent tasks in modelling studies is the
validation of model results and a thorough diagnosis of model
outputs. As a result of the large output produced by models,
appropriate diagnostic tools have become a necessary part of
models. Standard statistical tools are of course applicable
(rms, correlations, principle component analysis, trends analy-
sis, etc.), but in some instances additional model equations can
aid with our understanding of model behaviour. Among the
latter possibilities (in addition to the addition of passive tracers
to depict flow patterns, as used in this study), the age theory
(Deleersnijder et al., 2002; Delhez et al., 2004a) provides an
elegant framework to analyse ages of tracers within the model
domain, where the age is set to zero at a given location
(e.g. the inflow). The theory requires the calculation of the
evolution of a tracer as in Eq. (1) to which we add an equation
for the so-called age-concentration ai
Fig. 8. Zn cruise T4; concentrations in nM.
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Fig. 11. Model simulation of circulation in the Gulf of Cadiz and Western Mediterranean at 10 m depth.
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For simplicity of the presentation, we considered a conserva-
tive tracer with a negligible horizontal diffusion. Then the
age ai of the tracer Ci can be calculated at any location and
any moment as

ai ¼
ai

Ci

ð3Þ

This quantity provides a direct interpretation of the time
a tracer has spent in the domain, subject to mixing with water
parcels of different ages and is particularly useful to asses the
time scales of biogeochemical cycling of trace metals (Delhez
et al., 2004b). Here, we will of course impose for each tracer
a zero-age boundary condition at the corresponding river
mouth, so that the age field in a given position will reflect
the time it took to move from the river to this position.

Interestingly, the age calculations (Fig. 15) indicate the dif-
ferent time scales of the plume displacements. In particular,
the age within the plume can be used to interpret biogeochem-
ical processes occurring within the plume, since it allows us to
quantify the time passed since the river water was injected into
the coastal water. Also recirculations across the open boundary
(resolved by the bidirectional nesting) show the different
plume structures and water ages associated with each river.
The time scales within the plumes are of the order of months.

5. Tracer simulations and observations

The simulations of the fate of river or benthic supplied
passive tracers provided information about the dilution
Fig. 12. Snapshots of circulation modelled in the Gulf of Cadiz with the nested model at surface (a) and 20 m (b) depth. In (b), the positions of the river discharges

have been added schematically.
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factors and probable benthic supply regions. However, be-
cause of the normalization, the approach did not allow for
a direct comparison with the observed trace metal fields. Fur-
thermore, the metal concentrations in the river discharges at
the point of entering the coastal waters were not well defined.
Therefore we have utilised the trace metal distributions from
field surveys for two purposes: (i) to estimate the concentra-
tions in the river discharges at the mouths of the rivers (upon
entry in coastal waters) and hence the spatial distribution of
the trace metals from field surveys by simple superposition,
(ii) to compare the simulated fields with the observed fields.
The difference between the two fields will provide an indica-
tion of the influence of the river discharges on the trace metal
distributions and the existence of additional trace metal sour-
ces or sinks.

For a given trace metal, the mathematical challenge was to
obtain three values wi of the river discharge concentrations that
provided a spatial field w1C1 þ w2C2 þ w3C3 that was as close
as possible to the observed field C. In other words the differ-
ence C � (w1C1 þ w2C2 þ w3C3) should be as small as

Fig. 13. Sediment tracer showing benthic metal supply to surface waters

through use of a tracer released at the bottom of water column (arbitrary units,

from zero values (blue) to highest values (red)).
possible. If we take as a measure (the norm j j) of the differ-
ence the root mean square value, we perform a least square fit
analysis, which can be readily solved. The least square fit anal-
ysis provides the three values w1, w2 and w3 (objective (i)) and
we use these to calculate the misfit between the modelled and
observed distributions (objective (ii)):

e¼ w1C1þw2C2þw3C3�C

This misfit is a spatial field, a local positive value indicating
a missing sink in the model and a local negative value a miss-
ing source. We can provide a global measure of the misfit by
comparing the norm of the misfit to the norm of the observed
field

r ¼
��ej2��Cj2

This measures thus the fraction of the signal that is not ex-
plained by the modelled fields combining the three river sour-
ces. The least square fit results for the different surveys and
trace metals are provided in Table 1.

Note that we also can calculate the age of the best fit:

a¼ w1a1þw2a2þw3a3

w1C1þw2C2þw3C3

ð4Þ

which is of interest in case a radiotracer is discharged from
a riverine source and this would allow us to tag water masses
in terms of age.

6. Discussion

The model achieved a good overall fit to the observed dis-
solved metal data, and indicates that the three rivers consti-
tuted the dominant sources of metals to the coastal zone.
The calculated source concentrations are within a factor of
2e3 for Cu, Ni and Zn of observed values at river mouths
(data not shown), supporting the strength of the model. How-
ever, the river source strength of Co is overestimated by
Fig. 14. Relative concentrations (compared to the input values in &) of non-reactive tracers originating from the three rivers Guadiana (C1), Guadalquivir (C2) and

Tinto-Odiel (C3) (from left to right).
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Fig. 15. River-discharge ages for the three rivers Guadiana (C1), Guadalquivir (C2) and Tinto-Odiel (C3) (from left to right). Maximum values are 100, 133 and

111 days for the three tracers.
a factor of ca. 5 in all rivers, which may be the result of patch-
iness in the field data (see below).

Through comparison of the gridded observed data with the
model fits and the calculated errors, a number of observations
regarding the metal behaviour in the Gulf of Cadiz can be
made. For example, some of the error calculations indicate
a missing source of Cu, Zn and Ni in the plume regions of
the Tinto-Odiel and/or Guadalquivir estuaries (e.g. Figs. 5, 8
for Zn), as well as for Co in the outer Gulf of Cadiz
(Fig. 16). Fig. 13 shows the modelled benthic tracer distribu-
tion in coastal waters at 1 m depth resulting from benthic sup-
plies. Zones of highest benthic tracer concentrations coincided
with river plume distributions, and previous studies have
shown enhanced metal concentrations in bottom sediment
of the Gulf of Cadiz (Palanques et al., 1995; Morillo et al.,
2004). Moreover, depth profiles (e.g. Fig. 9a) of dissolved
metals in the Gulf of Cadiz showed enhanced bottom water
concentrations and hence indicated the mobilisation of metals
from the sediments. Therefore, the mobilisation of metals
from sediments through diffusive processes and resuspension
could at least partially account for the missing sources iden-
tified by the model error calculations. Another potential
source for dissolved metals may arise from particulate sus-
pended material supplied by the river systems, which has
not been included in the model calculations. In the Tinto-
Odiel plume region, the model fit suggests a missing sink
for Zn (T2), Cu (T2), Ni (T4) and Co (T2) (Figs. 3, 5, 7,
16), indicating the removal of metals from solution, for
example through adsorption onto particles or uptake by phy-
toplankton. Although this explanation seems to contradict our
suggestion that river derived sediment particles act as a source
of metals to the water column (see above), the supply of oce-
anic ‘‘clean’’ suspended matter (biogenic or lithogenic) to the
Gulf of Cadiz has not been taken into consideration in the
model and could potentially act as a sink for metals. Further-
more, the model fit indicates Co addition during T4 and Ni
removal during T2 in the outer Gulf of Cadiz. The tracer
age calculations provided an additional tool for geochemical
interpretations. For example, important missing sinks were
observed for Co and these were most important in regions
of low Co age (compare Figs. 17 and 16), suggesting that ac-
tive removal of Co occurred at young Co ages while the older
Co concentrations were related to a missing source, which
correlated well with benthic sources. Cobalt is a reactive el-
ement with rapid removal onto particles in oxygenated waters
and supply from sediments through redox driven benthic dif-
fusion. The behaviour of Co in aquatic systems is strongly re-
lated to Fe (Achterberg et al., 1997; Braungardt et al., 2003)
which has a strong redox driven geochemistry. These obser-
vations show that the model simulations aid with scrutinising
the dissolved metal behaviour in different regions of the
coastal zone and confirm the interpretation of the observed
survey data, which showed non-conservative metal behaviour
in surface waters for large parts of our study area.

Important limitations of the comparisons between field
data and model simulations need to be taken into account.
For example, the plume region of the Guadiana estuary was
located at the margin of the cruise coverage for the observed
data, and the mouth of this river was only passed at distance
by the ship. Therefore, the gridding procedure under-
estimated the dissolved surface water concentrations at the
mouth of this river, resulting in a missing sink as indicated
by the error calculation. Further gaps in the observed data
contributed to the misfit of the model. During the T2 cruise,
Zn measurements were not carried out near the mouth of the
Rio Tinto/Odiel, and Co data was missing near the Guadal-
quivir estuary. This resulted in the underestimation of

Table 1

Values of river discharge concentrations wi (in nmol/l) for cruises T2 and T4

for Co, Cu, Zn and Ni. The parameter r is the unexplained percentage of the

variance by the model

w1 w2 w3 r

T2Co 34 58 76 54

T2Cu 42 58 214 31

T2Ni 20 43 67 45

T2Zn 49 33 129 55

T4Cu 32 71 96 43

T4Ni 10 15 19 45

T4Zn 132 114 218 41
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Fig. 16. Co misfit (left panel) sediment tracer (right panel).
observed Zn and Co concentrations during the gridding in the
respective areas, and accounts, at least in part, for the missing
sink suggested by the model fit error.

On the other hand, the data coverage close inshore was bet-
ter during the T4 than the T2 cruise. As a result, the model fit
was generally better for T4, emphasizing the importance of
high-resolution monitoring for detailed data interpretation.

It is important not to over-interpret the model fits by analy-
sing small scale details resulting from the different shapes of
observed and modelled plume dispersions. Nevertheless, im-
portant differences occurred between the survey and model
plume dispersions which highlight potential requirements for
further model efforts. While the model shape of the Guadiana
plume appears to replicate the observed ones well, the
observed plume of the Tinto-Odiel and Guadalquivir estuary
deviate from the model in three ways. (i) The Tinto-Odiel
plume is dispersed to the northwest and during T2 also to
the south of the river mouth, probably the result of tidal

Fig. 17. Age of combined sources (in days).
excursion, which was not considered in the model, and/or
the lack of spatial resolution of the ECMWF atmospheric forc-
ing. (ii) The Tinto-Odiel plume travels closely inshore, this is
in particular shown in the field data for the T4 cruise, while the
model plume is detached from the coast and does enter the bay
to the southeast of the estuary. (iii) The Guadalquivir plume
protrudes further into the Gulf of Cadiz for the observed sur-
vey data of both cruises, while the model suggests that it re-
mains closer to the headland and extends almost due south.
Depth profiles obtained during the T2 cruise in June 1997, af-
ter a prolonged period without rainfall, showed a clear surface
layer of lower salinity waters with elevated metal concentra-
tions, compared to mid-column waters (see Fig. 9b). This con-
firms the observations from high-resolution monitoring that
the river plumes are dispersed over a wider area further into
the outer Gulf of Cadiz than the model suggests. These dis-
crepancies result in calculated model errors which suggest
missing metal sources and sinks that may be artefacts of the
model shape, rather than the result of geochemical processes
affecting metal distributions.

7. Conclusions

The exercise of combining high resolution trace metal data,
hydrodynamic models and diagnostic tools was effective in
terms of interpreting observed trace metal distributions using
a dispersion model of river discharges. A least square fit
method allowed us to calculate metal concentrations in the
outflows of the river systems that matched the observed values
closely. The spatial distribution of the fit itself allowed us to
identify regions of missing sources and sinks. The missing
sources were most likely related to benthic inputs, and the
missing sinks were mostly apparent for young tracers, suggest-
ing still active removal mechanisms. The results however need
to be subjected to an analysis of errors in the plume positions
that we observed. Sensitivity analysis in terms of river dis-
charge variability (e.g. effects of flow discharges), tidal excur-
sions and resolution of atmospheric forcings could provide the
required information to enhance the match between the ob-
served and model metal distributions.
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Abstract

A three-dimensional, eddy-permitting ocean circulation model with implemented bottom boundary layer model and flux-corrected transport
scheme is used to calculate the pathways and ages of various water masses in the Baltic Sea. The agreement between simulated and observed
temperature and salinity profiles of the period 1980e2004 is satisfactory. Especially the renewal of the deep water in the Baltic proper by grav-
ity-driven dense bottom flows is better simulated than in previous versions of the model. Based upon these model results details of the mean
circulation are analyzed. For instance, it is found that after the major Baltic inflow in January 2003 saline water passing the S1upsk Furrow flows
directly towards northeast along the eastern slope of the Hoburg Channel. However, after the baroclinic summer inflow in August/September
2002 the deep water flow spreads along the southwestern slope of the Gdansk Basin. Further, the model results show that the patterns of
mean vertical advective fluxes across the halocline that close the large-scale vertical circulation are rather patchy. Mainly within distinct areas
are particles of the saline inflow water advected vertically from the deep water into the surface layer. To analyze the time scales of the circulation
mean ages of various water masses are calculated. It is found that at the sea surface of the Bornholm Basin, Gotland Basin, Bothnian Sea, and
Bothnian Bay the mean ages associated to inflowing water from Kattegat amount to 26e30, 28e34, 34e38, and 38e42 years, respectively.
Largest mean sea surface ages of more than 30 years associated to the freshwater of the rivers are found in the central Gotland Basin and
Belt Sea. At the bottom the mean ages are largest in the western Gotland Basin and amount to more than 36 years. In the Baltic proper vertical
gradients of ages associated to the freshwater inflow are smaller than in the case of inflowing saltwater from Kattegat indicating an efficient
recirculation of freshwater in the Baltic Sea.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: Baltic Sea; numerical modeling; circulation; passive tracer; age of water masses
1. Introduction

The Baltic Sea is a strongly stratified semi-enclosed basin.
Its horizontal and vertical salinity gradients are the result of
the large freshwater supply from rivers and net precipitation
and of the reduced water exchange with the world ocean
(Fig. 1). The climate of the 20th century is characterized by
an average salinity of about 7.4 (calculated from climatologi-
cal data by Janssen et al., 1999) and a freshwater supply
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including river runoff and net precipitation of about
16,100 m3 s�1 (calculated from reconstructed hydrological
and atmospheric data by Cyberski and Wroblewski, 2000
and Kauker and Meier, 2003, respectively; see Meier and
Kauker, 2003). Applying the well-known Knudsen formulae
(Knudsen, 1900) with surface and bottom layer salinities of
8.7 and 17.4, respectively, the in- and outflows of the Baltic
Sea amount to 16,100 m3 s�1 and 32,200 m3 s�1, respectively.

In several earlier studies the mean horizontal and vertical
circulations of the Baltic Sea and its variability were studied
(e.g., Sarkisyan et al., 1975; Stigebrandt, 1987; K~outs and Om-
stedt, 1993; Elken, 1996; Lehmann and Hinrichsen, 2000;
Lehmann et al., 2002; Meier and Kauker, 2003; Andrejev
et al., 2004a,b; Döös et al., 2004; Meier, 2005; Myrberg and

mailto:markus.meier@smhi.se
http://www.elsevier.com/locate/ecss
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Andrejev, 2006). The large-scale horizontal circulation of the
subbasins is characterized by cyclonic gyres as a result of the
interplay between earth rotation and depth variations on time
scales larger than the inertial period (Fig. 2). Lehmann et al.
(2002) showed that the horizontal circulation can be
described by a depth-integrated vorticity equation omitting
bottom friction and wind stress curl.

The vertical circulation is driven by the inflow of high-
saline water from the Kattegat (Stigebrandt, 1987). The bot-
tom water in the deep subbasins is usually only replaced after
large gale-forced events, so-called Major Baltic Inflows
(MBIs, e.g., Matthäus and Franck, 1992; Fischer and
Matthäus, 1996). The likelihood that these events occur is
highest during the winter season. The typical forcing of these
events consists of a sequence of easterly winds lasting for
about 20 days followed by strong to very strong westerly
winds of similar duration (Lass and Matthäus, 1996). How-
ever, small and medium-strength inflows are important as
well since they have the potential to renew intermediate layers
of the Baltic proper halocline (Feistel et al., 2006). During the
past two decades the frequency of large barotropic inflows
(mainly in winter) has decreased and the frequency of

Fig. 1. Bottom topography of the Baltic Sea. The domain of the Rossby Centre

Ocean model (RCO) is limited with open boundaries in the northern Kattegat

(black line). In addition, the monitoring stations at Arkona Deep (BY2), Born-

holm Deep (BY5), Gotland Deep (BY15), Landsort Deep (BY31), in the Gulf

of Finland (LL07), and in the Bothnian Sea (SR5), cross-sections (S1eS3,

white lines), and the mouths of the rivers Neva and Kalixälv are depicted.
medium-intensity baroclinic inflows (observed in summer)
has increased (Mohrholz et al., 2006).

During all kinds of inflow events the high-saline water
spills over the shallow sills of the Baltic Sea entrance area
(i.e. Drogden and Darss sills, see Fig. 1) into the Arkona Basin
and Bornholm Basin (Fig. 2). In addition to the entrance area,
the S1upsk Sill and the S1upsk Furrow are important locations
for the transformation of water masses (Piechura and
Beszczyńska-Möller, 2003). Passing the S1upsk Furrow, both
gravity-driven dense bottom flows and sub-surface cyclonic
eddies, which are eroded laterally by thermohaline intrusions,
renew the deep water of the eastern Gotland Basin (Zhurbas
and Paka, 1999). Saline water passing the S1upsk Furrow
may flow either towards northeast along the eastern slope of
the Hoburg Channel or may spread along the southwestern
slope of the Gdansk Basin (Elken, 1996; see Fig. 2). From
the Gotland Deep the saline flow continues via the Northern
Deep either into the northwestern Gotland Basin with the
deepest location of the entire Baltic close to the Swedish coast
(Landsort Deep) or into the Gulf of Finland (Fig. 2). The sill
between the Åland Sea and the Baltic proper prevents the
northward propagation of the deep water flow. It is assumed
that the Bothnian Sea is renewed mainly by inflowing surface
water from the Baltic proper (Marmefelt and Omstedt, 1993).
On the way from the Kattegat into the Landsort Deep the
inflowing dense water is diluted due to entrainment. For that
distance, K~outs and Omstedt (1993) estimated a total entrain-
ment factor of 4. What is known today about the processes
important for the renewal of the Baltic Sea deep water is sum-
marized in a recent review by Meier et al. (2006).

Although the circulation of the Baltic Sea has been studied
intensively, there are still many open questions connected to
pathways and average ages of inflowing salt- and freshwater
in various subbasins. The unknown pathway of saltwater
plumes in the southern Gotland Basin was mentioned already.
It is also not clear where the upwelling of the deep water flow
occurs closing the large-scale Baltic conveyor belt (Döös

Fig. 2. Schematic view of the large-scale circulation in the Baltic Sea (taken

from Elken and Matthäus, in press). Green and red arrows denote the surface

and bottom layer circulation, respectively. The light green and beige arrows

show entrainment. The gray arrow denotes diffusion.
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et al., 2004) and what are the governing processes. The role of
topographically stirred upwelling, diapycnical mixing caused
by breaking internal waves, and the entrainment of the deep
water into the moving surface water in the Baltic proper is
not well understood.

Due to the large temporal and spatial variability the inves-
tigation of the mean large-scale circulation of the Baltic Sea is
only with the help of models possible. To analyze the complex
model results both Lagrangian and Eulerian methods were
applied. For instance, Döös et al. (2004) calculated from
three-dimensional circulation model results residence times
of various simulated Baltic water masses using Lagrangian
particles released either at the sills in the Baltic entrance
area or at the mouth of the river Neva. Döös et al. (2004) found
that the time evolution of the residence of the Neva water in
the Baltic is very similar to the water for the entire Baltic
(including particles released at both the sills and at the Neva
river mouth) with e-folding time scales of 26e29 years. Sim-
ilar studies based upon trajectories were performed for the
Gulf of Riga and Gdansk Bay (Jönsson et al., 2004), and for
the Gulf of Finland (Jönsson, 2005). In the latter study the
Lagrangian formalism has also been used to calculate
overturning stream-functions for different water masses.

The Lagrangian method based upon trajectories of particles
has the disadvantage that subgrid-scale mixing is not included.
For the results of the analysis, especially vertical turbulent
mixing might be important on longer time scales. As the
circulation models utilized so far are only eddy-permitting,
the results might also be affected by the horizontal mixing
parameterizing mesoscale eddies.

Analysis methods using Eulerian tracers do not have this
limitation. (However, note that for estuaries like the Baltic
Sea the importance of the differences between the two methods
is not clear yet.) An example is the concept of age distribution
and transit time (Bolin and Rodhe, 1973) which has been
applied to Himmerfjärden Estuary (Engqvist, 1996), the Gulf
of Finland (Andrejev et al., 2004b), the Gulf of Bothnia
(Myrberg and Andrejev, 2006), and the entire Baltic (Meier,
2005). In these studies a passive tracer was added to the model
variables to characterize the average age of sea water in the
reservoir with prescribed values at the lateral open boundaries
or at the sea surface. For instance, Meier (2005) found for the
period 1903e1998 mean ages of the bottom water of 1 year at
Bornholm Deep, 5 years at Gotland Deep, and 7 years at Land-
sort Deep. For the whole Baltic a maximum age of about 11
years appeared in the bottom water at Landsort Deep. In his
study the age of sea water is the time elapsed since a water
particle left the sea surface. If the age of the inflowing water
at the source regions (i.e. the lateral open boundaries towards
the Baltic proper and the river mouths) is set to zero, Andrejev
et al. (2004b) and Myrberg and Andrejev (2006) found maxi-
mum water ages of around 2 years in the Gulf of Finland and
of around 7.4 years in the Gulf of Bothnia, respectively. These
studies have in common that the age of sea water is estimated
from the equation of the age of pure water (Deleersnijder et al.,
2001). Hence, it is not possible to distinguish between different
water masses.
In the present study a high-resolution simulation for
1980e2004 was performed using an eddy-permitting three-
dimensional circulation model. In the model various water
masses were marked with passive tracers and the associated
ages of the specific water masses were calculated. The aim
is to better understand the large-scale circulation and related
time scales.

The paper is organized as follows. The circulation model,
the numerical experiment, the analysis method, and investi-
gated water masses are described in Sections 2.1e2.4, respec-
tively. In Section 3, firstly model results of temperature and
salinity are compared with observations (Section 3.1).
Secondly, the simulated mean circulation above and below
the halocline is presented (Section 3.2). Thirdly, pathways of
specific water masses marked with passive tracers are ana-
lyzed (Section 3.3). Fourthly, mean ages associated to selected
water masses are calculated and discussed (Section 3.4). In
Section 4, the results are compared with previous publications.
The paper ends with conclusions (Section 5).

2. Methods

2.1. Model description

In this study a new version of the Rossby Centre Ocean
model (RCO) (Meier et al., 2003) was used to perform
a multi-year long, high-resolution simulation for the Baltic
Sea. RCO is a BryaneCoxeSemtner primitive equation circu-
lation model with a free surface (Killworth et al., 1991) and
open boundary conditions (Stevens, 1991) in the northern Kat-
tegat (Fig. 1). It is coupled to a Hibler-type sea ice model (Hi-
bler, 1979) with elasticeviscouseplastic rheology (Hunke and
Dukowicz, 1997). Subgrid-scale mixing is parameterized us-
ing a turbulence closure scheme of the ke3 type with flux
boundary conditions to include the effect of a turbulence
enhanced layer due to breaking surface gravity waves and a
parameterization for breaking internal waves (Meier, 2001).
The deep water mixing is assumed to be inversely proportional
to BrunteVäisälä frequency with a proportionality factor
a¼ 1� 10�7 m2 s�2. This value is in good agreement with
results from dissipation measurements in the eastern Gotland
Basin (Lass et al., 2003). Lass et al. (2003) found the best
fit to their data using a¼ 0.87� 10�7 m2 s�2.

The model domain covers the Baltic Sea including Kattegat
(Fig. 1). In the present study, RCO was used with a horizontal
resolution of two nautical miles and with 41 vertical levels
with layer thicknesses between 3 and 12 m. Minimum and
maximum depths amount to 6 and 250 m corresponding to 2
and 41 levels, respectively.

As the layer thicknesses of the vertical grid are too large to
resolve the bottom boundary layer (BBL) accurately, a BBL
model is embedded to allow the direct communication
between bottom boxes of the step-like topography (Beckmann
and Döscher, 1997). The BBL model helps to improve the
simulation of gravity-driven dense bottom flows (Meier
et al., 2004). In this study a bottom drag coefficient of
cd¼ 1.1� 10�3 is used.
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Test experiments showed that in long simulations the
modified SPLIT-QUICK advection scheme (Webb et al.,
1998) which was earlier embedded within RCO does not guar-
antee numerical stability of passive tracers released at point
sources. SPLIT-QUICK is of third order accuracy but does
not preserve monotonicity. At large gradients overshooting
due to numerical dispersion is observed. Hence, in this study
a flux-corrected, monotonicity preserving transport (FCT)
scheme following Gerdes et al. (1991) is embedded. In the
simulation for 1980e2004 (see Section 2.2) no explicit
horizontal diffusion is applied.

Summarizing, in the model version of this study (HR2)
explicitly prescribed deep water mixing is two times larger,
horizontal diffusion is significantly smaller, and gravity-driven
dense bottom flows are less diffusive (due to the BBL model)
compared to the earlier version by Meier et al. (2003) (HR0).
In Section 3.1, the new model results are compared to obser-
vations. To investigate the impact of various subgrid-scale
parameterizations three model versions are compared: HR0,
HR1, and HR2. HR1 is similar to HR2 but instead of FCT
SPLIT-QUICK together with a background harmonic diffu-
sion of AH¼ 10 m2 s�1 is used. In addition, the vertical
mixing schemes differ. Instead of the ke3 model a k model
with an algebraic relation for the turbulent length scale is
used (Meier and Kauker, 2002). However, the differences
between the ke3 model and the k model do not affect the
presented results.

2.2. Simulation 1980e2004

A model simulation for 1980e2004 is performed. RCO is
started from rest on 26 May 1980 with initial temperature
and salinity observations from May 1980. At the open bound-
ary in the northern Kattegat hourly sea level observations from
the Swedish tide gauge station Ringhals are prescribed. In case
of inflow, temperature and salinity at the open boundary are
relaxed towards observed climatological mean data. In case
of outflow, a radiation condition is utilized (Stevens, 1991).
Also the freshwater inflows of the 29 largest rivers of the Bal-
tic catchment area are considered. Monthly mean discharges
are calculated from a large-scale hydrological model (Graham,
1999). The atmospheric forcing is derived from three-hourly
gridded observations of sea level pressure, geostrophic wind
components, 2 m air temperature, 2 m relative humidity,
precipitation, and total cloud cover. For details of the model
experiment the reader is referred to Meier et al. (2003).

2.3. Age concept

To track specific water masses concentrations of passive
tracers and associated age concentrations are calculated follow-
ing previous studies (e.g., Delhez et al., 1999; Deleersnijder
et al., 2001). At time t and location ~r, the concentration of
a tracer, Cðt;~rÞ, would obey the following equation:

vC

vt
þV$

�
~vC�K$VC

�
¼ 0 ð1Þ
where~v is the water velocity and K denotes the diffusivity ten-
sor. The age concentration, aðt;~rÞ, of the water mass under
study is the solution of:
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Finally, the age is then given as the ratio aðt;~rÞ ¼
aðt;~rÞ=Cðt;~rÞ. For further details of the concept of age in ma-
rine modeling the reader is referred to Deleersnijder et al.
(2001).

The initial tracer and age concentrations are set to zero. At
the open boundary in Kattegat the same radiation conditions as
used within RCO for temperature and salinity are utilized. In
case of inflow, at the open boundary the concentrations of
the tracers and associated ages are relaxed to zero, with
a time scale of one day. At the sea surface no flux boundary
conditions are used.

2.4. Selected water masses

The sources of the following water masses are marked with
passive tracers:

(1) inflowing water at the Darss and Drogden sills indepen-
dently of salinity;

(2) water at the section S1 across the Arkona Basin (see
Fig. 1) with salinities more than 17;

(3) warm intermediate water at section S2 across the Born-
holm Basin (see Fig. 1) with salinities between 8.95 and
14.3 and with temperatures more than 11 �C;

(4) inflowing freshwater from the river Neva into the Gulf of
Finland (see Fig. 1);

(5) inflowing freshwater from the river Kalixälv into the Both-
nian Bay (see Fig. 1); and

(6) inflowing freshwater from all rivers.

Each tracer obeys its own transport equation. Inflowing
water crossing the shallow sills in the Baltic entrance area is
the source of the first tracer. The second tracer marks only
the high-saline inflows with salinities more than 17. If an event
is defined as MBI, the salinity is more than 17 (Fischer and
Matthäus, 1996). This criterion is a necessary condition but
not a sufficient one because also the duration of an event
determines the classification as an MBI. The third tracer marks
the warm intermediate water within the halocline of the Born-
holm Sea. This water is generated by small and medium-
intensity baroclinic inflows that occur during summer. The
criteria used to characterize these inflows follow Mohrholz
et al. (2006). Further, the freshwater flows of the largest and
the third largest rivers that discharge into the Baltic, Neva
and Kalixälv, are marked with tracers. Their annual mean flows
amount to 2584 m3 s�1 and 749 m3 s�1, respectively (Berg-
ström and Carlsson, 1994). Finally, the freshwater of all rivers
is the source of the last tracer considered. For 1980e2004 the
total annual mean flow amounts to 14,800 m3 s�1.

On 26 May 1980 the tracer and age concentrations were set
to zero. As at the end of the almost 25-year long simulation in
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December 2004 the tracer concentrations are not in steady-
state, a 96-year spin-up experiment was performed with four
times repeated atmospheric and hydrological forcing. The
aim was to calculate quasi steady-state age distributions based
upon the climate variability for 1980e2004.

To visualize the pathways of inflowing saltwater after the
MBI event in January 2003 (Feistel et al., 2003a) and after
the baroclinic summer inflow in August/September 2002
(Feistel et al., 2003b) a shorter experiment was performed
starting with zero tracer and age concentrations on 7th
September 2001 but with corresponding initial conditions for
temperature, salinity, sea level, and current velocity from the
long simulation for 1980e2004.

3. Results

3.1. Comparison of model results and observations

In Figs. 3e5 salinity and temperature as function of time
and depth and associated median profiles for the period May
1980eDecember 2004 at selected monitoring stations are
shown. The hydrography at each of these monitoring stations
characterizes the conditions of the corresponding subbasin. In
Table 1 model errors of median temperature and salinity pro-
files at six selected stations (see Fig. 1) are listed.

The temporal and spatial variability of temperature and sa-
linity is well reproduced by the model. Most of the observed
large and medium-strength saltwater inflows happen also in
the model (Fig. 3). Due to the reduced frequency of large
inflows during the 1980s, the salinity of the lower layer de-
creased in all subbasins (Fig. 3). Actually this stagnation
period started already after the strong MBI in 1975/1976
(not shown). MBIs in January 1993, September 1997 (follow-
ing the definition by Matthäus, 2006), and January 2003 termi-
nated the exceptionally long stagnation period and renewed
together with medium-strength inflows the deep water of the
Baltic proper. At the end of the simulation period in December
2004, the salinity at BY15 is in 200 m depth even higher than
at the beginning of the integration in May 1980 in correspon-
dence with observations (Feistel et al., 2006). Such large
changes of the hydrography are simulated satisfactorily while
the vertical two-layer structure is preserved. However, espe-
cially at Gotland Deep the simulated halocline is too shallow
and the sea surface salinity in the Gotland Basin is overesti-
mated (Figs. 3 and 5). Consequently, salinity in the Bothnian
Sea is also overestimated because the deep water of the Both-
nian Sea is renewed with inflowing surface water from the
Gotland Basin. Nevertheless, the model reproduces salinity
gradients from north to south as well as from the surface to
the bottom (Fig. 5). Due to the implementation of the BBL
the simulation of saltwater inflows into the deep water of the
Bornholm Basin has significantly improved (Fig. 3) compared
to earlier versions of the model (Meier et al., 2003; their
Fig. 8).

Also for temperature satisfactory results are found (Figs. 4
and 5). However, there is a tendency of overestimated sea
surface temperatures (SSTs) during summer in the southern
subbasins. Although the seasonal cycle is well captured by
the model, the depth of the summer thermocline is slightly
underestimated (Fig. 4).

Temperature variations within and below the halocline indi-
cate that during baroclinic inflows occurring mainly in sum-
mer warm water penetrates into the Bornholm Basin (Fig. 4)
and even further into the eastern Gotland Basin (not shown
here, the summer inflow in August/September 2002 was ana-
lyzed by Meier et al., 2004). Annual temperature maxima
and minima within the halocline at Bornholm Deep (salinities
in the range between 8.95 and 14.3) are shown in Fig. 6. As in
summer SSTs are overestimated in the model, simulated tem-
perature maxima in the intermediate winter water (caused by
lateral inflows) are overestimated as well. Nevertheless, in
case of temperature extrema the correlations between model
results and observations are satisfactory.

In general, model errors of specific median temperature
and salinity profiles are lesser than 1 �C and 1, respectively
(Table 1). Overall median temperatures in all model versions
are overestimated indicating either systematic biases of the atmo-
spheric forcing or of the heat flux parameterizations used in RCO
(Meier, 2002). The biases of median salinity are negative in HR0
and positive in HR1 and HR2. It is impossible here to draw a
conclusion about the causes because the experiment HR0 was
carried out only for the stagnation period until 1993. In HR1
and HR2 the renewal of the deep water in the Bornholm Basin
is improved due to the BBL model. However, simultaneously
the halocline in the eastern Gotland Basin is lifted up resulting
in an overestimated salinity averaged for the entire Baltic. This
deficit of the present model version seems to be independent of
the numerical advection scheme and of the details of the vertical
turbulence parameterization used. Further investigations are still
necessary to improve RCO. However, the performance is
regarded as sufficiently good to analyze the large-scale circula-
tion on decadal time scales.

3.2. Mean circulation

Based on six-hourly snapshots the mean circulation for
1981e2004 is calculated. As the Baltic Sea is a two-layered
estuary approximately, volume transports above and below
the halocline are calculated. Per definition the halocline is
located at the depth of the maximum of the first derivative
of salinity as function of depth. In case of an almost vertically
homogenous water column the halocline depth is close to the
water depth. However, the conceptual two-layer model works
only accurately in those areas with a perennial halocline. For
instance, in the shallow entrance areas the water column is of-
ten well-mixed. In these cases either inflow or outflow might
happen depending on the barotropic forcing. As in these cases
the thickness of the upper layer transport is equal to the water
depth and the thickness of the lower layer transport is negligi-
ble, the calculated total mean Baltic outflow from the upper
layer is underestimated. Consequently even the total mean
Baltic inflow into the lower layer is underestimated due to vol-
ume conservation. Nevertheless, in RCO the mean deep water
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Fig. 3. Salinity as function of time and depth for 1980e2004 at the monitoring stations Arkona Deep (BY2, first row), Bornholm Deep (BY5, second row), Gotland

Deep (BY15, third row), Gulf of Finland (LL07, fourth row), and Bothnian Sea (SR5, fifth row): observations (left panels) and results of the Rossby Centre Ocean

model, RCO (right panels). Note the different color bars for different stations.
flow is simulated in close agreement with observations (Meier
and Kauker, 2003).

In the northeastern Gotland Basin and in the Gdansk Basin
maximum annual mean halocline depths of 68 and 75 m are
found, respectively (Fig. 7). In the deep region including
Gotland Deep a possibly artificial ‘dome’ of the halocline is
found. This would explain the results shown in Figs. 3 and 5.

Especially in the western Gotland Basin, in the Bothnian
Sea, and in the Bothnian Bay halocline depths vary consider-
ably during the seasons. In general, the halocline is deeper in
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winter and spring than in summer and autumn (not shown).
Maximum differences between the halocline depths in spring
and autumn amount to 36 m (Fig. 7). In winter the largest hal-
ocline depths of the year of more than 83 m in the Northern
Basin (close to the entrance into the Gulf of Finland) are cal-
culated (not shown).

The mean transports both above and below the halocline
show pronounced cyclonic gyres in the Baltic proper and in
the Bothnian Sea (Figs. 8 and 9) with high persistencies
(Fig. 10). Especially in the eastern Gotland Basin high trans-
ports flowing around the Gotland Deep area are found.
Strength and persistence of the transports and currents (not
shown) in the Gulf of Finland, the Gulf of Riga, and the north-
ern Bothnian Bay are smaller compared to the Baltic proper
indicating possibly the impact of sea ice during the winter
season.

Close to the Swedish coast a relatively intensive flow
within the upper layer from the western Gotland Basin into
the Bornholm Basin and Arkona Basin is found (Fig. 8).
The main flow crosses the central Arkona Basin and bifurcates
north of Rügen island. One branch leaves the Baltic at the
Darss Sill and continues through the Belt Sea and the Great
Belt. The other branch recirculates and forms a cyclonic
gyre in the Arkona Basin. A smaller but still significant flow
follows the Swedish coast into the Öresund and Kattegat.

In the lower layer the flow follows the bathymetry, from the
Darss Sill into the Arkona Basin and further towards Born-
holm Channel passing Rügen island and the northern side of
the Adlergrund (Fig. 9). The deep water flow continues further
towards Bornholm Deep and into the S1upsk Furrow with large
persistency (Fig. 10). Leaving the S1upsk Furrow the main
flow spreads along the southwestern slope of the Gdansk Basin
and surrounds this basin close to the coast. However, a weaker

Fig. 4. Observed (upper panel) and simulated (lower panel) temperature (in
�C) as function of time and depth for 1980e2004 at the monitoring station

Bornholm Deep (BY5).
and more diffusive flow separates from the main flow within
the Gdansk Basin and propagates directly towards northeast
along the eastern slope of the Hoburg Channel. Along the
western slope of the Hoburg Channel the mean flow is directed
southward. Details of the pathway of the inflowing saltwater in
the Gdansk Basin and in the eastern Gotland Basin are dis-
cussed further in the next section.

3.3. Pathways of water masses

To visualize the pathways of selected water masses several
passive tracers have been used. One of them marks the inflow-
ing saltwater at section S1 in the Arkona Basin (Fig. 1) with
salinities more than 17 (Section 2.4). The tracer concentration
was set to zero on 7th September 2001, well before the MBI in
January 2003. Maps of the propagation of the gravity-driven
dense water clearly show that after leaving the S1upsk Furrow
part of the plume flows towards northeast along the eastern
slope of the Hoburg Channel and another part spreads along
the southwestern slope of the Gdansk Basin (Fig. 11). Follow-
ing the slope of the bathymetry the plume flows further into
the deepest part of the eastern Gotland Basin. In addition, at
the basin-wide section S3 across the Gotland Basin (Fig. 1)
a smaller, second concentration maximum within the halocline
at about 50e100 m depth is found (Fig. 11). This signal is
caused from a previous, smaller inflow (not MBI) when
high-saline water (with salinities more than 17 in the Arkona
Basin) is diluted on its way from the sills in the entrance
area towards Gotland Deep. The depth of the core of the intru-
sion within the halocline coincides with the maximum of the
horizontally integrated volume transport across section S3
(Meier and Kauker, 2003).

In summer 2002 an exceptional warm inflow event was
observed at Darss Sill (Feistel et al., 2003b; Mohrholz et al.,
2006). Summer inflows are driven by baroclinic pressure gra-
dients during calm wind conditions when in the Belt Sea and
in the Arkona Basin the mixing of the inflowing water with the
ambient water is reduced. As a consequence, warm and saline
water masses are sandwiched into the halocline of the Born-
holm Basin and could be traced even at Gotland Deep because
the associated temperatures are higher than those of the sur-
rounding water. Warm inflows in September 1997, October
2001, August 2002, and August 2003 had a considerable
impact on the water temperature at 200 m depth in the eastern
Gotland Basin which increased to more than 6 �C (Feistel
et al., 2006; their Fig. 1).

Maps of concentrations of the tracer marking warm inter-
mediate water at section S2 in the Bornholm Basin (Fig. 1)
with salinities between 8.95 and 14.3 and with temperatures
more than 11 �C show that the saline water of the event in Au-
gust 2002 flows after the S1upsk Furrow only towards south-
west following the slope in Gdansk Basin (Fig. 12). The
Gdansk Basin plays the role of a buffer zone for the inflow wa-
ter before spreading further towards Gotland Deep. The core
of the flow intersects section S3 in about 80 m depth
(Fig. 12). These results suggest that the path of the inflowing
water in Gdansk Basin depends on the salinity of the flow. In
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Fig. 5. Observed (solid) and simulated (dashed) median, first and third quartile profiles for temperature (in �C, left panels) and salinity (right panels) for the period

May 1980eDecember 2004 at BY2 (first row), BY5 (second row), BY15 (third row), LL07 (fourth row), and SR5 (fifth row). The locations of the monitoring

stations are shown in Fig. 1.
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Table 1

Model errors of median temperature (T ) and salinity (S ) profiles for three RCO versions (see Section 2.1): HR0 (1980e1993, Meier et al., 2003), HR1 (1980e

2003), and HR2 (1980e2004, this study). Sum denotes the error of all profiles except LL07. (N¼ number of observed profiles, ME¼mean error, and RMSE¼
root mean square error)

Basin N ME T (�C) RMSE T (�C) ME S RMSE S

HR0 HR1 HR2 HR0 HR1 HR2 HR0 HR1 HR2 HR0 HR1 HR2

BY2 539 0.64 0.17 �0.00 0.81 0.48 0.54 �0.07 0.13 0.15 0.34 0.35 0.37

BY5 558 �0.07 0.10 �0.05 1.15 0.57 0.47 �0.67 0.37 0.27 0.96 0.52 0.34

BY15 435 �0.04 0.42 0.09 0.59 0.95 0.79 �0.21 0.86 0.87 0.29 1.07 1.16

BY31 167 0.11 0.48 0.29 0.43 0.60 0.45 0.00 0.83 0.82 0.21 0.91 0.87

LL07 258 e �0.23 0.08 e 0.65 0.46 e �0.04 0.08 e 0.64 0.43

SR5 192 �0.21 0.33 0.12 0.29 0.49 0.52 �0.52 0.18 0.37 0.53 0.19 0.38

Sum 1891 0.43 1.50 0.53 1.61 1.43 1.27 �1.47 2.37 2.48 1.20 1.55 1.58
March 2003 the induced circulation at the Farö Deep is more
pronounced than in the eastern Gotland Basin.

Also the pathways of the tracers marking freshwater of the
rivers Neva and Kalixälv have been studied. From the mouth
of the river Neva the freshwater is spreading close to the Finn-
ish coast into the northern Gotland Basin and further south-
ward close to the Swedish east coast (not shown). Thereafter
the tracer follows the large-scale cyclonic gyre within the Got-
land Basin. From the mouth of the river Kalixälv the freshwa-
ter is spreading along the Swedish east coast southward (not
shown). The tracer results confirm the sketch of the vertical
circulation in Fig. 2. For instance, the first signal of the Kalix-
älv tracer in the Gulf of Finland is found in the lower layer.
After the arrival in the Gulf of Finland the upper layer is
slowly filled with the tracer due to vertical advection and dif-
fusion whereas lateral advection into the upper layer is
negligible.

Fig. 6. Annual temperature minimum (upper panel) and maximum (lower

panel) (in �C) in the intermediate winter water at Bornholm Deep (BY5):

model results (solid lines) and observed temperature minimum and maximum

(dashed line). The data are taken from Mohrholz et al. (2006).
An important question is: where is the inflowing saltwater
coming up. In Fig. 13 the 24-year mean vertical flux across
the halocline of the tracer associated with inflowing water
with salinities more than 17 is shown. Note, that at the end
of the 48-year long simulation the tracer distribution is not
in steady-state (Section 3.4). This explains why the vertical
fluxes in the Bothnian Bay are much smaller than in the Got-
land Basin.

In general, the vertical fluxes are scattered and no larger
region with only one sign is found (Fig. 13). However, large
negative fluxes from the upper into the lower layer are found
in wide areas of the Arkona Basin and in the S1upsk Furrow
indicating entrainment (Fig. 13). Also in downwelling regions
at the slopes of the eastern Gotland Basin and of the eastern
Bothnian Sea the fluxes are mainly negative.

Relatively large, positive fluxes from the lower into the
upper layer are found at the western and eastern slopes of
the S1upsk Furrow, at the western slope of the eastern Gotland
Basin, in the central part of the eastern Gotland Basin, in the
Northern Basin north of Gotland island, and at the western
coast of Gotland close to Visby (just to name a few pro-
nounced locations shown in Fig. 13). The patterns of the ver-
tical tracer fluxes are highly significant and resemble the
patterns of vertical velocity at the sea surface (Myrberg and
Andrejev, 2003).

When saline waters enter the Baltic, the halocline is lifted up.
Due to mixing the halocline is eroded and is sinking back to the
original depth after some time. From Fig. 13 it is concluded that
in the mean the vertical movement is not spatially uniform.
There are distinct areas of upward and downward advective
(and connected diffusive) tracer fluxes across the halocline
where the large-scale vertical circulation is closed.

3.4. Mean ages

The evolutions of the tracer masses marking the inflowing
water at the Darss and Drogden sills (case 1, see Section
2.4) integrated for various subbasins above and below the hal-
ocline suggest that after 96 years of spin-up the tracer is
almost in steady-state in all subbasins (Fig. 14). An averaging
interval of about 5 years is sufficient to ensure stable results.

In the deep subbasins like the eastern and northwestern
Gotland Basin and in the Bothnian Sea the tracer mass is in
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Fig. 7. Halocline depths (in m) for 1981e2004: annual mean (left panel) and difference between spring and autumn means characterizing the seasonal variation

(right panel).
Fig. 8. Annual mean transport per unit length (in m2 s�1) for 1981e2004

above the halocline. Only vectors at every third gridpoint of the model are

shown.
 Fig. 9. As Fig. 8 but transport below the halocline.
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Fig. 11. Monthly mean tracer concentration in May 2003 marking inflowing saltwater in the Arkona Basin with salinities more than 17 at the surface with a salinity

of 17 (left panel) and at a longitudinal section across the Gotland Basin (right panel). The location of the section is shown as white line in the left panel. If the

salinity in the water column is less than 17, the tracer concentration at the bottom is depicted. The results were taken from an experiment when the tracer was

initialized on 7th September 2001.

Fig. 10. Persistency (in %) of the mean transport above (left panel) and below (right panel) the halocline for 1981e2004. For the definition of persistency the reader

is referred to Lehmann and Hinrichsen (2000).
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Fig. 12. Monthly mean tracer concentration in November 2002 marking warm intermediate water in the Bornholm Sea with salinities between 8.95 and 14.3 and

with temperatures more than 11 �C at the surface with a salinity of 9 (upper left panel) and at a longitudinal section across the Gotland Sea (upper right panel). The

location of the section is shown as white line in the upper left panel. If the salinity in the water column is less than 9, the tracer concentration at the bottom is

depicted. The lower panels show the corresponding tracer concentration in January 2003 (lower left panel) and March 2003 (lower right panel). The results were

taken from an experiment when the tracer was initialized on 7th September 2001.
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the lower layer larger than in the upper layer. This is also true
for the Arkona Basin and the Bornholm Basin during the first
4 years. Thereafter the tracer mass of the upper layer is getting
larger in these subbasins.

The tracer marking freshwater from all rivers (case 6) is also
approximately in steady-state at the end of the 96-year long
spin-up simulation although the required time scale is signifi-
cantly larger than in the case of the tracer marking inflowing
water from Kattegat (Fig. 15). In all subbasins the tracer masses
of the upper layers are larger than those of the lower layers. An
exception is the Bothnian Sea. After about 10 years the tracer
mass of the lower layer is larger indicating an intense vertical
recirculation of freshwater in the Gulf of Bothnia.

The evolutions of the tracer masses marking the freshwater
from the river Neva (case 4) indicate that in the eastern and
northwestern Gotland Basin and in the Bothnian Sea a steady-
state has not been achieved (not shown). This is not astonishing
as the turnover time of the Neva freshwater in the Baltic Sea
with a total volume of 21,500 km3 considering an inflow of
2584 m3 s�1 amounts to 264 years approximately. Hence, the
calculated ages are only lower limits of the ages in steady-state
and are not depicted. In the Gulf of Finland, most of the changes

Fig. 13. Twenty-four-year mean vertical mass flux (in 103 kg s�1) across the

halocline of the tracer marking inflowing saltwater in the Arkona Sea with sa-

linities more than 17. Upward fluxes are counted positive and fluxes lesser than

�4� 103 kg s�1 are depicted in white. The results were taken from an exper-

iment with spin-up using the same atmospheric and hydrological forcing fields

for 1981e2004 repeated two times. The tracer was initialized on 26th May

1980. The average was calculated for the whole second cycle.

in the upper and lower layers occur during the first 10 years
approximately.

Also the tracers marking freshwater from Kalixälv (case 5)
and high-saline inflows (case 2) are not in steady-state after
about 100 years of integration whereas the tracer marking
warm summer inflows (case 3) is in steady-state approxi-
mately (not shown).

In Figs. 16 and 17 5-year mean ages at the end of the 96-
year spin-up experiment in three different depths are shown.
The associated tracers mark either inflowing water at the Darss
Sill and at the Drogden Sill (Fig. 16) or freshwater from all
rivers (Fig. 17). In the first case of inflowing water from Kat-
tegat there are pronounced vertical and horizontal age gradi-
ents between the lower and the upper layers and between the
Baltic entrance area and the Bothnian Bay in the north, respec-
tively (Fig. 16). At the sea surface of the Belt Sea and the
Bothnian Bay minimum and maximum ages are smaller than
14 and larger than 40 years, respectively. In the bottom layer
of the Arkona Basin minimum ages are even smaller than 10
years. The halocline separates the water masses of the two
layers that have in the Gotland Basin associated ages smaller
or larger than about 26 years.

In the case of the tracer marking freshwater from all rivers
(case 6) the vertical age gradients in the Gotland Basin are

Fig. 14. Evolution of tracer mass (in 1014 kg) in various subbasins during the

96-year spin-up. The tracer marks inflowing water at the Darss and Drogden

sills of all salinities. The tracer was initialized on 26th May 1980. The curves

denote the 4-year running mean integrated tracer masses above and below the

halocline in the Arkona Basin (yellow solid and dotted lines), in the Bornholm

Basin (black solid and dotted lines), in the eastern Gotland Basin (red solid

and dotted lines), in the northwestern Gotland Basin (green solid and dotted

lines), in the Gulf of Finland (blue solid and dotted lines), in the Gulf of

Riga (green dashed and dash-dotted lines), in the Bothnian Sea (red dashed

and dash-dotted lines), and in the Bothnian Bay (black dashed and dash-dotted

lines).
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much smaller than in the case of inflowing water from Katte-
gat (Fig. 17). At the sea surface largest mean ages of more
than 30 years are found in the central Gotland Basin and
Belt Sea. Very young water is only found in narrow areas close
to the coast and close to river mouths. At the bottom the mean
ages are largest in the western Gotland Basin and amount to
more than 36 years. On the horizontal surface at the depth
of the halocline ages are rather homogeneously distributed
in the Baltic proper in contrast to ages associated to inflowing
water from Kattegat that are characterized by large gradients
on the pathway between the entrance sills and the deepest
parts of the Baltic (Fig. 16).

Mean ages associated to freshwater from the river Neva
(case 4) amount at the sea surface of the Gotland Basin and
western Baltic Sea to about 32 years (not shown). Largest gra-
dients are found in the Gulf of Finland. Between the mouth of
the river Neva and the Northern Basin the ages vary between
0 and more than 30 years. The sea surface map also indicates
that a significant amount of the freshwater from Neva flows
through the Archipelago Sea northward into the coastal re-
gions of the eastern Bothnian Sea. At the sea surface largest
ages of more than 38 years are found in the Bothnian Bay.
At the bottom the largest age gradients are found between
the eastern and northern coastal regions and the central parts
of the Gulf of Finland (not shown). Within a sharp coastal
jet the freshwater from Neva is transported close to the Finnish
coast eastward into the Northern Basin. In the bottom layer
largest ages of more than 38 years are found in the northern
Bothnian Bay and in the northwestern Gotland Basin.

The horizontal sea surface map of mean ages associated to
freshwater from the river Kalixälv (case 5) is characterized by
a strong northesouth gradient with sharp fronts between the
Bothnian Bay and the Bothnian Sea and between the Bothnian

Fig. 15. As Fig. 14 but the tracer marks freshwater from all rivers.
Sea and the Gotland Basin (not shown). In the eastern Gotland
Basin, the western Baltic and the Kattegat mean ages are in the
range between 38 and 40 years. Largest ages of more than 40
years are found in the Gulf of Finland and in the Gulf of Riga.

Horizontal distributions of mean ages associated to high-
saline inflows (case 2) and associated to warm summer inflows
(case 3) are rather similar than shown in Fig. 16 although the
ages are generally larger. At the sea surface of the eastern Got-
land Basin mean ages between 32 and 34 years (case 2) and
between 30 and 32 years are found (case 3). Note that the
mean ages associated to high-saline inflows (case 2) and to
freshwater from the particular rivers Neva (case 4) and Kalix-
älv (case 5) are only lower limits of the ages in steady-state as
mentioned before.

It is interesting to note that the vertical age differences
across the halocline are much larger in case of inflowing
deep water than in case of spreading juvenile freshwater
(Figs. 16 and 17). This finding suggests that in the model the
downward tracer flux across the halocline caused by the en-
trainment of the surface water into the deep water flow is bal-
anced by the upward tracer flux due to the interplay of vertical
advection and diffusion. Consequently, the upward tracer flux
caused by the entrainment of the deep water into the surface
layer flow is less important. If the upward and downward en-
trainment fluxes would balance each other, the problem would
be symmetric and the vertical tracer gradient would be the
same in the two cases when the tracer is injected into the fresh-
water of the upper layer or into the saltwater of the lower layer.

4. Discussion

In this study passive tracers have been used to track various
water masses. The overall aim was to analyze the large-scale
circulation on short (advective) and long (approaching
steady-state) time scales in more detail. As the simulation pe-
riod of less than 25 years is rather short compared to typical
turnover times, a 96-year long spin-up experiment with four
times repeated atmospheric and hydrological forcing was per-
formed to calculate the ages of selected water masses in
steady-state. These ages are governed by the climate variabil-
ity of the period 1980e2004. It would be interesting to calcu-
late also the ages related to the inflow variability during other
periods when more MBIs were observed (e.g. in the 1950/
1960s). However, such investigations are beyond the scope
of this study.

The applied method of repeating time slices has the disad-
vantage that the stratification changes slightly with each cycle
(towards higher salinities) because the atmospheric and hydro-
logical forcing functions are not periodic. However, the salin-
ities at the beginning of the integration in May 1980 and
at the end of 2004 are relatively similar. Hence, the impact of
the overall drift is assumed to be minor. During each cycle
the main features of the hydrography are preserved (not shown).

As mentioned in Section 1 the large-scale circulation was
assessed earlier. Lehmann and Hinrichsen (2000) and Leh-
mann et al. (2002) found similar cyclonic gyres for the surface
and for the barotropic circulation as in our study. Also the
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Fig. 16. Mean age (in years) for the last 5 years of the 96-year spin-up associated to the tracer marking inflowing water at the Darss and Drogden sills. The figures

depict ages at the sea surface (upper left panel), at the halocline depth (upper right panel), at the surface with a salinity of 17 (lower left panel), and at the lon-

gitudinal section S3 across the Gotland Basin (lower right panel). The location of the section is shown as white line in the lower left panel. Note the different color

bars. In the upper right panel mean ages are not depicted in shallow areas without a perennial halocline, where the conceptual two-layer model does not apply (see

Section 3.2). Per arbitrary definition these areas (in brown) are characterized by a water depth less than 22.5 m. Is the salinity in the water column below 17 the

associated surface is set equal to the water depth. Hence, the lower left panel shows bottom ages in most of the Baltic interior.
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Fig. 17. As Fig. 16 but the ages are associated to the tracer marking freshwater from all rivers.
results for the Gulf of Finland by Andrejev et al. (2004a) and
for the Bothnian Sea and Bothnian Bay by Myrberg and An-
drejev (2006) resemble our findings. However, there might
be differences in details. For instance, the persistency of the
sea surface circulation in the Bothnian Sea and Bothnian
Bay is in this study larger compared to the results by Myrberg
and Andrejev (2006) (not shown). An explanation might be the
use of the k-3 turbulence model with flux boundary conditions
to include the effect of a turbulence enhanced layer due to
breaking surface gravity waves. However, the exact reasons
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for the different results are unknown. In none of the previous
studies the large-scale pattern of the deep water flow on long
time scales was investigated.

5. Conclusions

The main conclusions of this study are as follows.

1. The implementation of the BBL model improves simula-
tions of the multi-annual variability in the Baltic Sea.

2. The implementation of the FCT advection scheme enables
the investigation of the pathways and ages of Baltic water
masses generated at spatially limited sources on long time
scales (e.g., the calculation of ages in steady-state).

3. The calculation of ages of inflowing water from the Katte-
gat in steady-state requires at least 100-year simulations
because maximum ages of more than 40 years are found
in the Bothnian Bay. The method of repeated integration
of a time slice with atmospheric and hydrological forcing
from the period 1980 to 2004 allows the calculation of
plausible age distributions.

4. From simulated ages in steady-state it is concluded that
the downward flux across the halocline caused by the en-
trainment of the surface water into the deep water flow can
only be balanced by the upward advective and diffusive
fluxes. Thus, studies of passive tracers and associated
ages help to understand the physical processes important
for the large-scale vertical circulation in the Baltic Sea.
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Abstract

We present a method, based on the concept of age and residence time, to study the water renewal in a semi-enclosed domain. We split the
water of this domain into different water types. The initial water is the water initially present in the semi-enclosed domain. The renewing water is
defined as the water entering the domain of interest. Several renewing water types may be considered depending on their origin. We present the
equations for computing the age and the residence time of a certain water type. These timescales are of use to understand the rate at which the
water renewal takes place. Computing these timescales can be achieved at an acceptable extra computer cost.

The above-mentioned method is applied to study the renewal of epilimnion (i.e. the surface layer) water in Lake Tanganyika. We have built
a finite element reduced-gravity model modified to take into account the water exchange between the epilimnion and the hypolimnion (i.e. the
bottom layer), the water supply from precipitation and incoming rivers, and the water loss from evaporation and the only outgoing river. With our
water renewal diagnoses, we show that the only significant process in the renewal of epilimnion water in Lake Tanganyika is the water exchange
between the epilimnion and the hypolimnion, other phenomena being negligible.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: water renewal; age; residence time; Lake Tanganyika; reduced-gravity model; finite elements
1. Introduction

In semi-enclosed aquatic domains, most of the biomass, nu-
trients, contaminants, dissolved gasses and suspended particles
are exchanged with their surrounding environment. Therefore,
it is essential to understand hydrodynamic processes that trans-
port water and its constituents. A first-order description of
transport may be expressed as ‘‘age’’ and ‘‘residence time’’,
which we conceive as timescales of the water renewal of the
semi-enclosed domain (Monsen et al., 2002). Several studies
have been made about the water renewal in a semi-enclosed
domain, using different definitions of renewal timescales to
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E-mail address: gourgue@mema.ucl.ac.be (O. Gourgue).
0272-7714/$ - see front matter � 2007 Elsevier Ltd. All rights reserved.

doi:10.1016/j.ecss.2007.05.009
quantify the time that water remains inside the domain. Bolin
and Rodhe (1973) defined the theoretical concepts of age and
residence time, followed by Zimmerman (1976, 1988) who
used the residence time to study the hydrodynamics of estuar-
ies. Takeoka (1984) used the age and the residence time to
study the water exchange in a coastal sea. Deleersnijder
et al. (1997) and Tartinville et al. (1997) resorted to the resi-
dence time to study the transport of water and tracer from
the Mururoa Lagoon to the Pacific Ocean. Braunschweig
et al. (2003) defined different renewal timescales that were
helpful to understand the hydrodynamics of the Tagus Estuary.

This article presents a method for studying water renewal
that is based on the idea that the water can be viewed as a mix-
ture of different water types. The latter are treated as passive
tracers (Cox, 1989; Hirst, 1999; Goosse et al., 2001; White
and Deleersnijder, 2007). The initial water is the water initially

mailto:gourgue@mema.ucl.ac.be
http://www.elsevier.com/locate/ecss
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present in the domain of interest. The renewing water is the
water entering the domain. We may define different renewing
water types, depending on their origin. To quantify the rate at
which water is renewed, we will estimate the residence time of
the initial water and the age of the renewing water, in accor-
dance with CART (Constituent-oriented Age and Residence
time Theory, http://www.climate.be/CART).

The age of a water parcel is defined to be the time elapsed
since this water parcel left the region in which its age is pre-
scribed to be zero (Bolin and Rodhe, 1973; Takeoka, 1984;
Delhez et al., 1999; Deleersnijder et al., 2001). The age is thus
an interesting timescale for the different renewing water types.
Furthermore, it only requires to solve well-known advection-
diffusion equations (Delhez et al., 1999; Deleersnijder et al.,
2001) to obtain a local renewal timescale, depending on space
and time. The concept of age is very useful to quantify the
time spent by renewing water parcels into the domain. But, by
definition, the age of initial water parcels will always be the
time elapsed since the initial instant. That is why we use the
residence time for the initial water, but only for this water
type. The residence time of a water parcel in a water body is de-
fined as the time taken by this water parcel to leave the water
body (Bolin and Rodhe, 1973; Takeoka, 1984; Delhez et al.,
2004; Delhez, 2006). There are two different approaches to
compute the residence time. We can compute the residence
time from the solution of an adjoint problem (Delhez et al.,
2004). However, it is not easy to implement but it provides a local
residence time, depending on space and time. We can also com-
pute the residence time by means of a direct approach that is eas-
ier to implement (it only requires to solve advection-diffusion
equations) but too expensive to get the same results as those of
the adjoint problem. That is because the direct approach merely
provides a global mean residence time, as an integral over space
and time. A compromise can be achieved by dividing the semi-
enclosed domain into a small number of regions. The mean res-
idence time is then computed for each region. Moreover the
mean residence time may be computed for a small number of
different initial times. We have decided to adopt this approach.

The method that we use to study the water renewal in
a semi-enclosed domain is as follows. First, we define the dif-
ferent water types: the initial water and several renewing water
types. Second, we compute the evolution of their concentration
field. Then we compute the evolution of the renewing water age
field. Finally, we divide the domain into different regions and
we compute, for each region and for several initial times, the
mean residence time of the initial water in this region. This
approach requires no important additional numerical develop-
ment once a hydrodynamic model of the problem is set up.
These concepts are applied herein to the epilimnion (i.e. the
surface layer) of Lake Tanganyika. Note that this paper is
just an illustration of a general theory to study the water re-
newal in semi-enclosed domains.

The present article is organized as follows. Section 2
describes the two-dimensional hydrodynamic model (Section
2.1) and the equations for the concentration of the different
water types, the equations for the age of the different renewing
water types and the equations for the residence time of the
initial water (Section 2.2), as well as the numerical methods
used to model them (Section 2.3). In Section 3, we present
our results and we conclude with Section 4.

2. Model description

Lake Tanganyika is situated on the east of central Africa,
and is shared by four developing countries: Democratic Re-
public of Congo, Burundi, Tanzania and Zambia (Fig. 1). It
lies between 3�200 to 8�450 S and 29�050 to 31�150 E. It is
about 650 km long and 50 km wide on average. The mean
depth of the lake is around 570 m, with a maximum depth
of 1470 m. Thermal stratification in the lake is well marked
so that we can define two distinct layers: the epilimnion and
the hypolimnion. This two-layer regime is ubiquitous within
the lake. The epilimnion is the surface layer and is composed
of relatively warm (24e28 �C), oxygenated water. The hypo-
limnion is the bottom layer and is composed of colder
(23.5 �C), anoxic water. These two main layers are separated
by a thin layer where temperature variations are more impor-
tant, the thermocline. Overall, the thermocline lies deeper in
the north than in the south with a mean depth of 50 m over
the entire lake (Coulter and Spigel, 1991; Naithani et al.,
2003). The region undergoes two main seasons: the dry season
(approximately from May to August), characterized by strong
winds blowing northwestward along the main axis of the lake,
and the wet season (approximately from September to April),
when the winds are generally weaker (Coulter and Spigel,
1991). During the dry season, the wind stress pushes the
warmer epilimnion water away from the southern end of the

Fig. 1. Map of Lake Tanganyika, indicating the four neighboring countries and

the mouth of the most important rivers (Lukuga is the only outgoing river of

the lake).

http://www.climate.be/CART
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lake toward the northern end. Upwelling occurs to replace the
loss of water at the south and the epilimnion water accumu-
lated at the north is pulled downward by gravity. The thermo-
cline is then tilted downward toward the north and may totally
disappear in the south. At the end of the dry season, when the
southeasterly winds stop, the epilimnion and the hypolimnion
slide over each other, and the thermocline oscillates to reach
a new equilibrium. These waves get reflected at the lake
boundaries and gradually transform into standing wave pat-
terns, called internal seiches. By December, the thermocline
reaches its mean level (around 50 m) but still oscillates
throughout the wet season until the beginning of the next
dry season and the onset of the southeasterly winds (Coulter
and Spigel, 1991; Naithani et al., 2003). These observations
have already been reproduced by a finite difference model
(Naithani et al., 2002; Naithani et al., 2003; Naithani et al.,
2004; Naithani and Deleersnijder, 2004). Similar results
were obtained by means of the reduced-gravity finite element
model used herein, so that there is no need for a detailed dis-
cussion of its validity in the present article.

2.1. The hydrodynamic model

It has already been shown that the two-dimensional re-
duced-gravity model is able to produce rather good results
on the hydrodynamics of Lake Tanganyika (Naithani et al.,
2002; Naithani et al., 2003; Naithani et al., 2004; Naithani
and Deleersnijder, 2004). By using a reduced-gravity model,
we assume that the density stratification is much more impor-
tant in determining the internal oscillations than the underly-
ing bottom topography. In Lake Tanganyika, it is appropriate
to have recourse to such a model since stratification is present
all year round and the epilimnion thickness is much smaller
than that of the hypolimnion one (Coulter and Spigel, 1991;
Naithani et al., 2003).

The reduced-gravity model consists of two layers of different
constant temperatures and densities (Fig. 2). Here, we also as-
sume that the temperature is constant inside these two layers.
The shallow water equations are applied to both layers and
two important hypotheses are made. First, the surface layer
thickness (H1¼ h1þ hþ x) is considered to be much smaller
than that of the bottom layer thickness (H2¼ h2� x), supposed
to be infinitely thick. Second, the displacement of the free sur-
face is assumed to be much smaller than that of the thermocline.
These two hypotheses are well verified in Lake Tanganyika.
This leads us to the equations of the reduced-gravity model
(Naithani et al., 2003; Naithani et al., 2004) from which the ve-
locity in the epilimnion and the downward displacement of the
thermocline may be obtained:

vx

vt
þV$ðHuÞ ¼ 0; ð1Þ

v

vt
ðHuÞ þV$ðHuuÞ þ f ez� ðHuÞ

¼ �ðegÞHðVxÞ þV$
�

HA$ðVuÞ
�
þ t

r
; ð2Þ
where we have dropped the subscripts ‘‘1’’ relative to the sur-
face layer because we only deal with this layer. The variables
are x, the downward displacement of the thermocline, and u ¼
ðu; vÞ, the epilimnion depth-integrated velocity vector (the y
direction is chosen to be along the main axis of the lake); f
is the Coriolis parameter, eg is the reduced gravity, where g
is the gravitational acceleration and e ¼ ðr2 � r1Þ=r2 is the
relative density difference ranging from 6.3� 10�4 to
9.06� 10�4 (Naithani et al., 2003); A is the eddy viscosity
tensor which is diagonal and positive, t ¼ ðtx; tyÞ is the sur-
face wind stress, and r is the constant water density in the sur-
face layer. To compute the surface wind stress, we use the data
collected every 6 h at Mpulungu (at the south end of the lake
in Zambia) from 1st April 1993 to 31st March 1994 (Fig. 3a,
b) during the FAO/FINNIDA project ‘‘Research for the Man-
agement of the Fisheries on Lake Tanganyika’’. We see that
the wind stress is indeed more important along the main axis
of the lake (the y direction) and that it is definitely stronger
during the dry season.

The classical reduced-gravity model Eqs. (1) and (2) do not
take the different water exchanges into account. We want to
add the effects of the water exchanges between the epilimnion
and the hypolimnion, the effects of precipitation and evapora-
tion, and the effects of the three most important incoming
rivers (Malagarasi, Ruzizi and Lufubu) and the only outgoing
river (Lukuga) (Fig. 1). The mouths of these rivers are as-
sumed to be too narrow to be resolved explicitly by the model.
Therefore, the rivers are modelled by means of source/sink
terms that are zero over most of the domain. Then, Eq. (1)
becomes:

vx

vt
þV$ðHuÞ ¼ wþ qpþ qnþ qr; ð3Þ

Fig. 2. The parameters and variables of a two-layer model: h is the upward

displacement of the surface, x is the downward displacement of the thermo-

cline, ri is the density of the ith layer, ui and vi are the depth-integrated veloc-

ity components of the ith layer in the x and y directions, h1 is the undisturbed

thickness of the top layer, or the mean thermocline depth, and h2 is the dis-

tance between the mean thermocline depth and the bottom.
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Fig. 3. The various model forcings. (a, b) Wind stress in the x and y directions, respectively, measured at Mpulungu in Zambia, every 6 h from 1st April 1993 to 31st

March 1994. (c) Absolute value of the monthly lake-averaged water fluxes due to precipitation (solid) and due to evaporation (dashed) (Bergonzini, 1998). These

water fluxes are always positive and negative, respectively. (d) Monthly water flow of the most important rivers: Malagarasi (dashed), Ruzizi (dash-dotted) and

Lufubu (dotted) are incoming rivers, Lukuga (solid) is an outgoing river (Bergonzini, 1998).
where w is the entrainment velocity (i.e. the water flux cross-
ing the thermocline) which is positive when hypolimnion wa-
ter is entrained by turbulent processes into the epilimnion and
negative otherwise, qp is the water flux due to precipitation (al-
ways positive), qv is the water flux due to evaporation (always
negative), and qr is the water flux due to rivers which is posi-
tive wherever a river brings water to the epilimnion and neg-
ative otherwise. These four functions have the dimension of
a velocity. Assuming that only the water leaving the epilim-
nion carries non-negligible momentum, Eq. (2) becomes:

v

vt
ðHuÞþV$ðHuuÞþ f ez�ðHuÞ

¼�ðegÞHðVxÞþV$
�

HA$ðVuÞ
�
þt

r
þ
�
w�þqvþq�r

�
u; ð4Þ

where the last term is the momentum flux leaving the epilim-
nion, w� and qr

� denoting the negative part of w and qr, respec-
tively. The negative and positive parts of any function j are
identified herein by superscripts ‘‘�’’ and ‘‘þ’’, respectively,
with j� ¼ ðj� jjjÞ=2. And since qp is always positive and
qv is always negative, we have qþp ¼ qp, q�p ¼ 0, qþv ¼ 0
and qv

�¼ qv, explaining the last term in the right-hand side
of Eq. (4).

To compute the entrainment velocity w we use the follow-
ing parameterization (Naithani et al., 2007):

w¼
ffiffiffiffiffi
3

20

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2

x þ t2
y

q

r
ffiffiffiffiffiffiffiffiffiffiffiffi
ðegÞH

p �wd�
x

Tr

; ð5Þ

where the first term is the entrainment term inspired by Price
(1979) and wd is the detrainment velocity defined such that an-
nual mean of the epilimnion volume remains approximately
constant. There are large uncertainties in the parameterization
of entrainment and detrainment. As a consequence, to avoid
occasional occurrence of spurious values of x, a relaxation
term (x/Tr) is needed, which slowly nudges the epilimnion
thickness toward its equilibrium position. The relaxation
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timescale Tr is sufficiently long so that the relaxation term is
generally much smaller than the entrainment and detrainment
terms. For the problem studied in this paper, we used
wdx10�5 m=s and Tr¼ 45 days. As can be seen in Eq. (5),
the entrainment velocity depends on the wind stress and the
epilimnion thickness. But it is more sensitive to wind stress.
The water renewal from hypolimnion to epilimnion (w> 0)
occurs in the region where H (or x) is small but overall during
important wind stress periods, i.e. during the dry season.

To compute the water fluxes due to precipitation, evapora-
tion and rivers, we use monthly data collected by Bergonzini
(1998) (Fig. 3c, d). The first two water fluxes are distributed
uniformly over the surface of the lake. But the water flux due
to a given river is distributed as a hyperbolic tangent decreasing
with the distance from the mouth of this river. The characteris-
tic lengthscale of the hyperbolic tangent is 3 km. Note that we
had to slightly adjust the evaporation data in order to keep the
annual mean of the epilimnion volume constant.

We concede that the treatment of rivers as sink/source terms
is unusual. But their flow is about 102 m3/s and the flow cross-
ing the thermocline is about 105 m3/s. Therefore, the rivers
carry negligible momentum throughout the lake compared
with the water exchange between the epilimnion and the hypo-
limnion. It may not be true near the mouth of a river. But to take
this local effect into account, we would have to make a drastic
refinement of the mesh near the mouth of the four rivers. That
would be useless since the river momentum is negligible.

The boundary conditions associated with Eqs. (3) and (4)
are presented in Appendix A.

2.2. Water renewal diagnoses

Different water types have to be traced in order to study the
renewal of epilimnion water in Lake Tanganyika. We first de-
fine the initial water (with the subscript ‘‘i’’) as the water ini-
tially in the epilimnion. We then define several renewing water
types: the hypolimnion water (‘‘h’’) is the water entering the
epilimnion from hypolimnion, the precipitation water (‘‘p’’)
is the water entering the epilimnion from precipitation, and
the river water (‘‘r’’) is the water entering the epilimnion
from incoming rivers. We compute the concentration and the
age of all of these water types. But the age is not a useful
renewal timescale for the initial water because it is equal to
the elapsed time. That is why we also compute the residence
time for this water type.

2.2.1. Concentration
The concentration of every water type is denoted Csðt; xÞ,

where the subscript ‘‘s’’ can be equal to ‘‘i’’, ‘‘h’’, ‘‘p’’ or
‘‘r’’ for initial, hypolimnion, precipitation or river water, re-
spectively. The following notations are of some use:

Ctotðt;xÞ ¼ Ciðt;xÞ þChðt;xÞ þCpðt;xÞ þCrðt;xÞ; ð6Þ

Crwðt;xÞ ¼ Chðt;xÞ þCpðt;xÞ þCrðt;xÞ; ð7Þ
where Ctotðt; xÞ is the total concentration (i.e. the water con-
centration) and Crwðt; xÞ is the renewing water concentration.

The equations governing the concentration of any water
type can be cast into the following generic conservative form:

v

vt
ðHCsÞ þV$ðHuCsÞ

¼ ssþV$
�

HK$ðVCsÞ
�
; s¼ i;h;p; r; ð8Þ

where K is the diffusivity tensor which must be symmetric and
positive definite and ss is the source/sink term which takes on
different values according to the water type:

si ¼
�
w� þ qvþ q�r

�
Ci; ð9Þ

sh ¼ wþ þ
�
w� þ qvþ q�r

�
Ch; ð10Þ

sp ¼ qpþ
�
w� þ qv þ q�r

�
Cp; ð11Þ

sr ¼ qþr þ
�
w� þ qv þ q�r

�
Cr: ð12Þ

The initial conditions are:

Cið0;xÞ ¼ 1; Chð0;xÞ ¼ Cpð0;xÞ ¼ Crð0;xÞ ¼ 0; ð13Þ

and the boundary conditions are presented in Appendix A.
Common sense has it that the following properties must be

satisfied:

0� Csðt;xÞ � 1; s¼ i;h;p; r; ð14Þ

Ctotðt;xÞ ¼ 1; ð15Þ

lim
t/N

Ciðt;xÞ ¼ 0; ð16Þ

lim
t/N

Crwðt;xÞ ¼ 1: ð17Þ

We demonstrate that properties (14)e(17) hold true in
Appendix B.

Let us now define Cs the global mean concentration of the
water type ‘‘s’’ as:

CsðtÞ ¼

Z
U

Hðt;xÞCsðt;xÞdx
Z

U

Hðt;xÞdx

; s¼ i;h;p; r; ð18Þ

where U is the domain of interest (i.e. the lake surface since
we work with a two-dimensional model). Then, if we divide
U into different regions U1;.;Un, we may also define, Cs; j,
the mean concentration of the water type ‘‘s’’ from the region
j as:

Cs; jðtÞ ¼

Z
Uj

Hðt;xÞCsðt;xÞdx

Z
Uj

Hðt;xÞdx

; s¼ i;h;p; r; j¼ 1;.;n: ð19Þ
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2.2.2. Age
As introduced in Section 1, the age of a water parcel is de-

fined to be the time elapsed since this water parcel left the -re-
gion in which its age is prescribed to be zero (Bolin and
Rodhe, 1973; Takeoka, 1984; Delhez et al., 1999; Deleer-
snijder et al., 2001).

Let us define the age concentration and the age of every water
type as asðt; xÞ and asðt; xÞ, respectively. They are linked to-
gether as follows (Delhez et al., 1999; Deleersnijder et al., 2001):

asðt;xÞ ¼
asðt;xÞ
Csðt;xÞ

; s¼ i;h;p; r: ð20Þ

Assuming that the age of a water parcel is zero at the mo-
ment it enters the epilimnion and that every water parcel leaves
the epilimnion along with its age, then the equations governing
the evolution of the age concentration of every water type can
be cast into the following generic conservative form:

v

vt
ðHasÞþV$ðHuasÞ

¼HCsþ
�
w�þqvþq�r

�
asþV$

�
HK$ðVasÞ

�
; s¼i;h;p;r: ð21Þ

The initial conditions are:

asð0;xÞ ¼ 0; s¼ i;h;p; r; ð22Þ

and the boundary conditions are presented in Appendix A.
We claim that the following property must be satisfied:

0� asðt;xÞ � t; s¼ i;h;p; r: ð23Þ
And because the initial water can only leave the domain of

interest (i.e. there is no source of new initial water), its age
should be equal to the elapsed time:

aiðt;xÞ ¼ t: ð24Þ

Properties (23) and (24) are demonstrated in Appendix C.
Let us now define as the global mean age of the water type

‘‘s’’ as:

asðtÞ ¼
asðtÞ
CsðtÞ

; s¼ i;h;p; r; ð25Þ

where as is the global mean age concentration of the water
type ‘‘s’’, and is defined as:

asðtÞ ¼

Z
U

Hðt;xÞasðt;xÞdx
Z

U

Hðt;xÞdx

; s¼ i;h;p; r; ð26Þ

where U is the domain of interest. Then, if we divide U into
different regions U1,.,Un, we may also define, as; j, the
mean age of the water type ‘‘s’’ from the region j as:

as; jðtÞ ¼
as; jðtÞ
Cs; jðtÞ

; s¼ i;h;p; r; j ¼ 1;.;n: ð27Þ

where as; j is the mean age concentration of the water type ‘‘s’’
from the region j, and is defined as:
as;jðtÞ ¼

Z
Uj

Hðt;xÞasðt;xÞdx

Z
Uj

Hðt;xÞdx

; s¼ i;h;p; r; j¼ 1;.;n: ð28Þ

2.2.3. Residence time
A partial differential problem has been established for es-

timating the age of the different renewing water types,
which is the time that has elapsed since entering the epilim-
nion. The solutions to this problem are well behaved, i.e.
the age of every renewing water type is larger than zero
and smaller than that of the elapsed time. The age of the
initial water appears as the solution to a similar partial dif-
ferential problem and is equal to the elapsed time, which
makes it uninteresting. The age of the initial water is equal
to the elapsed time because the initial water can only leave
the domain of interest. Therefore, it would be more relevant
to focus on the time needed for the initial water to leave
this domain. To that end, the residence time is a proper di-
agnosis, because, as introduced in Section 1, the residence
time of a water parcel in a water body is defined as the
time taken by this water parcel to leave the water body
(Bolin and Rodhe, 1973; Takeoka, 1984; Delhez, 2006;
Delhez and Deleersnijder, 2006).

To compute mean residence times from different regions of
the lake, we first have to divide the domain U into n different
regions U1,.,Un. Then we can define n different initial water
types, i.e. the initial water from region 1,., the initial water
from region n. The concentration of the initial water from re-
gion j is denoted as qjðt; xÞ. The equation governing the con-
centration of initial water from region j is the same as that
of the concentration of initial water, i.e. Eq. (8) with s¼ i,
and thus can be cast into the following generic conservative
form:

v

vt

�
Hqj

�
þV$

�
Huqj

�

¼
�
w� þ qv þ q�r

�
qj þV$

�
HK$

�
Vqj

��
; j ¼ 1;.;n: ð29Þ

The equation governing the initial water from region j and
its boundary condition (see Appendix A) are the same for each
region j. The only difference lies in the initial condition:

qj

�
t0;x˛Uj

�
¼1 and qjðt0;x˛UnUjÞ¼0; j¼1;.;n: ð30Þ

Finally, we can compute the mean residence time of the ini-
tial water from region j at time t0 as:

Qjðt0Þ ¼

Z N

t0

Z
U

Hðt;xÞqjðt;xÞdx dt

Z
U

Hðt0;xÞqjðt0;xÞdx

; j ¼ 1;.;n: ð31Þ
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That is the time taken by a water parcel initially in region j
to leave the epilimnion. That is why the surface integrals must
extend on the entire lake surface U.

Note that if n¼ 1, expression (31) yields the global mean
residence time of initial water at time t0:

Qðt0Þ ¼

Z N

t0

Z
U

Hðt;xÞCiðt;xÞdx dt

Z
U

Hðt0;xÞCiðt0;xÞdx

: ð32Þ

It should be pointed out that we have an additional system
of equations to solve for each region and for each initial time.
For this study we have defined three regions (from south to
north) and 12 initial times (the beginning of each month).
We thus had to solve 3� 12¼ 36 additional systems of equa-
tions at each time step. This is a very important amount com-
pared with the two systems for the hydrodynamic model (to
compute x and u), the four systems to compute the concentra-
tion of the different water types (Ci, Ch, Cp and Cr), and the
three systems to compute the age concentration (and thus
the age) of the different renewing water types (ah, ap and
ar). The mean residence time is thus very expensive compared
with the age and it is moreover much less accurate since it is
a global variable.

2.3. Numerical implementation

The finite element method is used to discretize both the hy-
drodynamic model equations and the concentration and age con-
centration equations. We have discretized the non-conservative
form of these equations on the mesh displayed in Fig. 4.

For the hydrodynamic model, we use the finite element
model SLIM (Second-generation Louvain-la-Neuve Ice-ocean

20 km

50 km

Fig. 4. Unstructured mesh of Lake Tanganyika used for the simulations of this

paper. There are 2997 triangular elements. The mean mesh size is about 5 km.
Model, http://www.climate.be/SLIM) which is essentially built
upon the work by Hanert et al. (2004, 2005) for the shallow wa-
ter equations. The elevation and velocity variables are approx-
imated by linear conforming (P1) and linear non-conforming
ðPNC

1 Þ shape functions, respectively. Therefore, the elevation
nodes are situated at the vertices of each element of the
mesh, and the velocity nodes at the middle of their edges. To
enhance robustness, advection terms are computed with an up-
wind-biased scheme (Hanert et al., 2004).

For the equations of concentration (8) and (29) and age con-
centration (21), given that they are very similar to those of mo-
mentum conservation (4), we use a similar method. That makes
our approach very interesting: we do not have to implement
a completely new model to compute ages and mean residence
times once the hydrodynamic model is built. Therefore, the
concentration and age concentration variables are approxi-
mated by linear non-conforming shape functions ðPNC

1 Þ and
their nodes are situated at the middle of the edges of each ele-
ment of the mesh. We also compute an upwind-biased scheme
to compute advection terms (Hanert et al., 2004).

The solution technique is sequential. At each time step, we
first compute the elevation field x, then we compute simulta-
neously the horizontal depth-integrated velocity fields u and
v, next we compute the different concentration fields and fi-
nally the different age concentration fields. The mean resi-
dence times are only computed at the end of the simulation
because we have to integrate in time from t0 for a sufficiently
long time. By sufficiently long time, we mean the time to al-
low qj to be much smaller than 1 throughout the lake. In this
study we compute these equations over a period of 3 years.

3. Results

First, a 4-year run of the hydrodynamic model was carried
out to get the regime solution. Then, a 4-year run was carried
out to compute both the concentration and the age distribution
of the different water types. Finally, 12 runs were carried out to
compute the mean residence time with different initial times.
We used homogeneous constant eddy viscosity and diffusivity
tensors, which means that A and K are diagonal identity tensors
multiplied by a constant A¼ 3 m2/s and K¼ 10 m2/s, respec-
tively. The time step is 12 min.

Before analyzing the renewal of the epilimnion water, we
take a brief look at its hydrodynamic cycle. The epilimnion
volume budget varies with the supply and the loss of water
from hypolimnion, precipitation, evaporation and rivers.
Fig. 5a shows the evolution of the global mean epilimnion
thickness:

HðtÞ ¼

Z
U

Hðt;xÞdx
Z

U

dx

; ð33Þ

which is proportional to the epilimnion volume. It grows from
the beginning of the cycle (1st April) to approximately the end
of the dry season (end of August). Then it decreases to reach

http://www.climate.be/SLIM
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Fig. 5. (a) Evolution of the global mean epilimnion thickness, H, at regime state. (b) Evolution of the mean epilimnion thickness Hj ( j¼ 1, 2, 3 from south to north)

in the south (solid), in the center (dashed) and in the north (dash-dotted), at regime state.
its minimum value at the end of the cycle (end of March). It is
approximately the same shape as the wind stress cycle on
Fig. 3b, which is the most important factor of the exchange
of water between the epilimnion and the hypolimnion. We
may thus expect that this latter phenomenon be more impor-
tant than the three others considered (precipitation, evapora-
tion and rivers).

Fig. 5b shows the evolution of the mean epilimnion thick-
ness from different regions:

HjðtÞ ¼

Z
Uj

Hðt;xÞdx

Z
Uj

dx

; j ¼ 1;2;3: ð34Þ

In this paper, we always divide the domain into three re-
gions, j¼ 1, 2, 3 referring to the south, the center and the north
of the lake, respectively. We see that the mean epilimnion
thickness is greater in the north than in the south, especially
during the dry season. This is due to the important wind stress
along the main direction of the lake during this season. The
epilimnion water is pushed from south to north where it accu-
mulates. Following Eq. (5), the water supply from hypolim-
nion to epilimnion is more important in the south. This is
why we may expect the age of the hypolimnion water to be
smaller in the south than in the north. This would be caused
by a larger supply of new hypolimnion water in the south,
making it younger. On the other hand, the water loss from epi-
limnion to hypolimnion is more important in the north. This is
why we may expect the residence time of the initial water to
be smaller in the north than in the south.

We see in Fig. 6a that the global mean concentrations of
precipitation water and river water never exceed 2% and
0.5%, respectively. Thus, we have:

Crw ¼ ChþCp þCrxCh: ð35Þ
As expected, while the renewing water replaces the initial
water, the global mean initial water concentration Ci decreases
toward 0, and the global mean renewing water concentration
CrwxCh increases toward 1. These trends are well marked
during the dry season, when the winds are stronger and thus
when the supply of hypolimnion water is more important. It
is worth stressing that it takes only 1 year to replace 90% of
the initial water. Fig. 6b shows that the renewing water con-
centration is larger in the south than in the north. That is be-
cause the supply of hypolimnion water is more important in
this region. We see the same features in Movie 1 (available on-
line). The renewing water concentration increases everywhere
in the lake, but faster during the dry season and also faster in
the south than in the north of the lake. This confirms that the
water exchange between the epilimnion and the hypolimnion
seems to be the only important process driving the renewal
of epilimnion water in Lake Tanganyika.

We see in Fig. 7a that the global mean hypolimnion water
age increases at the beginning of the simulation. But just be-
fore the second dry season, it begins to decrease. That is be-
cause the wind stress begins to be significant (see Fig. 3).
The supply of new hypolimnion water is important at this mo-
ment and hypolimnion water in the epilimnion becomes youn-
ger. Then, around the end of the dry season, the global mean
hypolimnion water age begins to increase again, until the next
rise of the wind stress, and so on. It is the same process for the
global mean age of precipitation water and river water, except
that the most important supply of new renewing water occurs
during the wet season for these water types. We also see in this
figure that the global mean ages of precipitation water and
river water are on the same order of the global mean initial wa-
ter age:

ahwapwar; ð36Þ

Since as ¼ as=Cs and because Cp and Cr are very small
compared with Ch, Eq. (36) implies that ap and ar are also
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very small compared with ah. Following the definition of the
age, we have:

arw ¼
arw

Crw

¼ ahþ apþ ar

ChþCp þCr

x
ah

Ch

¼ ah; ð37Þ

That is what we see in Fig. 8. This is another confirmation
that the water exchange between the epilimnion and the hypo-
limnion seems to be the only important process driving the re-
newal of epilimnion water in Lake Tanganyika. Fig. 7b shows,
as expected, that the renewing water age is less important in the
south than in the north. That is because the mean epilimnion
thickness is smaller in the south, which implies, following
Eq. (5), that a more significant supply of new hypolimnion wa-
ter occurs in the south. We see the same features in Movie 2
(available online). The renewing water age decreases every-
where in the lake from the beginning of the year until the
end of the dry season. It then increases until the end of the
year. But the renewing water is always younger in the south
than in the north of the lake.

Now, consider the residence time. The latter depends on the
value of (w�þ qvþ qr

�), the water flux leaving the epilimnion.
Since w�w 10�5 m/s, qv w 10�8 m/s and q�r is zero almost
everywhere, we may assume that the residence time only
depends on the value of w�. Once again, it confirms that the
renewal of epilimnion water in Lake Tanganyika is largely
dominated by the water exchange between the epilimnion
and the hypolimnion. The residence time increases when
jw�j ¼ 0, i.e. when water stays into the epilimnion, and it de-
creases when jw�j> 0, i.e. when water leaves the epilimnion.
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The first term of Eq. (5) is always positive, but is on the same
order of magnitude as the second one, by definition of the de-
trainment velocity wd. So, to have jw�j> 0, the relaxation
term (x/Tr) has to be important. Thus, overall, the residence
time depends on the value of x, i.e. the value of the epilimnion
thickness H: the residence time increases or decreases when
the epilimnion is thin or thick, respectively. That explains
why the evolution of the global mean residence time
(Fig. 9a) seems to be inversely proportional to the global
mean epilimnion thickness (Fig. 5), and why, as expected,
the mean residence time is larger in the south than in the north
(Fig. 9b). Coulter and Spigel (1991) find a residence time of
about 1 year, defining it as the mass of a certain nutrient pres-
ent in the epilimnion dividing by the rate of addition of this
nutrient in the epilimnion. Following our more accurate defini-
tion, the residence time is much smaller. The mean residence
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Fig. 8. Evolution of the relative difference between the global mean renewing

water age and the global mean hypolimnion water age, at equilibrium state.
time of the initial water integrated over the whole year is equal
to 127 days.

4. Conclusion

We have suggested a theoretical method based on the con-
cepts of age and residence time to study the renewal of epilim-
nion water in Lake Tanganyika. This method is easy to
implement when the hydrodynamic model is already set up
and it may be easily adapted to the water renewal of a more
general (even three-dimensional) semi-enclosed domain.
Moreover, the method presented to compute the age and the
residence time uses all the information of the solution obtained
by the hydrodynamic model. The goal is always to separate the
water of the domain into different water types: the initial water
and the various renewing water types. We then compute the
age of the different renewing water types and the residence
time of the initial water.

This method allowed us to show that the effects of precip-
itation, evaporation and river input are negligible in the re-
newal of epilimnion water in Lake Tanganyika. The only
significant effect is the water exchange by turbulent processes
between the epilimnion and the hypolimnion. Moreover we
showed that it takes only 1 year to replace about 90% of the
water in the epilimnion by water from hypolimnion. This is
particularly important considering that the hypolimnion con-
tains the major part of the nutrients but is also anoxic. The res-
idence time of the water in the epilimnion is indeed equal to
127 days on average.

Because the water exchange between the epilimnion and the
hypolimnion depends on the wind stress and the epilimnion
thickness, these two parameters regulate the water renewal.
The renewing water age decreases when the water exchange
from hypolimnion to epilimnion is important, i.e. when the
wind stress is important. That is why the renewing water age
decreases during the dry season and increases during the wet
season. Moreover, the water exchange from hypolimnion to
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epilimnion is particularly important where the epilimnion is
thin, leading to a smaller renewing water age in the south
than in the north. The initial water residence time decreases
when the water exchange from epilimnion to hypolimnion is
important. We have shown in Section 3 that this water ex-
change is roughly inversely proportional to the epilimnion
thickness. Hence the initial water residence time decreases dur-
ing the dry season (when the epilimnion thickness increases)
and increases during the wet season (when the epilimnion
thickness decreases). Finally, since the epilimnion is always
the thinnest in the south, the initial water residence time is sys-
tematically larger there.

The next steps of this work will be to build a three-dimen-
sional model of Lake Tanganyika including the epilimnion and
the hypolimnion. It will allow us to study the water exchange
between these two layers without the parameterization (5).
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Appendix A. Boundary conditions

Since the rivers are taken into account by means of source/
sink terms, the boundary of the domain of interest (G) can be
assumed to be impermeable to both advective and diffusive
matter fluxes. Therefore, if n denotes the outward unit normal
to the boundary, and ut is the velocity component tangential to
the boundary, the boundary conditions associated with Eqs.
(3), (4), (8), (21) and (29), respectively, are as follows:

½u$n�x˛G ¼ 0; ð38Þ

½Hn$A$ðVutÞ�x˛G ¼ 0; ð39Þ

½Hn$K$ðVCsÞ�x˛G ¼ 0; s¼ i;h;p; r; ð40Þ

½Hn$K$ðVasÞ�x˛G ¼ 0; s¼ i;h;p; r; ð41Þ
�
Hn$K$ðVqjÞ

�
x˛G
¼ 0; j ¼ 1;.;n: ð42Þ

Appendix B. Concentration properties

We want to demonstrate that properties (14)e(17) hold
true.

By adding the equations governing the concentration of
each water type, the equation satisfied by the water concentra-
tion Ctot is readily seen to be:

v

vt
ðHCtotÞþV$ðHuCtotÞ¼

�
wþþqpþqþr

�
þ
�
w�þqvþq�r

�
Ctot

þV$
�

HK$ðVCtotÞ
�
: ð43Þ

Taking into account continuity Eq. (3), the boundary condi-
tions (38) and (40) and the initial conditions (13), the solution
of Eq. (43) is:

Ctotðt;xÞ ¼ 1: ð44Þ
Therefore, property (15) holds true.
If U represents the domain of interest (i.e. the lake surface),

elementary manipulations of Eq. (8) applied to the initial wa-
ter and the continuity Eq. (3) yield:

v

vt

Z
U

HC2
i dx¼�

Z
U

��		w		þ qp� qv þ
		qr

		�C2
i

þ 2HðVCiÞ$K$ðVCiÞ
�

dx: ð45Þ

As K is positive definite, qp is positive and qv is negative,
the integrand in the right-hand side member of Eq. (45) is pos-
itive unless Ci is zero at every location of the domain of inter-
est. As a result, the integral over U of (HCi

2), which is
a measure of the magnitude of the initial water concentration,
will decrease until the initial water concentration is zero at ev-
ery point. Therefore, property (16) holds true.

Eqs. (6) and (7) and properties (15) and (16) imply that
property (17) holds true, which is trivial.

Demonstrating that property (14) holds true is equivalent to
show that the concentration Cs and the overshooting of the
concentration bCs ¼ 1� Cs are positive, or that their negative
parts are zero, i.e.:

C�s ðt;xÞ ¼ 0; s¼ i;h;p; r; ð46Þ

bC�s ðt;xÞ ¼ 0; s¼ i;h;p; r: ð47Þ

Intricate manipulations of Eqs. (8) and (3) are needed to
show that the negative part of every concentration Cs obeys
an expression of the form:

v

vt

Z
U

H
�
C�s
�2

dx¼�
Z

U

�
u
�
C�s
�		C�s

		
þ 2H

�
VC�s

�
$K$

�
VC�s

��
dx;

s¼ i;h;p; r: ð48Þ
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A similar expression holds valid for the negative part of bCs,
i.e.:

v

vt

Z
U

HðbC�s Þ2dx¼�
Z

U

�
uðbC�s Þ

			bC�s
			

þ 2HðVbC�s Þ$K$ðVbC�s Þ
�

dx;

s¼ i;h;p; r: ð49Þ

The Table 1 provides u(Cs
�) and uðbC�s Þ.

Clearly, the integrands in the right-hand side of Eqs. (48)
and (49) are positive, unless Cs

� and bC�s are zero at every
point. As a consequence, the measures of the undershootings
and the overshootings of the different water type concentra-
tions cannot increase. But, at the initial time, they are already
zero, by virtue of the initial conditions (13). Thus, Cs

� and bC�s
will be zero at any time and location, implying that property
(14) holds true.

Appendix C. Age properties

We want to demonstrate that properties (23) and (24) hold
valid.

Using the equation of the initial water concentration, i.e.
Eq. (8) with s¼ i, it is readily seen that ai ¼ Cit is the solution
of the partial differential problem of Eqs. (21) and (22). There-
fore, property (24) holds true.

Since property (24) holds true, the age of the initial water
satisfies the property (23) for s¼ i. But for the sake of gener-
ality and completeness, the demonstration below will keep
dealing with the initial water.

Since the different water type concentrations Cs are posi-
tive, showing the validity of property (23) is equivalent to
showing that the age concentration as and the overshooting
of the age concentration bas ¼ Cst � as are positive, or that
their negative parts are zero, i.e.

a�s ðt;xÞ ¼ 0; s¼ i;h;p; r; ð50Þ

ba�s ðt;xÞ ¼ 0; s¼ i;h;p; r: ð51Þ

Table 1

Values of u (Cs
�) and uðbC�s Þ from Eqs. (48) and (49), respectively, depending

on the water type

u (Cs
�) uðbC�s Þ

s¼ i ðjwj þ qp � qv þ jqrjÞjC�i j ðjwj þ qp � qv þ jqrjÞjC�i j
þ 2
�
wþ þ qp þ qþr

�
s¼ h ðjwj þ qp � qv þ jqrjÞjC�h j þ 2wþ ðjwj þ qp � qv þ jqrjÞjC�h j

þ 2
�
qp þ qþr

�
s¼ p ðjwj þ qp � qv þ jqrjÞjC�p j þ 2qþp ðjwj þ qp � qv þ jqrjÞjC�p j

þ 2
�
wþ þ qþr

�
s¼ r ðjwj þ qp � qv þ jqrjÞjC�r j þ 2qþr ðjwj þ qp � qv þ jqrjÞjC�r j

þ 2
�
wþ þ qp

�

Intricate manipulations of Eqs. (21) and (3) are needed to

show that the negative parts of every age concentration as

obeys an expression of the form:

v

vt

Z
U

H
�
a�s
�2

dx¼�
Z

U

�
u
�
a�s
�		a�s

		
þ 2H

�
Va�s

�
$K$

�
Va�s

��
dx;

s¼ i;h;p; r: ð52Þ
A similar expression holds valid for the negative part of bas,

i.e.:

v

vt

Z
U

Hðba�s Þ2dx¼�
Z

U

�
uðba�s Þjba�S j
þ 2HðVba�s Þ$K$ðVba�s Þ

�
dx;

s¼ i;h;p; r: ð53Þ
The Table 2 provides u(as

�) and uðba�s Þ.
Clearly, the integrands in the right-hand side of Eqs. (52)

and (53) are positive, unless a�s and ba�s are zero at every point.
As a consequence, the measures of the undershootings and the
overshootings of the different water type age concentrations
cannot increase. But, at the initial time, they are already zero,
by virtue of the initial conditions (22). Thus, as

� and ba�s will
be zero at any time and location, implying that property (23)
holds true.

Appendix D. Supplementary data

Supplementary data associated with this article can be
found, in the online version, at doi:10.1016/j.ecss.2007.05.
009.
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Abstract

The mixing agents and their role in the dynamics of a shallow fjord are elucidated through an Eulerian implementation of artificial tracers in
a three-dimensional hydrodynamic model. The time scales of vertical mixing in this shallow estuary are short, and the artificial tracers are uti-
lized in order to reveal information not detectable in the temperature or salinity fields. The fjord’s response to external forcing is investigated
through a series of model experiments in which we quantify vertical mixing, transport time scales of fresh water runoff and estuarine circulation
in relation to external forcing.

Using age tracers released at surface and bottom, we quantify the time scales of downward mixing of surface water and upward mixing of
bottom water. Wind is shown to be the major agent for vertical mixing at nearly all depth levels in the fjord, whereas the tide or external sea level
forcing is a minor agent and only occasionally more important just close to the bottom. The time scale of vertical mixing of surface water to the
bottom or ventilation time scale of bottom water is estimated to be in the range 0.7 h to 9.0 days, with an average age of 2.7 days for the year
2004.

The fjord receives fresh water from two streams entering the innermost part of the fjord, and the distribution and age of this water are studied
using both ageing and conservative tracers. The salinity variations outside this fjord are large, and in contrast to the salinity, the artificial tracers
provide a straight forward analysis of river water content. The ageing tracer is used to estimate transport time scales of river water (i.e. the time
elapsed since the water left the river mouth). In May 2004, the typical age of river water leaving the fjord mouth is 5 days. As the major vertical
mixing agent is wind, it controls the estuarine circulation and export of river water. When the wind stress is set to zero, the vertical mixing is
reduced and the vertical salinity stratification is increased, and the river water can be effectively exported out of the fjord.

We also analyse the river tracer fields and salinity field in relation to along estuary winds in order to detect signs of wind-induced straining of
the along estuary density gradient. We find that events of down estuary winds are primarily associated with a reduced along estuary salinity
gradient due to increased surface salinity in the innermost part of the fjord, and with an overall decrease in vertical stratification and river water
content at the surface. Thus, our results show no apparent signs of wind-induced straining in this shallow fjord but instead they indicate increased
levels of vertical mixing or upwelling during down estuary wind events.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: tracers; modelling; vertical mixing; mixing processes; boundary layers; estuarine dynamics; age tracer
1. Introduction

In shallow systems, time scales of vertical mixing are short
and the turbulent surface and bottom boundary layers may over-
lap. Due to the intermittent absence of vertical gradients of
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E-mail address: kgu@dmu.dk (K.E. Gustafsson).
0272-7714/$ - see front matter � 2007 Elsevier Ltd. All rights reserved.

doi:10.1016/j.ecss.2007.05.023
salinity and temperature, the magnitude of vertical mixing is,
however, difficult to detect via these parameters. Instead, artifi-
cial age tracers may be added to a hydrodynamic model in order
to quantify the vertical mixing on short time scales ranging
from hours to days (Bendtsen et al., 2006). Several studies
discuss the concept of age for estimating time scales for trans-
port and mixing of water and dissolved substances (e.g. Bolin
and Rodhe, 1973; Zimmermann, 1976; Stuiver et al., 1983;
Takeoka, 1984; Thiele and Sarmiento, 1990; Delhez et al.,
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1999; Deleersnijder et al., 2001), and artificial age tracers have
been introduced in hydrodynamic models in studies of coastal
and open seas (e.g. Gustafsson, 2000; Delhez and Carabin,
2001; Delhez and Deleersnijder, 2002), fjord estuaries (e.g.
Engqvist, 1996) and river estuaries (e.g. Shen and Haas,
2004; Shen and Lin, 2006).

The shallow Danish estuary ‘‘Horsens Fjord’’ has a mean
depth of only 2.9 m. The vertical stratification in the fjord
is primarily associated with large variations in salinity outside
the fjord in addition to buoyancy input to the fjord in the form
of river discharge. Due to the shallowness of this fjord, the
vertical mixing is related to the turbulent boundary layer
dynamics on short time scales. The vertical mixing in the
surface boundary layer is associated with surface forcing
due to wind, and intermittent wind bursts may ventilate the
water column down to a few meters depth (e.g. Bendtsen
et al., 2006). The bottom boundary layer dynamics is related
to bottom friction and vertical shear caused by barotropic flow
components. These are normally associated with tides, but can
also be due to wind surge effects. The dynamics and estuarine
exchange flow are regulated by the vertical mixing. In order to
analyse the general dynamics of the fjord in relation to the
major mixing agents, we introduce various types of artificial
tracers in a three-dimensional hydrodynamic model of the
fjord and study the fjord’s response to external forcing (e.g.
tides and winds) through a sensitivity study. By analysing
the vertical distribution of age tracers released at bottom or
surface, we quantify the vertical mixing in the fjord in relation
to external forcing.

The vertical mixing and horizontal transport of river water
containing dissolved substances and nutrients have implica-
tions on the water quality parameters and the biogeochemical
cycling and retention of nutrients discharged to the fjord (e.g.
Stedmon et al., 2006). The export of river water and estuarine
exchange may be controlled by several factors. Winds and
tides provide energy for vertical mixing, but may also contrib-
ute to increased stratification due to straining of along estuary
gradients (Simpson et al., 1990; Scully et al., 2005). The
amount of fresh water discharge also plays a role in regulating
the wind and tidally induced mixing and estuarine exchange
flow through its effect on vertical stratification (e.g. Shen
and Lin, 2006; Bendtsen et al., 2007).

Due to the variable conditions outside Horsens Fjord, esti-
mates of river water content in the fjord via salinity are, how-
ever, dependent on a correct account for the inflows of water
of much varying salinity. By releasing artificial river tracers in
a hydrodynamic model of the fjord, we may detect and quan-
tify the distribution and transport time scales of river water in
the fjord. The river water content is analysed by marking the
river runoff with a conservative (i.e. not ageing) reference
tracer where the resulting tracer field is directly proportional
to the distribution of river water in the fjord, in similar to
what could be told from the salinity field if salinity was to
be constant at the open boundary. In addition, an age tracer
is added to the river water in order to analyse the transport
time scales and estuarine circulation in relation to external
forcing.
In Section 2.1, we introduce the reader to Horsens Fjord.
This is followed by a presentation of the hydrodynamic model
of the fjord (Section 2.2), and the implementation of artificial
age tracers (Section 2.3). The sensitivity study is outlined in
Section 2.4. Results are presented and discussed in Section
3, and the paper is concluded by a short summary (Section 4).

2. Model simulations

2.1. Horsens Fjord

Horsens Fjord is located on the east coast of Jutland, Den-
mark (Fig. 1). It is about 10 km long and 5 km wide and has
a volume of 0.132 km3. The mean depth of the fjord is
2.9 m, and the deepest part of the fjord is a narrow ship route
channel of 6 m depth which goes from the entrance area of the
fjord to Horsens Harbour in the western innermost part of the
fjord. The major fresh water sources are the two streams,
Hansted Å and Bygholm Å, both located in the innermost
western part of the fjord. The drainage areas for these two
streams constitute 290 km2 or 70% of the total drainage area
for Horsens Fjord. The average discharge during 2004 is
2.1 m3/s for Bygholm Å and 1.9 m3/s for Hansted Å. The fjord
has been monitored as a part of the Danish National Monitor-
ing Programme during the last decade where two stations in-
side the fjord and one station outside the fjord have been
visited about once a week. The measurements of salinity at
these stations in 2004 are shown in Fig. 2. Station 5790 is
4 m deep and is situated in the inner western part of the fjord
on the flank of the 6 m deep ship route channel, and the 17 m
deep station 6489 is located in the entrance area of the fjord.
Station 6883 is located about 10 km outside the fjord. The
fjord enters Kattegat Sea, which consists of the transition
zone between the Baltic Sea and North Sea. The advection
of water masses from the Baltic Sea estuary is regulated by
the large-scale atmospheric conditions and water level in the
Baltic SeaeNorth Sea system and is associated with large dif-
ferences in salinity in the Kattegat Sea (Fig. 2c). This may lead
to inflows to Horsens Fjord of much varying salinity. In addi-
tion, the deepest waters of the fjord are well ventilated
(Fig. 2b) as the fjord does not have a sill in the entrance
area. Instead, there is a deep passage in the form of a narrow
and long submarine channel which stretches from the fjord
mouth towards the open sea, through the otherwise rather shal-
low coastal area outside the fjord. The deep passage has a max-
imum depth of 22 m.

2.2. The hydrodynamic model

A three-dimensional primitive equation model based on the
COHERENS model (Luyten et al., 1999) is used for hydrody-
namic simulations of the fjord system during the year 2004.
The model solves the hydrodynamic equations on a Cartesian
C-grid and a vertical sigma coordinate system. This implies
a fixed number of vertical grid levels over the whole model do-
main, and we use 15 layers with an equidistant spacing of the
layers in the vertical. The horizontal grid is equidistant with
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Fig. 1. Horsens Fjord with the monitoring station 5790 in the innermost part of the fjord and station 6489 at the mouth of the fjord. Station 6883 (not shown) is

located outside the fjord in Kattegat near the eastern border of the figure. The two major fresh water suppliers, Hansted Å and Bygholm Å, enter the innermost part

of the fjord close to Horsens City and Horsens Harbour.
a grid size of 250 m. Vertical mixing is parameterised by a
keepsilon turbulence closure scheme.

The model is driven by hourly meteorological records of
wind, temperature, cloudiness, pressure and relative humidity
generated by an operational weather forecast model (Brandt
et al., 2001). As the atmospheric model has a coarser resolu-
tion than the model domain, records from one point in the at-
mospheric model are used for forcing the model. We chose the
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Fig. 2. Observed salinity at station 5790 (a) at the innermost part of the fjord, station 6489 (b) at the mouth of the fjord, and station 6883 (c) outside the fjord. The

times of observations are shown as crosses.
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land point in the atmospheric model which is closest to the ob-
servational site 5790 in the fjord. Open boundary conditions of
salinity and temperature are taken from CTD measurements at
station 6883 in the Kattegat Sea. Salinity and temperature
were measured at station 6883 about once a week during
2004. Observations are linearly interpolated in time and in
the vertical and the horizontally uniform model boundary con-
ditions of salinity and temperature are updated once a day. We
use daily means of discharge from the two streams, Hansted Å
and Bygholm Å. The hydrodynamic model has a free surface
and the model is forced with the sea surface level at the open
boundary. For this purpose we use data from the nearest sea
level recorder at the harbour of Juelsminde which is located
by the coast about 10 km south of the model domain. The
sea surface level is measured every 20 min and is linearly in-
terpolated in time. The horizontally uniform model boundary
conditions of water level are updated every 15 min. The
deep and narrow submarine channel stretching from the fjord
mouth to the open sea is in a north westesouth east direction.
We have therefore rotated the bathymetry 49 degrees anti-
clockwise so that the high saline water can be transported
across the deepest model grid cells, and we have reproduced
the channel by setting the depth of a series of cells from the
open sea to the fjord mouth to 20.0 m. The wind direction
of meteorological records has been rotated accordingly. The
model grid and bathymetry are shown in Fig. 3.

2.3. Implementation of artificial age tracers

Two different age tracers are used in the hydrodynamic
model simulations for quantifying the time scales associated
with vertical mixing: a ‘‘surface age tracer’’ which describes
the age and downward mixing of surface water (i.e. surface
boundary layer dynamics), and a ‘‘bottom age tracer’’ which
is utilised to quantify the upward mixing of bottom water
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The colour scale shows depth in units of metre.
(i.e. bottom boundary layer dynamics). We also study the dis-
tribution and time scales of spreading of fresh water from the
two major rivers considering both conservative and ageing
river water tracers.

The evolution of a tracer concentration c(t, x) and age con-
centration a(t, x) can be described from the transport equation
as

vcðt;xÞ
vt

þV$ðucðt;xÞ �K$Vcðt;xÞÞ ¼ 0 ð1Þ

vaðt;xÞ
vt

þV$ðuaðt;xÞ �K$Vaðt;xÞÞ ¼ cðt;xÞ ð2Þ

where u is the velocity field, K is the diffusivity tensor, t is the
time and x is the spatial coordinate (e.g. Delhez et al., 1999).
The age a(t, x) can be calculated in an Eulerian model through
successive computations of tracer concentration and age con-
centration, and the age is thereafter evaluated as

aðt;xÞ ¼ aðt;xÞ
cðt;xÞ ð3Þ

However, if there is no mixing with water not originating
from the source (e.g. from an open boundary), the only constit-
uent is the water from the source itself (i.e. cw1), and the age
concentration of the water is almost equal to its age (i.e.
awa), which means the age can be directly evaluated (i.e.
not via computations of the age concentration) as

vaðt;xÞ
vt

þV$ðuaðt;xÞ �K$Vaðt;xÞÞ ¼ 1 ð4Þ

The term on the RHS of Eqs. (1), (2) and (4) expresses the
source or sink of the tracer concentration, age concentration
and age, respectively. In Eq. (1), this term is zero and the
tracer concentration can only be modified by advective fluxes
from surrounding waters or by diffusive fluxes. Eq. (1) can
thus be used directly to study the concentration of a ‘‘conserva-
tive tracer’’. In Eq. (4), the term on the RHS expresses the di-
mensionless growth of the age of a water parcel, and as it
equals one, the age of a water parcel will increase in propor-
tion to the time step itself and due to the diffusive and advec-
tive age flux from the surrounding waters. The age will thus
reflect the transport time scale or time elapsed since the tracer
left a source region in which a is set to zero. In Eqs. (2)e(3),
account is taken for dilution with water not originating from
the tracer source. The term on the RHS of Eq. (2) expresses
the ageing of the fraction of the water parcel which constitutes
the tracer. Thus, it is equal to one if 100% of the water parcel
originates from the tracer source and Eq. (4) can then be used
directly instead of Eqs. (1)e(3).

For the river age tracer, the dilution with water not originat-
ing from the river is significant, and we use Eqs. (1)e(3) to
compute tracer concentration and age. For the bottom and sur-
face tracer experiments, c is assumed to be close to 1, and we
calculate the age directly according to Eq. (4). u, K, t and x are
given by the hydrodynamic model simulation, and the tracers
are implemented in a coupled mode. The tracers and boundary
conditions are further presented in the following two sections.
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2.3.1. Surface and bottom tracers
For the purpose of estimating vertical mixing and boundary

layer dynamics we use two age tracers and study their differ-
ent age fields. The surface age tracer as reflects the time
elapsed since the water was in contact with the surface, corre-
sponding to the boundary condition as(t,x,y,z¼ 0)¼ 0 at the
surface. A zero gradient condition is applied at the bottom
(z¼�h). The opposite is applied for the bottom age tracer
ab with the boundary condition ab(t,x,y,z¼�h)¼ 0 at the bot-
tom and a zero gradient condition at the surface. The bottom
tracer is thus suitable for describing time scales related to
the upward mixing of bottom water and for evaluating the av-
erage age of or time elapsed since water at different depths
was in contact with bottom. Since we analyse the surface
and bottom tracer age at a station in the shallow inner part
of the fjord, the time scales of vertical mixing are short, and
the tracer concentration can be assumed to be close to one
(i.e. the concentration of water which never has been in con-
tact with sea surface or bottom, respectively, is low). It should
be noted that we apply a zero gradient condition at the open
boundary towards the sea, meaning that there is no exchange
across the open boundary. Under these circumstances, we con-
sider the usage of Eq. (4) a reasonable approximation. The ef-
fects of water depth on the ages computed in the surface
boundary layer are further analysed in Bendtsen et al.
(2006). The mean age of the surface and bottom tracers will
evolve along the vertical as a result of the integrated mixing
history on time scales on the order of the time it takes to ver-
tically mix the whole water column. Thus, the tracer age will
also be a meaningful measure of the mixing resolved onto time
scales relevant for benthic pelagic coupling and ecological
parameters such as oxygen and nutrient supply.

2.3.2. River tracers
We also use tracers in order to study the spreading of river

water in the fjord. The river water is marked by adding a con-
servative ‘‘reference tracer’’ cref to the fresh water discharge
from Bygholm Å and Hansted Å. As they both enter the inner-
most western part of the fjord close to each other, we consider
them as one tracer source. River runoff is specified in terms of
a flux boundary condition with a vertically constant flow at the
river mouth with the condition cref (t)¼ 1 for inflowing river
water. At the open sea boundary, an upwind condition is ap-
plied where cref (t)¼ 0 for inflowing water. The reference
tracer thus varies between 1 and 0 and represents the fraction
of river water. It shows the relative distribution of river water
in the fjord, in similar to what could be told from the salinity
field if salinity was to be constant outside the fjord. In
addition, we calculate the age concentration ar of river water
in order to determine its age ar (by using ar and cref in Eqs.
(1)e(3)). The vertically constant boundary condition at the
river mouth is now set to ar(t)¼ 0 for the inflowing river
water. At the open sea boundary, we apply a zero gradient
condition.

The river tracer age ar reflects the time elapsed since the
river water entered the fjord. However, in waters far away
from the source (or little affected by the source), the age will
not be a representative measure of the transport time scale as
the tracer concentration reaches very small values (cf. Eq. (3)).

2.4. Sensitivity study of external forcing

In order to make quantitative estimates of the mixing agents
and their role in the dynamics of the fjord, we perform a sensi-
tivity study of the fjord’s response to external forcing on the
open boundaries. We therefore analyse the artificial tracer dis-
tributions in four sensitivity experiments (see Table 1). In
case I, corresponding to the reference case, the model is forced
with observed water level at the open boundary and surface
fluxes from the meteorological forcing fields. In case II, the
wind stress is set to zero in order to detect the effect of wind-
induced vertical mixing and circulation. In case III, the fjord’s
response to external sea level or tidal forcing is investigated.
The sea surface elevations at the open sea boundary are there-
fore set to zero. Finally, we run a case IV where both external
sea level and wind stress are set to zero so that the only forcing
is via gradients in salinity or temperature caused by the open
boundary conditions, sensible or radiant heat fluxes at sea sur-
face and river runoff.

3. Results and discussion

3.1. Hydrodynamic model

Fig. 4 shows time series of modelled and observed sea
level, temperature and salinity. The salinity and temperature
are shown for the whole simulation year, whereas the sea level
is shown for a shorter period for clarity. The model solution of
the amplitude and phase of sea level (Fig. 4a) are in accor-
dance with observations from Horsens Harbour located in
the innermost western part of the fjord. Observations of tem-
perature and salinity are from station 5790 in the inner part
of the fjord (see Fig. 1). This station is only 4 m deep, and
the observed bottom temperature ranges from 1.4 �C in Janu-
ary to 22.5 �C in August, and as indicated in Fig. 4b there is
almost no thermal stratification at this station. The model so-
lution of salinity (Fig. 4c) shows a large variability in surface
salinity, indicating that the station is affected by the fresh wa-
ter plumes from the two nearby rivers. The observations show
almost no vertical stratification at this station and we speculate
that the observations might not cover the near surface salinity
variations in the thin 0.5e1 m deep surface layer. The average
of the observed salinity at or above 1 m depth during the year
is 21.5, whereas the average modelled salinity at 0.8 m depth
is 17.0. The average observed salinity at or below 3.5 m depth

Table 1

Model forcing in the four experiments of the sensitivity study

Case Wind Water level Comment

I þ þ Reference (normal)

II � þ No wind stress

III þ � No external sea level forcing

IV � � No wind stress and no external sea level forcing



646 K.E. Gustafsson, J. Bendtsen / Estuarine, Coastal and Shelf Science 74 (2007) 641e654
0 5 10 15 20 25 30
−1

−0.5

0

0.5

1(a)

(c)

(b)

W
at

er
 le

ve
l [

m
]

0 50 100 150 200 250 300 350

0

10

20

30

Te
m

pe
ra

tu
re

 [°
C

]

0 50 100 150 200 250 300 350
5

10

15

20

25

30

Sa
lin

ity

Time [day]

Fig. 4. Modelled and observed water level (a), temperature (b) and salinity (c) for 2004. The observed (black dashed) and modelled (grey solid) water levels are

from Horsens Harbour in the innermost western part of the fjord, and are shown for January 2004 only for clarity. Observations of temperature and salinity are from

the inner part of the fjord at station 5790. The stratification at this shallow station is weak and the entire sets of observations (at all depths) are displayed (black

dots). The grey dotted and solid lines are the model results at surface and bottom, respectively.
(down to bottom at 4.0 m) is 22.7, and the average modelled
salinity at 3.9 m depth is 22.1. The modelled and observed sa-
linity are also shown as contour plots in Fig. 5 for both station
5790 and the 17.0-m deep station 6489 by the fjord entrance
area. Also at station 6489 the model simulations show fresh
water near surface which cannot be seen in the observations.
The model solution also displays a variability in the salinity
field, which is of a higher frequency than the observational fre-
quency (the times of observations are shown as crosses along
the x-axis of Fig. 5a and c). Apart from the near surface vari-
ability in salinity, there is a good agreement between model
and observations at both station 5790 and station 6489 show-
ing that the model is able to reproduce the saline inflows and
following intrusions to the innermost part of the fjord.

3.2. Vertical mixing agents

In the two upper panels of Fig. 6, time series of the surface
and bottom tracer age at station 5790 are shown. The surface
tracer age at bottom (top panel of Fig. 6) reflects the time
elapsed since bottom water was in contact with the surface.
In the normal reference case (case I), the age varies between
0.7 h and 9.0 days during the year and the average age is
2.7 days. Without external sea level forcing (case III), the av-
erage age of the surface tracer at bottom is slightly increased
(with about 0.3 days) to 3.0 days, whereas without wind (case
II), the mean age is increased significantly with 9.3 days to
12.0 days. The mixing by tides is thus significantly lower
than the mixing by winds. The results show clearly that the lo-
cal wind has the largest effect on the surface tracer age and is
the major agent causing downward vertical mixing of surface
water at this station. In panel three, the cubed wind (corre-
sponding to the performed work) is shown, and in the last
panel, we display the vertical salinity stratification determined
as the difference in salinity between bottom and surface. One
can see that the work performed by wind causes large varia-
tions in the salinity stratification and age on short time scales.
The maximum surface tracer age of 9.0 days occurs at day 220
during a period of relatively calm winds and increased levels
of stratification. Correspondingly, low ages can be seen, for
example, during a period prior to day 150 with modest but per-
sistent wind forcing and decreased levels of stratification.

In panel two of Fig. 6, time series of the bottom tracer age at
surface are shown. The age is now a measure for the time scales
of upward mixing of bottom water. The pattern is similar to the
surface tracer with large variations and spikes in age related to
the wind-driven surface boundary layer dynamics. The bottom
tracer age varies between 1.3 h and 11.8 days, and the average
age during the year is 6.8 days. The average age increases to
18.6 days when wind is turned off (case II) and to 7.3 days
when tides are turned off (case III). The wind is thus the major
vertical mixing agent also for the bottom tracer. The difference
between average surface and bottom tracer ages indicates an
asymmetry between the time scales of downward mixing of
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Fig. 5. Observed (a) and modelled (b) salinity at station 5790, and observed (c) and modelled (d) salinity at station 6489. The times of observations are shown as

crosses along the x-axis of (a) and (c). Modelled fields are sampled every 0.25 days.
surface water and upward mixing of bottom water, related to the
different spatial and temporal scales of the wind-driven surface
boundary layer and tidally driven bottom boundary layer.

The variation in the surface and bottom tracer age seen in
case II without wind should not be related to variations in tidal
mixing, but to forcing via gradients in salinity or temperature
caused by the open boundary conditions, sensible or radiant
heat fluxes at sea surface and river runoff. To clarify this,
we ran the model without both wind and tidal forcing (case
IV, Fig. 6). We note that the age in both cases II and IV some-
what resembles the salinity stratification in case IV. It can be
shown that the salinity stratification in case IV also is similar
to the salinity at the open boundary (see e.g. Fig. 2 or bottom
salinity for case I in Fig. 4 which also resembles the salinity at
the open boundary). This indicates that the age in cases II and
IV is reflecting the density-driven circulation caused by salin-
ity variations outside the fjord. In case IV, the variation in age
is larger than in case II, as consistent with the tidal mixing
present in case II, and during several periods (e.g. day 0e
25, day 50e75 or day 190e225) the surface tracer age in
case IV increases by about 1 day per day showing that there
is only a small downward mixing or movement of surface wa-
ter. The same pattern can be seen for the bottom tracer age at
the surface. However, the amplitude of the variations is
smaller as the bottom tracer age increases somewhat slower
during these periods. This is a consequence of the density-
driven estuarine circulation of the fjord driven by density
variations at the open boundary and fresh water supply. The
density-driven estuarine circulation implies a general upward
movement of the water resulting in lower bottom tracer ages
at the surface compared to surface tracer ages at the bottom
(Fig. 6, case IV). The estuarine circulation and response to
vertical mixing agents are further analysed in relation to the
river tracers in Section 3.3.

Fig. 7a and b displays the occurrence of surface and bottom
tracer ages at three depth levels (surface, mid-depth and bottom)
at station 5790. The age is sampled four times daily during the
whole year and binned into different age intervals. The figures
show how the age increases with distance from the source, and
that the surface tracer covers a narrow age range at surface
and the bottom tracer covers a narrow range of ages at bottom.
The variance of the age distribution thus reflects periods with
different mixing intensities throughout the year as well as mix-
ing with surrounding waters (see also Deleersnijder et al., 2001).

As expected, the lowest depth contains the highest number
of occasions of low surface tracer ages (top panel Fig. 7a).
Further down the water column, the surface tracer age is dis-
placed towards higher ages. Cases I and III are quite similar
with only a slight displacement towards higher ages in case
III, showing that tidal mixing has a minor effect on the surface
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tracer age. Case II is clearly distributed around high ages with
a median of 7.1 at mid-depth (middle panel). Thus, it is also
here apparent that the wind has the largest influence on surface
tracer ages all the way from surface to bottom.

The distribution of the bottom tracer (Fig. 7b) shows that
the bottom tracer ages are slightly affected by tides, so that
the age distributions of cases I and III are similar with a slight
displacement towards higher ages for case III without tides.
The wind does have the largest impact also on the bottom
tracer ages. Without wind (case II) the median is displaced to-
wards higher ages than in case III except for the deepest level
where the simulation without tides show a somewhat larger
displacement towards higher ages, showing tides are of impor-
tance for the vertical mixing close to bottom. Thus, the local
wind has the largest impact on both surface and bottom tracer
ages at nearly all depths.

3.3. River water export and estuarine dynamics in
relation to external forcing

In this fjord, where variations in salinity to a large extent
are due to variations in salinity outside the fjord, a reference
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tracer is of particular help in the analysis of the distribution
and age of river water. Salinity, reference tracer and age fields
are shown in Fig. 8 (for surface) and Fig. 9 (for bottom). We
ran the model with river tracers from January to May and an-
alyse the results averaged over the period 1e15 May (the pe-
riod is arbitrarily chosen). The reference tracer distribution in
Fig. 8 shows the extent of the fresh water plume from the run-
off, and at the mouth of the fjord, the reference tracer concen-
tration decreases rapidly towards sea. The low reference tracer
concentration outside the fjord causes the ages computed from
the ratio of age concentration to reference tracer concentration
to become relatively large, and we have chosen to cut-off the
age colour scale of Figs. 8 and 9 at 30 days. Inside the fjord,
the age distribution reveals spatial differences in the river wa-
ter age. The age of river water reaching the mouth is typically
about 5 days during this period, whereas the age in the more
isolated north-eastern bay reaches values above 20 days.

The different cases indicate the dynamics caused by wind
versus external sea level forcing during the period. If wind
is turned off (case II) the average surface salinity and river wa-
ter age at surface decrease, due to a reduced vertical mixing
and an increased stratification, and the fresh water runoff
can be effectively exported in a surface layer without being
vertically mixed with waters from below. This is also seen
from the increased reference tracer concentration at the sur-
face and the reduced reference tracer concentration at the bot-
tom. These results are relevant for this fjord where wind is the
major vertical mixing agent. For example, in the tidal James
River estuary Shen and Lin (2006) found that the difference
in river tracer age between surface and bottom is increased
during neap tide in comparison with the spring tide. Contrary
to this, it is almost exclusively the wind that controls the ex-
port of river water in Horsens Fjord through its effect on ver-
tical stratification.

When external sea level forcing is turned off (case III) there
is a minor decrease in the salinity distribution and a minor in-
crease in the reference tracer distribution both at the bottom
and at the surface. The age distributions are similar to case
I. Thus, even though sea level forcing causes a large barotropic
exchange with the open sea, it has a limited influence on the
vertical mixing in the fjord interior.

We have also analysed the salinity and river tracer results in
relation to down estuary winds in order to detect signs of
wind-induced straining of the along density gradient. Through
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Fig. 9. The same as in Fig. 8 but for the bottom layer of the model.
observations in the partially mixed estuary of the York River,
Scully et al. (2005) demonstrate that down estuary winds may
increase vertical stratification by straining of the along estuary
density gradient, which in turn may dampen vertical mixing.
They suggest that winds may not only provide energy for ver-
tical mixing, but may also play an even more important role in
controlling the efficiency of wind and tidal mixing through
straining of the along density gradient.

At station 5790, events of down estuary winds (as given by
Wx> 0) are apparently correlated with increased river tracer
age at surface, see Fig. 10. For clarity, we display the results
for one month only, and we have arbitrarily chosen February.
In turn, the occurrences of high ages correlate with reduced ref-
erence tracer concentration in surface and increased surface sa-
linity, showing increased mixing with water originating from
outside the fjord. The response is similar near the mouth of
the fjord at station 6489 where down estuary wind events are
generally associated with increased age and decreased refer-
ence tracer concentration. Thus, we detect no obvious signs of
down estuary wind straining. The down estuary wind events
do correlate with reduced along estuary salinity gradients in sur-
face (data not shown), which could in principle be a sign of
straining. However, the decrease in the along estuary gradient
is mainly due to an increase in surface salinity at station
5790, and not due to decreased surface salinity at station 6489
(the along estuary salinity gradient nearly mirrors the surface
salinity at 5790). Thus, our results imply that down estuary
winds may, or even particularly do, increase the vertical mixing
or cause upwelling in the inner part of the fjord. As pointed out
by Scully et al. (2005), there is likely a fundamental difference
in the response of shallow estuaries versus partially mixed estu-
aries. Our results are more in line with the results by Geyer
(1997), who study two shallow estuaries and find that down es-
tuary winds enhance the surface outflow and correlate with re-
duced along estuary gradients and an overall decrease in vertical
stratification.

In this paper, we have concentrated on the usage of tracers
for analysing physical processes. For example, the surface
tracer study presented here shows that time scales of vertical
mixing in the shallow part of the fjord are short and in the or-
der of hours or days. On such short time scales, the surface
tracer age is also a useful tool in estimating the magnitude
of benthic pelagic coupling which is amplified during mixing
events where the surface and bottom boundary layers overlap.
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In Horsens Fjord, the benthic filtrators (mussels) have the po-
tential of filtering the water column about three times a day,
but their phytoplankton grazing potential cannot be fully
used unless there is downward vertical mixing of phytoplank-
ton rich surface water. This suggests that there is a correlation
between phytoplankton biomass and surface tracer age for low
values of the surface tracer age, and that the benthic biomass is
regulated by the vertical mixing on short time scales (e.g. Pe-
tersen, 2004; Kristensen et al., 2005).

4. Conclusions

By the use of artificial age tracers in a hydrodynamic model
of Horsens Fjord, it is possible to reveal information on mix-
ing and circulation not detectable in the temperature or salinity
fields. Using various types of tracers in a sensitivity study of
the fjord’s response to external forcing, we identify and quan-
tify the mixing agents and elucidate their role in the dynamics
of the fjord.

The model experiments were carried out for the year 2004
and reveal that wind is the major mixing agent at nearly all
depth levels of this relatively shallow fjord. An analysis of
the bottom and surface tracer ages shows that the time scale
for vertical mixing at a 4.0-m deep station ranges from less
than 1 h to a few days. The average surface tracer age at the
bottom is 2.7 days, and the average age of the bottom tracer
at the surface is 6.8 days. Without wind stress, the correspond-
ing ages are 12.0 days and 18.6 days, respectively. Tides or ex-
ternal sea level forcing is a minor mixing agent compared to
the wind, but does have an effect on the vertical mixing and
might be of importance close to bottom and during periods
of calm winds.

The simulations with tracer marked river water show the
concentration and age of river water in the fjord. In contrast
to salinity, the reference concentration directly shows the distri-
bution of river water in the fjord, and the fresh water plumes are
easily identified. In the first half of May, the average age of river
water near the fjord mouth is 5 days at the surface. However,
temporal and spatial variations inside the fjord are large. As
the wind is the major mixing agent of this fjord, it is also impor-
tant in regulating the baroclinic exchange flow and estuarine cir-
culation. If wind stress is turned off, the reduced vertical mixing
and increased vertical stratification allow for an effective trans-
port of fresh water out of the system. This is confirmed through
an increased river water concentration in surface and decreased
river water concentration at bottom, together with reduced river
water age in surface and increased river water age at bottom.
This should also be the case during periods of calm winds.
The tide plays a minor role in the vertical mixing, but when ex-
ternal sea level forcing is set to zero, the average salinity in the
fjord is somewhat reduced and the river water concentration is
slightly increased. Thus, even though sea level forcing causes
a large barotropic exchange with the open sea, it has a limited
influence on the vertical mixing in the fjord interior.

An analysis of the response of this shallow fjord to along
estuary wind shows no signs of down estuary wind-induced
straining. Instead, we find that events of down estuary winds
can be associated with a reduced along estuary salinity gradient
due to increased surface salinity in the innermost part of the
fjord, and with an overall decrease in vertical stratification
and river water content in surface, indicating increased levels
of vertical mixing or upwelling in the inner part of the fjord dur-
ing down estuary wind events.
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Delhez, É.J.M., Campin, J.M., Hirst, A.C., Deleersnijder, É., 1999. Toward
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Abstract

A three-dimensional finite element model is used to investigate the formation of shallow-water eddies in the wake of Rattray Island (Great
Barrier Reef, Australia). Field measurements and visual observations show that stable eddies develop in the lee of the island at rising and falling
tides. The water turbidity downstream of the island suggests the existence of strong upwelling that would be responsible for carrying bed sed-
iments up to the sea surface. We first propose to look at the upwelling velocity and then use the theory of the age to diagnose vertical transport.
The water age is defined as the time elapsed since particles of water left the sea bottom, where the age is prescribed to be zero. Two versions of
this diagnosis are considered. Although the model predicts upwelling within the eddies, it is not sufficiently intense to account for vertical trans-
port throughout the water column during the life span of the eddies. As mesh resolution increases, this upwelling does not intensify. However,
strong upwelling is then resolved off the island’s tips, which is confirmed by the results obtained with the age. This study also shows that the
finite element method, together with unstructured meshes, performs well for representing three-dimensional flow past an island.
� 2006 Elsevier Ltd. All rights reserved.

Keywords: age; upwelling; unstructured mesh; finite element method; island wake; Rattray Island
1. Introduction

In shallow coastal regions, flow disturbances caused by to-
pographical features, such as islands, headlands, reefs and nar-
row passages, can have strong effects on marine ecosystems.
Topographically generated circulation affects the distribution
of sediments and can significantly influence the local dispersal
of pelagic organisms (Hamner and Hauri, 1981; Wolanski and
Hamner, 1988; Wolanski et al., 1988; Wolanski, 1994; Coutis
and Middleton, 1999, 2002). As pointed out by Wolanski et al.
(1984), this has important implications in the location of fish-
eries and waste outfalls. Due to the presence of islands and
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reefs, oncoming currents separate and, as water is stripped
away at the surface, it is replaced by upwelled water (Hamner
and Hauri, 1981). Upwelled water is generally enriched with
nutrients, which may locally alter the biotic diversity (Wolan-
ski et al., 1988). Depending on flow characteristics and island
geometry, stable or unstable eddies may develop in the island
wake (Wolanski et al., 1984; Pattiaratchi et al., 1986; Ingram
and Chu, 1987; Wolanski et al., 1996). These eddies may have
a local impact on the ecosystem because of secondary circula-
tion, enhanced turbulence and upwelling (Hamner and Hauri,
1981; Wolanski and Hamner, 1988; Wolanski et al., 1988).

Of particular concern are the shallow-water eddies gener-
ated in the wakes of islands by oscillating tidal flows. By shal-
low water, it is meant here that the ratio of the water depth to
the island width (facing the current) is much less than one.
Shallow-water flows are characterized by dominant bottom
friction, which has important consequences onto their

mailto:lwhite@mema.ucl.ac.be
http://www.elsevier.com/locate/ecss
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dynamics (Ingram and Chu, 1987; Tomczak, 1988). Unstead-
iness of tidal flows was shown to play a crucial role in the for-
mation of eddies (Black and Gay, 1987). To take into account
bottom friction in the description of the island wake dynamics,
Wolanski et al. (1984) suggested to use the ‘‘island wake pa-
rameter’’ P rather than the usual Reynolds number prevailing
in the description of two-dimensional wake flows. Pattiaratchi
et al. (1986) confirmed this concept with laboratory and field
experiments. The island wake parameter P is defined as the ra-
tio of nonlinear acceleration to bottom friction. For P< 1, no
wake is present. For Px1, two stable eddies form in the lee of
the island and remain attached while for increasing values of
P, instabilities occur in the wake, following by eddy shedding.
In this paper, we will focus on the case Px1 for which eddies
essentially result from a balance between radial pressure gra-
dient and centrifugal effect due to flow curvature. Near the
bottom, the azimuthal velocity decreases because of bottom
friction. However, a constant pressure gradient is maintained
throughout the water column. Therefore, the balance breaks
down near the seabed, leading to flow convergence towards
the center of the eddy and upwelling within the water column.

Among shallow-water islands for which stable tidal eddies
are observed, Rattray Island (Great Barrier Reef, Northeast
Australia) has been the focus of many studies in the past
two decades (Wolanski et al., 1984; Falconer et al., 1986;
Black and Gay, 1987; Wolanski and Hamner, 1988; Deleer-
snijder et al., 1992; Wolanski et al., 1996, 2003). Rattray
Island is 1.5 km long and lies in well-mixed water approxi-
mately 25 m deep. The currents are dominated by the tides,
whose ellipses are strongly polarized and essentially oriented
from northwest to southeast. The island was subject to an ex-
tensive field survey in 1982 (Wolanski et al., 1984). Twenty-
six current meters were deployed in four transects in the
wake of the island during flood tide and made clear the exis-
tence of a clockwise-rotating eddy extending across the wake.
No measurements were made at falling tide but aerial photo-
graphs suggested the presence of two counter-rotating eddies.
Aerial photographs also showed turbid water in the wake both
at rising and falling tides, suggesting upwelling capable of car-
rying bed sediments upwards. While two-dimensional numer-
ical models are able to faithfully represent depth-averaged
features (e.g., Falconer et al., 1986; Black and Gay, 1987),
only three-dimensional models can account for vertical mo-
tion. There have been only a few attempts in the past at ana-
lyzing vertical motion in shallow-water island wakes.
Deleersnijder et al. (1992) utilized a 200-m horizontal resolu-
tion finite-difference model to compute the three-dimensional
velocity field in the vicinity of Rattray Island. Although up-
welling was predicted within the bulk of the eddies, its inten-
sity was too low to account for vertical transport across the
entire water column during the lifetime of the eddies. It was
put forward that the model used a resolution that was too
low to accurately represent velocity gradients (and hence di-
vergence). Wolanski et al. (1996) used the same model as
that by Deleersnijder et al. (1992) with an additional parame-
terization to account for the impact of the free shear layer ex-
tending downstream from the tips of the island. Later on,
Alaee et al. (2004) also used a three-dimensional finite-difference
model but they focused on upwelling at the tips of an idealized
elliptic island. The main difference between the work by
Alaee et al. (2004) and the previous one is that Alaee et al.
(2004) worked with flow regimes for which no eddies were
generated.

In this paper, we wish to continue along the path set out by
Deleersnijder et al. (1992) with two crucial improvements.
The first one is concerned with the numerical method, as we
use a three-dimensional finite element model. The finite ele-
ment method (FEM) allows for conveniently using unstruc-
tured meshes, whose resolution may vary and increase
within regions of interest to attain higher accuracy. In addition,
the ability of unstructured meshes to conform to complex
coastlines is attractive. The FEM has been successfully uti-
lized in the past for the modeling of coastal flows and oceanic
processes (e.g., Walters, 1992; Lynch et al., 1996; Le Roux
et al., 2000; Hanert et al., 2005b; Pietrzak et al., 2005; White
et al., 2006) and its popularity within the ocean modeling com-
munity is likely to grow in the future. With the FEM, we will
be able to increase the mesh resolution around the island and
in the wake, and analyze the sensitivity of upwelling intensity
on resolution. The second improvement is achieved by using
a more sophisticated diagnosis of vertical transport. By look-
ing at the upwelling velocity, Deleersnijder et al. (1992) con-
sidered vertical transport due to advection only. However,
because vertical transport is a combination of advective and
diffusive effects, we need a diagnosis that is able to account
for both. The concept of the age may be used for that purpose.
It is presented in detail by Delhez et al. (1999), Deleersnijder
et al. (2001) and Delhez and Deleersnijder (2002). It is a com-
ponent of CART (Constituent-oriented Age and Residence
time Theory, http://www.climate.be/CART). The age of a par-
ticle of seawater is defined as the time elapsed since the par-
ticle under consideration left the region in which the age is
prescribed to be zero. In the theory of the age, all classical ad-
vectionediffusion operators are accounted for. By prescribing
the age of all particles lying on the seabed to be zero, we may
track the time needed for those particles to reach the sea sur-
face. The main goal of this paper is to determine whether the
eddies are partly or fully responsible for the vertical transport
of bed sediments. Thus, we would like to answer the following
question: How much time is required for particles of a non-
buoyant, passive tracer to travel from the seabed to the sea
surface?

This paper is organized as follows. Section 2 describes the
three-dimensional hydrodynamic model together with its im-
plementation with the FEM. In Section 3, two different diag-
noses of vertical transport using the age are laid out. Results
are presented in Section 4 and we conclude with Section 5.

2. Model description

In this section, the underlying physical assumptions are out-
lined. The equations, the domain of interest and the boundary
conditions are presented. The finite element method is briefly
explained. Because of the limited extent of the region of

http://www.climate.be/CART
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interest, the f-plane approximation is made. As pointed out by
Wolanski et al. (1984), Rattray Island lies in well-mixed water
with very little contrast of salinity and temperature. Therefore,
a constant density is assumed throughout the domain. Finally,
we work within the scope of the hydrostatic approximation.
The currents around Rattray Island being dominated by tidal
forcing, we neglect wind stress. All these assumptions were
made by Deleersnijder et al. (1992) and we deliberately decide
to work within the same framework to be able to assess
whether or not coarse mesh resolution was responsible for
underestimating the upwelling velocity.

Let v ¼ ðu; v;wÞ be the velocity, u ¼ ðu; vÞ be the horizontal
components of v and h be the free-surface elevation with re-
spect to the constant reference height z¼ 0 taken to be the
mean sea level. We will distinguish between the three-dimen-
sional gradient operator V and the horizontal gradient operator
Vh, affecting only the horizontal components of a vector. Un-
der the aforementioned assumptions, the horizontal momen-
tum equation is:

vu

vt
þ ðv$VÞuþ fbez^u¼�gVhhþ v

vz

�
nz

vu

vz

�
þD; ð1Þ

where f is the constant Coriolis parameter taken at a latitude of
�20�, bez is the upward-pointing unit vector, g is the gravita-
tional acceleration and nz is the vertical eddy viscosity coeffi-
cient. Horizontal momentum diffusion is parameterized by D.
Eq. (1) is complemented with the usual continuity and free-
surface equations, which are not reproduced here. As was
done by Deleersnijder et al. (1992) and directly inspired by
Fischer et al. (1979), a simple turbulence closure is considered
for which the vertical eddy viscosity nz is given by:

nz ¼ ku�ðhþ zÞ
�

1� d
hþ z

H

�
; ð2Þ

where k is the von Karman constant, u� is the bottom friction
velocity (the square root of the norm of the bottom stress di-
vided by the water density) and d is an adjustable parameter,
taken to be 0.6 in all numerical experiments. The horizontal
eddy viscosity term D is:

D¼ v
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where nh is computed via a Smagorinsky scheme (Smagorin-
sky, 1963):
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in which cs is a constant and D is a measure of the local mesh
size. For triangular meshes, D2 is taken to be the surface area
of the local triangle (Akin et al., 2003). In expression (3), the
overbar denotes depth-averaged quantities, as suggested by
Lynch et al. (1996).

Because the tidal ellipses are strongly polarized (Wolanski
et al., 1984), we take the y-axis of the domain to be parallel to
the major axis of the tidal ellipses, namely oriented from
southeast to northwest as depicted in Fig. 1. In so doing, we
may assume the side boundaries to be impermeable to the
flow so that only the southeast and northwest boundaries e
hereafter referred to as lower and upper boundaries, respec-
tively e remain open. Using available field measurements,
the depth-averaged normal velocity and the elevation are im-
posed at both the lower and upper boundaries by prescribing
the incoming characteristic variable un � h

ffiffiffiffiffiffiffiffi
g=h

p
, where un

is the depth-averaged normal velocity. The phase lag between
both boundaries is less than 20 min and is neglected in the
model. At the bottom, a slip condition is imposed on the hor-
izontal velocity and the bottom stress t is parameterized by
the following logarithmic law:

tðx; y;xbÞ ¼
�

nz

vu

vz

�
z¼�h

¼
�

k

lnðxb=x0Þ

�2

kubðx; y;xbÞkubðx; y; xbÞ; ð4Þ

in which xb is the distance to the seabed where the appropriate
bottom velocity ub is defined and x0¼ 5� 10�3 m is the
roughness length (Black and Gay, 1987).

The three-dimensional finite element model SLIM (Sec-
ond-generation Louvain-la-Neuve Ice-ocean Model, http://
www.climate.be/SLIM) is used. The detailed implementation
is described by White et al. (in preparation). The model is
essentially built upon the work by Hanert et al. (2005a) and
Hanert et al. (2005b) for its two-dimensional structure. The
three-dimensional space discretization is based upon down-
ward extrusion of two-dimensional triangular meshes and col-
umn splitting into prisms. The location of horizontal and
vertical velocity nodes is shown in Fig. 1. All nodes are free
to move in the vertical. This allows for tracking the free sur-
face and for dynamical mesh redistribution and refinement
in the vertical following a scheme based e.g., on a posteriori
error estimates, as proposed by Hanert et al. (2006). The latter,
however, is not yet implemented. The solution technique is se-
quential. We first solve the equations for the depth-averaged
velocity and the elevation. All linear terms are semi-implicit
in time, which permits to circumvent the stability constraint
due to the propagation of inertia-gravity waves. The mesh ge-
ometry is updated with the new elevation field. We then solve
for the full three-dimensional horizontal velocity by alternat-
ing at each time step between u and v so that the Coriolis force
does not produce nor dissipate energy. The vertical velocity is
computed after correction of the full horizontal velocity by the
depth-averaged velocity. The same time step is used for both
modes.

Because the last velocity node lies on the seabed, the bot-
tom stress (4) is computed by using the mean value of the
last two velocity nodes. The distance to the seabed xb is calcu-
lated accordingly. The constant cs used in the parameterization
of the horizontal momentum diffusion coefficient, Eq. (3), typ-
ically lies in the range 0.1e0.3. It is slightly larger than the
value recommended by Smagorinsky (1963) but on the same

http://www.climate.be/SLIM
http://www.climate.be/SLIM
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Fig. 1. Top left: domain of interest with bathymetry in meters (Rattray Island is the black area at the center). Top right: basic prismatic element used to interpolate

both components of the horizontal velocity (non-conforming linear in the horizontal and linear in the vertical) and the vertical velocity (constant in the horizontal

and linear in the vertical). Bottom: unstructured meshes used to simulate the flow around Rattray Island. The mesh on the left contains 3024 triangles and has

a resolution of 140 m around the island. The mesh on the right contains 6096 triangles and has a resolution of 85 m in the vicinity of the island. This is to be

compared with the 200-m resolution used by Deleersnijder et al. (1992) and Wolanski et al. (2003). Note that uniform refinement over the whole domain would

quadruple the number of triangles. Local refinement avoids this drawback.
order as that used in usual finite element models such as that of
Lynch et al. (1996). In our model, this choice leads to peak
values in the horizontal eddy viscosity nh of less than 1 m2/s
when the flow is the swiftest in the wake of the island. This
is in agreement with a value of 0.5 m2/s estimated by Wolanski
et al. (1984) in the field. The value of nh attains 2e3 m2/s off
the island’s tips due to flow curvature and acceleration. How-
ever, this effect is strongly localized. To enhance robustness,
advection terms are computed with an upwind-biased scheme,
following the method by Hanert et al. (2005a). Although the
scheme is somewhat numerically dissipative, the amount of
dissipation only damps out unresolved (or poorly resolved)
scales with little effect on the main solution. Examples of un-
structured meshes used for numerical experiments are shown
in Fig. 1.

3. Diagnoses of vertical transport

As model resolution increases over time, so does the
amount of output data and the difficulty of having a relevant
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and unbiased view of the results. A few cuts through a three-
dimensional domain at some selected timesteps to display one
variable gives quite a poor rendition of an otherwise N-dimen-
sional problem. In this paper, we focus on vertical transport
and three relevant diagnoses are presented.

3.1. The upwelling velocity

Deleersnijder et al. (1992) looked at the advective vertical
transport by resorting to the upwelling velocity (Deleersnijder,
1989, 1994). The latter is devoid of topographic effects and is
entirely due to intrinsic upwelling mechanisms. Placing our-
selves in a sigma-coordinate system (terrain-following coordi-
nates), the upwelling velocity is that component of the vertical
velocity that causes a relative change in the vertical position
within the water column. This should be differentiated from
the topography-induced component that is only nonzero be-
cause of the nonflat bathymetry and free surface. The value
of the upwelling velocities modeled by Deleersnijder et al.
(1992) peaked at 10�3 m/s at mid-depth within the eddies,
which is more than twice smaller than the value needed for
a water particle having this velocity to travel across the entire
water column during the life span of the eddies. This argument
rests on the assumption that the intensity of the eddies is
strong enough during about 2e3 h. The reason put forward
for the underestimation was the grid coarseness.

3.2. The age

Despite its simplicity e this is a postprocessing step and no
computation is involved e the main drawback of the upwell-
ing velocity is that it does not account for all processes respon-
sible for vertical transport and it gives an instantaneous
snapshot of the dynamics. The theory of the age is a holistic
approach (Delhez et al., 1999; Deleersnijder et al., 2001; Del-
hez and Deleersnijder, 2002). That is, the age is a diagnosis
that accounts for advective and diffusive transport and depends
on all model results. The question that we want to answer is:
How much time is required for particles of a non-buoyant, pas-
sive tracer to travel from the seabed to the sea surface? The
theory presented by Deleersnijder et al. (2001) allows for com-
puting the mean age of particles since they left the region
where the age is set to zero. It is not uncommon to regard wa-
ter masses as passive tracers (Cox, 1989; Hirst, 1999; Goosse
et al., 2001). In that respect, the concentration of the passive
tracer is interpreted as the concentration of the water mass un-
der consideration. In our situation, we trace the bottom water,
that is the water that has touched the seabed.

We shall define two types of age. The first age is defined as
the arithmetic average of the times that have elapsed since the
particles left the seabed for the last time. The age of a water
particle keeps increasing as long as it does not touch the sea-
bed again. Once a water particle touches the seabed, its age is
reset to zero. The second age is defined to be the time needed
to travel from the seabed to the sea surface. Similarly to the
first type of age, the age of a water particle is reset to zero
when it touches the seabed. However, once the water particle
touches the sea surface, it is disregarded until it touches the
seabed again. This key difference between both types of age
is illustrated in Fig. 2. From now on, all variables associated
with the type of age i will have a subscript i. The ages will
be referred to as age 1 and age 2.

To compute the age, we have to solve advectionediffusion
equations for the bottom water concentration Ci and the age
concentration ai. Once those two variables are known, the
age ai is given as the ratio of the age concentration to the water
concentration:

ai ¼
ai

Ci

ði¼ 1;2Þ: ð5Þ

The water concentration Ci is solution to (Delhez et al., 1999):

vCi

vt
þV$ðvCiÞ ¼

v

vz
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vz

�
þD ði¼ 1;2Þ; ð6Þ
t

t1
t2
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Fig. 2. A water sample containing three water particles is taken at the sea surface at time t. Each particle has a different history, as illustrated by their trajectories.

For the first type of age, the age keeps increasing as long as the particle does not touch the seabed again. Therefore, the first age is

a1¼ [(t� t1)þ (t� t2)þ (t� t3)]/3. For the second age, the particle is disregarded when it touches the sea surface. Therefore, only the first particle need be ac-

counted for: a2¼ (t� t1).
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where Kz is the vertical eddy diffusivity coefficient and D pa-
rameterizes turbulent horizontal diffusivity with a Smagorinsky
scheme similar to Eq. (3) The age concentration ai obeys the
following equation (Delhez et al., 1999):

vai

vt
þV$ðvaiÞ ¼ Ciþ

v

vz

�
Kz

vai

vz

�
þD ði¼ 1;2Þ; ð7Þ

where the water concentration Ci is the so-called aging term.
Note that the water concentration varies between 0 and 1.
Boundary conditions are yet to be prescribed to close the
system. Because the vertical eddy diffusivity at the bottom
is zero, it is convenient to introduce a bottom roughness
length xb. This is similar to the roughness length introduced
for the computation of the bottom stress, see Eq. (4). We
may similarly define a surface roughness length xs. The
bottom and surface boundary conditions will be enforced
at zb¼�hþ xb and zs¼ h� xs. At sea bottom, the water
concentration is 1 and the age concentration is 0 for both
ages:

½Ci�z¼zb
¼ 1 and ½ai�z¼zb

¼ 0 ði¼ 1;2Þ; ð8Þ

which translates the fact that we want to track water particles
that leave the seabed with the age reset to 0. At the sea surface,
we have to distinguish between age 1 and age 2. Since the free
surface is impermeable to the first age, we have:

�
Kz

vC1

vz

�
z¼zs

¼ 0 and

�
Kz

va1

vz

�
z¼zs

¼ 0; ð9Þ

which means that age 1 keeps increasing even when water par-
ticles touch the free surface. For the second age, we have to
implement the fact that once a particle touches the surface,
it is disregarded. In other terms, the water concentration is
zero at the surface:

½C2�z¼zs
¼ 0: ð10Þ

Finally, in order to avoid infinite values of age 2 at the surface,
Eq. (5) requires to have:

½a2�z¼zs
¼ 0: ð11Þ

The conditions applied on lateral boundaries depend on
whether they are closed or open. Along closed boundaries,
a no-flux condition is enforced on the water and age concen-
trations. At outflow open boundaries, both the water and age
concentrations are advected out of the domain. At inflow
open boundaries, incoming water and age concentrations
must be prescribed to compute the advective flux. The incom-
ing water (age) concentration is taken to be the mean outgoing
water (age) concentration. In other terms, the incoming age is
prescribed to be the mean outgoing age, leading to periodic
boundary conditions on the age in the mean sense. This is
based on the hypothesis that horizontal age contrasts appear
close to the island and that homogeneity prevails far away
from it.
At this point, two remarks can be formulated:

(1) we will take the vertical eddy diffusivity coefficient Kz to be
equal to the vertical eddy viscosity coefficient nz. In other
words, the Prandtl number e which is the ratio of viscosity
to diffusivity e is assumed to be equal to one. This hypoth-
esis is generally accepted for unstratified fluids and it there-
fore applies to Rattray Island (Munk and Anderson, 1948);

(2) the computation of age 2 at the surface implies to evaluate
an indeterminate limit of type 0/0. We have to make sure
that the limit exists.

3.3. A one-dimensional water-column model

A simplified one-dimensional water-column model is very
useful to gain additional insight into both types of age. It will
also give indications as to the difficulties lying ahead of us in
the numerical resolution, and in particular those pertaining to
the boundary conditions. Steady state and horizontal uniformity
are assumed for all variables. Since the horizontal components
of the velocity field are deemed horizontally homogeneous, the
vertical component must be constant everywhere in the water
column to satisfy the continuity equation. Because of the im-
permeability of the seabed, the vertical component of the veloc-
ity must therefore vanish throughout the water column. Only
vertical diffusivity remains. To simplify calculations, we as-
sume that the domain extends from z¼ 0 to z¼H. The origin
of the z-axis coincides with the seabed and no longer with the
mean sea level. The vertical eddy diffusivity is given by:

Kz ¼ ku�z
�

1� d
z

H

�
: ð12Þ

It follows that the bottom and surface boundary conditions are
enforced at zb¼ xb and zs¼H� xs. The differential problem
(6)e(11) simplifies to:
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subject to the boundary conditions:

C1ðzbÞ ¼ 1;
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vC1
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¼ 0; a1ðzbÞ ¼ 0;

�
Kz

va1
vz

�
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C2ðzbÞ ¼ 1; C2ðzsÞ ¼ 0; a2ðzbÞ ¼ 0; a2ðzsÞ ¼ 0: ð14Þ

The problem (13) and (14) can be nondimensionalized. Di-
mensionless variables e denoted by primes e are defined by:

	
z0; z0b; z

0
s;x
0
b;x
0
s



¼ ðz; zb; zs;xb;xsÞ=H; K0z ¼ Kz=Kz;

C0i ¼ Ci; a0i ¼ aiKz=H2;

where z0s ¼ 1� x0s and Kz is the depth-average of Kz defined by
Eq. (12). The dimensionless diffusivity coefficient is:

K0z ¼
6

3� 2d
z0ð1� dz0Þ: ð15Þ
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Henceforth, only dimensionless variables will be used and we
may omit the primes. All notations remain the same and the
problem to solve is still referenced by Eqs. (13) and (14).
The analytical solution to Eqs. (13) and (14) e whose devel-
opment is given in the Appendix e is shown in Fig. 3. These
exact solutions feature three important aspects:

(1) age 1 is about seven times larger than age 2 at the surface.
This suggests that age 2 will not be influenced by the lat-
eral boundaries as much as age 1 in the vicinity of the is-
land. Assuming a depth-average eddy diffusivity of
0.05 m2/s and a typical depth of 20 m around the island,
age 1 is on the order of 5 h while age 2 is on the order
of 45 min. Since tidal flow is reversing approximately ev-
ery 6 h, age 1 has barely the time to fully develop during
a half tidal cycle while this is not a concern for age 2. We
have to keep that in mind when designing open boundary
conditions on the age;

(2) both ages feature a logarithmic bottom layer whose length
scale is on the order of the bottom roughness length. Un-
less we choose vertical increments to resolve the bottom
layers e which is infeasible in practice e something
will have to be done to account for them;

(3) the definition of age 2 at the surface gave rise to an inde-
terminate limit of type 0/0. This limit exists, as is shown in
the Appendix.

3.4. Numerical resolution of the water-column model

The presence of a logarithmic bottom layer in the age pro-
file makes it more challenging to solve numerically. We pro-
pose here to compare three finite element discretizations in
the vertical for the resolution of the age concentration. We
will focus on age 1. In this paper, we do not aim at giving a de-
tailed overview of the finite element method. Therefore, each
discretization method will be covered conceptually without
delving into technical details.
The first discretization is based on approximating the exact
solution by a piecewise linear field. That is, the water column
is divided into N elements with Nþ 1 nodes, the bottommost
lying at z¼ zb and the topmost coinciding with the free surface
at z¼ zs. The field is interpolated with linear polynomials be-
tween nodes. The second discretization is based upon the ex-
tended finite element method (Moes et al., 1999). The latter
consists in enriching a few bottom nodes with a global loga-
rithmic function ln(z/zb). In so doing, we actually increase
the number of degrees of freedom. Within the bottom elements
adjacent to the selected enriched nodes, we add an enriched
field to the piecewise linear field. The enriched field is made
up of a piecewise linear field modulated by the global logarith-
mic function. The third discretization consists in substituting
the linear shape functions for logarithmic shape functions
within the bottommost element (Hanert, personal communica-
tion). Instead of approximating the exact field by a linear poly-
nomial, we approximate it with a linear combination of
logarithmic functions.

A comparison between all three discretizations is shown
in Fig. 4. Clearly, the first discretization e the usual piece-
wise linear interpolation e fails at decently representing
the exact solution. The second discretization e enriching
a few bottom nodes e yields a very accurate approximation.
Unfortunately, the tridiagonal structure of the linear system is
lost and a very high-order quadrature rule is required to
achieve this level of accuracy (typically more than 20 Gauss
points). This proved to be too expensive in three dimensions
even though more Gauss points could be used near the bot-
tom by dividing out the bottommost element into non-
uniform subelements in which a low-order quadrature rule
could be used. With the third discretization, an accurate
solution is obtained while the tridiagonal structure of the
matrix is preserved and a low-order (5 Gauss points)
quadrature rule suffices. This is the employed method to
compute the solutions to all age-related advectionediffusion
equations.
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Fig. 3. Exact solutions to nondimensionalized problem Eqs. (13) and (14) with d¼ 0.6, H¼ 20 m and xb¼ xs¼ 5� 10�3 m. At the surface (z¼ zs), age 1 is about

seven times larger than age 2. For age 1, since the water concentration is 1 across the entire domain, the age concentration is equal to the age. Notice also the

logarithmic bottom layers and the finite value of age 2 at the surface (the limit was indeterminate).
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Fig. 4. Numerical resolution of the water-column model for age 1 with 10 elements. In all panels, the solid line is the exact solution while the numerical approx-

imation is represented by the circles. (A) Piecewise linear approximation. (B) Piecewise linear approximation with enrichment of the two bottom nodes with

a global logarithmic function. (C) Discretization for which the linear shape functions are substituted for logarithmic shape functions within the bottommost

element. In all other elements, linear shape functions are used. The third discretization yields the best quality-price ratio.
4. Results and discussion

A 5-day run was carried out on each mesh displayed in
Fig. 1. In the vertical, 10 and 16 layers were used for the
coarse and the fine mesh, respectively. The Smagorinsky con-
stant cs is 0.1 for the coarse mesh and 0.3 for the fine mesh.
These values were chosen to remain as close as possible to
the estimate of the horizontal eddy viscosity coefficient by
Wolanski et al. (1984). However, the total amount of dissipa-
tion (physical and numerical) is larger for the coarse mesh.
This is due to the artificial dissipation introduced by the up-
wind-biased advection scheme. This artificial dissipation is de-
pendent on the mesh size. Although not required, the same
time step of 15 s was used for both meshes so that the sole ef-
fect of spatial discretization was taken into account. To ensure
that a regime solution is attained, the results are presented af-
ter 3 days. We first show the results on the upwelling velocity
and then proceed with the age. In the subsequent discussion,
the northern (southern) island’s tip will be referred to as the
right (left) tip.

4.1. The upwelling velocity

The upwelling velocity on each mesh is shown at two dif-
ferent times during falling tide in Fig. 5. Note that the upwell-
ing velocity is taken at mid-depth, as was done by
Deleersnijder et al. (1992). Panels BeC in Fig. 5 show the up-
welling velocity during falling tide when the free-stream speed
is maximum at about 0.5 m/s. Though the distribution of up-
welling and downwelling zones is quite similar for both
meshes, two important differences are observed. First, for
the coarse mesh (panel B), the upwelling velocity field is quite
noisy, contrary to that obtained with the fine mesh. Second, for
the latter (panel C), a small-scale intense upwelling zone
(4 mm/s) is resolved off the right tip of the island (see the
white patch). This upwelling zone remains unresolved with
the coarse mesh. Snapshots EeF are taken at the end of falling
tide, shortly before tide reversal. The free-stream speed is
about 0.1 m/s. The results for both meshes are very similar be-
cause only larger-scale features persist. Aside from these
detailed differences and similarities, a few general remarks
may be formulated regarding the upwelling velocity:

(1) in all snapshots, the upwelling velocity within the eddies is
about 1 mm/s. This is particularly clear on the right panels
in Fig. 5EeF, where the eddies are well formed and still
intense shortly before tide reversal. Because those eddies
typically start to develop when the tidal velocity is maxi-
mum and die off after tide reversal, their life span is
roughly 3 h. Therefore, a distance of 10 m could at best
be traveled by water particles motioned by the upwelling
velocity and leaving the seabed at the onset of the eddy
formation. Since the depth around the island is about
20 m, the predicted upwelling is not sufficiently intense
to carry bottom water up to the sea surface during the
eddies lifetime.

(2) the mesh resolution does not significantly modify the up-
welling intensity within the eddies. The orders of magni-
tude obtained in this study are in line with those
predicted by Deleersnijder et al. (1992).

(3) some smaller-scale features, such as the intense upwelling
zone off the right island’s tip shown in Fig. 5C, are not re-
solved by the coarse mesh. Note that increasing the mesh
resolution up to 65 m confirms the presence of those
small-scale features (not shown). Upwelling is also pre-
dicted off the left tip of the island for the fine mesh. Del-
eersnijder et al. (1992) also reported upwelling off the
right island’s tip but the intensity was much smaller (about
1 mm/s) than our predictions.

4.2. The age

The surface age for age 1 and age 2 obtained with the fine
mesh is shown in Fig. 6 at two different times during rising
tide and in Fig. 7 at two different times during falling tide. Ex-
periments on extended meshes (in the free-stream direction)
have been made to assess the sensitivity of the predicted age
on the distance at which boundary conditions are imposed. In
all cases, the predicted age remains within a few percent of
that computed with the original mesh (not shown). Hence, the
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Fig. 5. Upwelling velocity at mid-depth (mm/s) during falling tide. Each column shows (from top to bottom): the depth-averaged velocity field on the fine mesh, the

upwelling velocity for the coarse mesh and the upwelling velocity for the fine mesh. Snapshot times correspond to: (AeC) December 2 at 15h00 at peak ebb

velocity. (DeF) December 2 at 18h20 at the end of falling tide, shortly before tide reversal.
boundaries are located far enough from the island. At the onset
of the simulation, the water concentration is prescribed to be the
solution of the water-column model presented in the previous
section. The initial age concentration is zero. For age 1, the water
concentration is never computed and remains equal to one
throughout the domain and at all time. For age 2, both the water
and age concentrations are computed.
Let us first concentrate on age 1, which is shown on panels
B and E of each figure. See also Movie 1 (available online)
showing age 1 at the surface during a full tidal cycle. A strik-
ing feature is visible in Figs. 6B and 7B, where bottom water
(the darker elongated patches) emanates off the island’s tips.
This water is less than 1 h old at both tips. The fact that the
age of the bottom water is roughly the same off both island’s
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Fig. 6. Surface age in hours for the fine mesh during rising tide. Each column shows (from top to bottom): depth-averaged velocity field, surface age 1 and surface

age 2. Snapshot times correspond to: AeC. December 1 at 8h00 at peak flood velocity. DeF. December 1 at 10h40 at the end of rising tide, shortly before tide

reversal.
tips can be explained by the depth difference. Off the right tip,
the depth is about 30 m while off the left tip, it is about 15 m.
However, upwelling on the right is found to be at least twice as
intense as that on the left, which could explain the resulting
symmetry. When the tide keeps rising, some of the bottom wa-
ter recirculates within the island’s wake while the rest is ad-
vected downstream. At the end of rising tide, age 1 is about
2e3 h downstream of the island, as shown in Fig. 6E. Finally,
at the end of falling tide, the age varies between 3 and 4 h with
a few exceptions of younger water located near the centers of
both eddies. The age of these patches is about 2 h. This is
shown in Fig. 7E. Since the age of bottom water within the
island’s wake shortly before tide reversal is roughly 3 h, it
could be hypothesized that this water mainly originates from
the island’s tips when the free-stream speed is large enough
to initiate upwelling.
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Fig. 7. Surface age in hours for the fine mesh during falling tide. Each column shows (from top to bottom): depth-averaged velocity field, surface age 1 and surface

age 2. Snapshot times correspond to: AeC. December 2 at 15h00 at peak flood velocity. DeF. December 2 at 18h20 at the end of rising tide, very shortly before

tide reversal.
The interpretation of age 2 at the surface is more delicate.
Although not as definite as for age 1, we may also discern
young patches originating from the island’s tips in Figs. 6C
and 7C. See also Movie 2 (available online) showing age 2
at the surface during a full tidal cycle. Along the downstream
edge of the island, a patch of older water is visible (lighter
patch). These patches coincide with regions of very low hori-
zontal velocity, as can be seen on the right panels showing the
depth-averaged velocity field. Because of less intense circula-
tion, vertical diffusion decreases, which has a direct impact on
the age. Finally, shortly before tide reversal, age 2 behaves
rather counter-intuitively. The surface age pattern seems to
be opposite to that for age 1 (see Figs. 6F and 7F). The largest
values of the surface age is found around the centers of the
eddies where the upwelling velocity is the largest. This is
very clear for the left-hand side eddy in Fig. 6F and the
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right-hand side eddy in Fig. 7F. This behavior motivates the
following investigation regarding the effect of vertical advec-
tion on the age within eddies.

4.3. The effect of vertical advection

The water-column model previously presented included
vertical diffusion only. Although incomplete, it allowed for
grasping important features in the age such as the logarithmic
bottom layer and the quantitative differences between both
types of age. We now wish to go one step further by adding
the effect of vertical advection. In this case, it is incorrect to
assume horizontal homogeneity in the horizontal velocity,
for otherwise the vertical velocity would be zero. Since we
are primarily interested in the vertical transport within eddies,
we will instead formulate the problem in cylindrical coordi-
nates (r, q, z). The eddy is rotating about the z-axis and is sup-
posed to be axisymmetrical. The corresponding velocity
components are (vr, vq, w). The domain of interest is a thin cyl-
inder extending from the bottom to the top and whose radius r0

is such that 0< r0< e, with e� 1. In cylindrical coordinates,
the advection term of the advectionediffusion equation for
a scalar f is:

V$ðvfÞ ¼ vr

vf

vr
þ vq

1

r

vf

vq
þw

vf

vz
; ð16Þ

using the fact that V$v ¼ 0. Because the problem is axisym-
metrical, we have vf/vr¼ 0 at r¼ 0. It can also be contended
that vf/vr is arbitrarily small as e approaches 0. Therefore, the
first term in the right-hand side of Eq. (16) is neglected every-
where in the water column, provided that vr remains finite. For
small values of r0, the azimuthal component, vq, can be linear-
ized to vqxkr (for some constant k). Hence, the second term
of the right-hand side of Eq. (16) reduces to k vf/vq, which
vanishes because f is independent of q. Thus, only vertical ad-
vection remains, that is V$ðvfÞ ¼ w vf=vz. Although less le-
gitimate, we will also neglect the effects of horizontal
diffusion. Note that, for the continuity equation to be satisfied,
vr must depend on z. This is so because the continuity equation
reduces to V$v ¼ vr=r þ vw=vz within the thin cylinder. With
vertical advection, the differential problem (13) becomes:

wðzÞdCi

dz
¼ d

dz

�
Kz

dCi

dz

�
and

wðzÞdai

dz
¼ d

dz

�
Kz

dai

dz

�
þCi ði¼ 1;2Þ; ð17Þ

subject to the same boundary conditions (14). The vertical ve-
locity must vanish at z¼ 0 and z¼H. We will assume a para-
bolic profile for which the maximum speed w0 is reached at
mid-depth:

wðzÞ ¼ 4w0

H2
zðH� zÞ: ð18Þ

This expression is inspired by the fact that the upwelling ve-
locity typically vanishes at the bottom and the surface while
it reaches its maximum somewhere near mid-depth. The non-
dimensional version of Eq. (18) is:

w0ðz0Þ ¼ 4z0ð1� z0Þ;

so that nondimensionalization of Eq. (17) gives rise to:

Pe wðzÞdCi

dz
¼ d

dz

�
Kz

dCi

dz

�
and

Pe wðzÞdai

dz
¼ d

dz

�
Kz

dai

dz

�
þCi; ði¼ 1;2Þ; ð19Þ

where all variables are dimensionless and primes are again
omitted. The Peclet number Pe ¼ w0H=Kz measures the im-
portance of advective transport relative to diffusive transport.
The differential problem (19), subject to boundary conditions
(14), is not amenable to analytical solutions when Pe s 0. Nu-
merical solutions are therefore sought and for each value of
Pe s 0, the surface age e that is, the age at z¼ zs e is com-
pared with the surface age computed with Pe¼ 0. The objec-
tive is to investigate the relative effect that advection has on
the surface age. The results are reported in Fig. 8 for age 2
only.

The behavior pertaining to the latter is counter-intuitive.
When there is downward advection (Pe< 0), the surface age
decreases. For a range of positive Peclet numbers
(0< Pe< Pe*), the surface age increases while for Pe> Pe*,
the surface age decreases. To shed light on this behavior, let us
take the situation in which we have a moderately intense up-
ward advective transport (say Pe¼ 1). In this case, the water
concentration C2 reaches higher values within the water col-
umn due to advection. This, in turn, brings about an increase
in the age concentration a2 because the aging term in the equa-
tion for a2 increases. There is, however, a counter-balancing
effect due to the upward advection of smaller values of a2

coming from the seabed. The net effect is an increase in a2.
When computing the ratio a2/C2, both the numerator and the
denominator have increased but the former has done so by
a larger factor, leading to an increase in the surface age. The
same reasoning applies to the situation in which Pe< 0. Fi-
nally, for values of Pe larger than Pe*, advective transport
of low values of a2 overcomes the aging process, caused by
the fact that saturation takes place for C2, which gets close
to 1 and does not increase any more.

Within the eddies, the numerical model predicts upwelling
at an intensity of 0.001 m/s and an average vertical eddy dif-
fusivity coefficient of about 0.02 m2/s. Taking a depth of
20 m leads to a Peclet number of 1 while the critical Peclet
number for this situation is around 6.5. We thus fall in the
range for which positive vertical advection contributes to in-
crease the surface age at the center of the eddies.

Finally, it should be stressed that the threshold Peclet number
Pe* depends itself on the dimensionless number xb/H, namely
the ratio of the bottom roughness length to the water-column
height. This dependence is shown for age 2 in Fig. 8 for three dif-
ferent values of xb/H, where it can be seen that the threshold Pec-
let number Pe* increases as xb/H decreases. The chosen values
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Fig. 8. Left: relative deviation of surface age 2 from the reference surface age (obtained for Pe¼ 0) as a function of the Peclet number for xb¼ xs¼ 5� 10�3 m,

H¼ 20 m and d¼ 0.6. Negative (positive) Peclet numbers indicate downward (upward) advection. Age 2 features a counter-intuitive behavior by showing a de-

crease when Pe< 0 and an increase when 0< Pe< Pe*, where Pe* is a threshold Peclet number. For Pe> Pe*, a decrease in the surface age 2 is observed. Right:

relative deviation of surface age 2 from the reference surface age (obtained for Pe¼ 0), for three different values of xb/H. As xb/H decreases, the critical Peclet

number Pe*> 0 at which the surface age starts decreasing reaches higher values.
of xb/H have a negligible impact on the deviations of the surface
age 1, which are not shown here.

5. Conclusions

The use of unstructured meshes together with the finite el-
ement method proves to be effective at representing the three-
dimensional tidal flow past an island. In particular, higher
mesh resolution in the vicinity of the island allows for captur-
ing smaller-scale processes, such as intense upwelling off the
island’s tips, which cannot be resolved with coarse meshes.

The theory of the age was used to design two sophisticated
diagnoses of vertical transport. Age 1 was defined as the time
elapsed since water particles left the seabed while age 2 was
defined as the time required for water particles to travel
from the seabed to the sea surface. A simple water-column
model was employed to compare both ages and to investigate
the boundary conditions. The logarithmic boundary layer,
present for both ages, was successfully resolved numerically
with a modified finite element method.

The pattern of age 1 at the surface confirms the presence of in-
tense upwelling off the island’s tips. Most importantly, the value
of age 1 at the surface, downstream of the island and shortly be-
fore tide reversal, suggests that the water at the surface originate
from the tips of the island and recirculate within the wake. The
role of the age in explaining this circulation pattern is crucial
as the latter could not readily be proposed by a simple look at
the upwelling velocity. Furthermore, this flow description is
somewhat in contradiction with the sketch proposed by Wolanski
and Hamner (1988), in which upwelling only takes place within
the eddies. The results presented in this work motivate further re-
search toward a better understanding of the three-dimensional
flow circulation around shallow-water islands.

The pattern pertaining to age 2 also exhibits upwelling off the
island’s tips. However, within the eddies where upwelling
velocity is the largest, the surface age increases. This counter-in-
tuitive behavior was validated by a simplified water-column
model including both advection and diffusion. Nevertheless, at
this stage, the effect of advection upon age 2 remains physically
not well understood. Drawing conclusions based on age 2 is not
straightfoward and, undoubtedly, requires additional effort.

The age-based diagnoses considered in this work rely upon
tracking water masses. In so doing, we do not take into ac-
count the weight and buoyancy of the sediments. The next
version of the model should also include a higher-order turbu-
lence closure such as MelloreYamada level 2.5 and an ade-
quate parameterization of the free shear layer. Another
improvement would consist in relaxing the slip condition on
the horizontal velocity at the bottom. As was done to compute
the age, we could impose the horizontal velocity to vanish at
the bottom and use logarithmic shape functions within the bot-
tommost element.

Finally, as we tend to use higher-resolution meshes, we
could resolve smaller-scale processes for which the hydro-
static approximation might be invalidated. In particular, with
a local mesh size of roughly 5 m, the free shear layer could
be resolved with a non-hydrostatic model. Therefore, a more
faithful rendition of the physical processes around shallow-
water islands could be achieved by using a non-hydrostatic
model. Nevertheless, the size of the eddies and the fact that
they are well represented by two-dimensional models indicate
that for those, the hydrostatic approximation remains valid.
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Communauté Française de Belgique, as Actions de Recherche
Concertées, under contract ARC 04/09-316. This work is
a contribution to the construction of SLIM, the Second-gener-
ation Louvain-la-Neuve Ice-ocean Model (http://www.clima-
te.be/SLIM). The authors are indebted to Eric Wolanski for
very useful comments he provided during the preparation of
this manuscript.

Appendix A. Exact solution to the water-column model

The exact solution to problem (13) and (14) is developed
herein. The water concentration C1 for the first type of age
obeys the following nondimensional differential problem:

8><
>:

v

vz

�
Kz

vC1

vz

�
¼ 0

C1ðzbÞ ¼ 1 and

�
Kz

vC1

vz

�
z¼zs

¼ 0:

Note that Kz has the following form:

Kz ¼
6

3� 2d
zð1� dzÞ:

It is readily seen that the solution is C1(z)¼ 1. It follows that
the age concentration a1 satisfies the problem:

8><
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vz

�
Kz

va1

vz

�
þ 1¼ 0
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�
Kz
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vz

�
z¼zs

¼ 0:

After twice integrating and using the boundary conditions, we
obtain:

a1ðzÞ ¼
3� 2d

6

�
ln
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�

1� d

d

�
ln

�
1� dz

1� dzb

�

� ð1� zsÞln
�

zð1� dzbÞ
zbð1� dzÞ

��
;

which, using the fact that 1� zs � 1, can be approximated
by:

a1ðzÞx
3� 2d

6

�
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�
z
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�
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�
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�
1� dz

1� dzb

��
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The water concentration C2 for the second type of age
obeys the following differential problem:

(
v

vz

�
Kz

vC2

vz

�
¼ 0

C2ðzbÞ ¼ 1 and C2ðzsÞ ¼ 0:

Twice integrating and using the boundary conditions yields:

C2ðzÞ ¼
lðzsÞ � lðzÞ

lðzsÞ
;

where:

lðzÞ ¼
Z z

zb

1

KzðtÞ
dt ¼ ð3� 2dÞ

6
ln

�
zð1� dzbÞ
zbð1� dzÞ

�
:

Finally, the age concentration a2 is solution to:

(
v

vz

�
Kz

va2

vz

�
þC2ðzÞ ¼ 0

a2ðzbÞ ¼ 0 and a2ðzsÞ ¼ 0;

which yields:

a2ðzÞ ¼
mðzsÞlðzÞ � lðzsÞmðzÞ

lðzsÞ
;

where:

mðzÞ ¼
Z z

zb

1

KzðxÞ

�Z x

zb

lðzsÞ � lðtÞ
lðzsÞ

dt

�
dx: ðA1Þ

An expression for age 2 can be arrived at by computing the ra-
tio of a2(z) to C2(z), namely:

a2ðzÞ ¼
mðzsÞlðzÞ � lðzsÞmðzÞ

lðzsÞ � lðzÞ :

At z¼ zs, the above expression equals an indeterminate ratio
of type 0/0. The limit when z goes to zs exists and can be com-
puted by using L’Hospital’s rule. We obtain:

a2ðzsÞ¼ lim
z/zs

a2ðzÞ

¼ lðzsÞðzs� zbÞ � mðzsÞ �
Z zs

zb

lðxÞdx:

A closed form may be obtained for m(z) by evaluating Eq.
(A1):

mðzÞ¼ð3�2dÞ
6

�
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�
zbð1�dzÞ
zð1�dzbÞ
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>>:
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>>;
;

where Li2 is the dilogarithm function defined as:

Li2ðzÞ ¼ �
Z z

0

lnð1� xÞ
x

dx¼
XN
k¼1

zk

k2
:

Assuming that zb � 1 and zsx1, the above expression for m

can be simplified to:

mðzÞxð3� 2dÞ
6d

2
664

2Li2ð1� dzÞ �p2

3
þ lnð1� dzÞln

�
d2z

1� dzs

�
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3
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where the following approximation was used: Li2ð1� dzbÞx
Li2ð1Þ ¼ p2=6.

Appendix B. Supplementary data

Supplementary data associated with this article can be
found, in the online version, at doi:10.1016/j.ecss.2006.07.
014.
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Abstract

Estimating the age of particles in marine environment constitutes an invaluable tool to understand the interactions between complex flows and
sediment dynamics, particularly in highly energetic coastal areas such as the Belgian Coastal Zone (Southern Bight in the North Sea). To this
end, the Constituent Age and Residence time Theory e CART e introduced by Delhez, E.J.M., Campin, J.-M., Hirst, A.C., Deleersnijder, E.
[1999a. Toward a general theory of the age in ocean modelling. Ocean Modelling 1, 17e27] for passive water constituents is extended to
describe the sediment dynamics. It is then used in combination with a three-dimensional coupled hydrodynamic-sediment transport model to
investigate sediment processes in the Belgian Coastal Zone focusing on two complementary aspects of the sediment dynamics: the internal
sediment motion and redistribution within the Belgian coast; and the horizontal transport.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: Belgian Coastal Zone; sediment transport; age; model
1. Introduction

During recent years, scientists and engineers involved in
coastal water management have developed an increasing inter-
est in sediment transport modelling which is motivated by its
significant economical and ecological impacts.

The movement of cohesive sediments can cause siltation of
navigation waterways, harbours and coastal environments.
Expensive dredging activities are carried out regularly to
maintain the maritime access routes to the Belgian coastal
ports. According to Van den Eynde (2004), 10 million tons
of dry material are dredged each year in the Belgian Coastal
Zone (BCZ). Most of this material is disposed of in the sea
and can therefore be transported back to the coast at a later
time, with the need to dredge it again. Since sediments are
polluted to varying degrees, the associated recirculation from
the dumping site might also lead to the dispersion of polluted
material over large areas.
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The transport of cohesive sediments is also highly relevant
for the water quality. Because of the cohesive properties of fine
sediments, nutrients, heavy metals and organic contaminants
are transported preferentially in an adsorbed state (Holt and
James, 1999) and therefore tend to bind to the sediments.
The adsorption of these pollutants is a function of the grain
size (Lumborg, 2004) and other environmental factors.
When sediments are stirred up, adsorbed nutrients and pollut-
ants are released into the water column and can impact signif-
icantly the ecological balance of shallow areas (Liu et al.,
2002b). The accumulation of substantial amounts of nutrients,
for instance, will lead to eutrophication. In coastal waters, the
amount of material in suspension (affected by dredging activ-
ities and sand/gravel exploitation) influences the turbidity,
controls the penetration of light in the water column and influ-
ence therefore the primary production (Morris and Howarth,
1998). The transport and accumulation of fine-grained sedi-
ments are thus major factors when pollution of the marine
environment is to be assessed.

In this paper, only the cohesive sediments with a grain size
smaller than 62.5 mm are considered. This material is gener-
ally referred to as mud. It is a mixture of water, different
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clay minerals (mainly illite, montmorillonite and kaolinite),
organic matter, and small amount of sand and silt (Berlamont
et al., 1993). Consequently, mud is much more difficult to
characterize than sand which can be fully characterized by
its grain size distribution (e.g. Fredsøe, 1993) and its dynamics
is quite complex. The most important mechanism involved in
cohesive sediment transport is the hydrodynamic action which
advects sediments, generates the force needed to erode the sea-
bed and also affects the flocculation and the break-up of flocs
through turbulence. Cohesive sediments also differ from non-
cohesive ones because of two major processes: flocculation
and consolidation of cohesive deposits with compaction of
the sediments. Flocs are formed by the collision and aggrega-
tion of individual particles and can significantly modify the
sediments’ settling velocity. When flocs reach the seabed,
they form a dense fluidemud layer with a fragile structure
that gradually collapses under its increasing weight as deposi-
tion occurs. The interstitial pore water is then expelled and the
weight of the mud layer is progressively supported by inter-
particle reaction forces. This process is known as self-
weighted consolidation (Teisson et al., 1993). If a time scale
of the order of the tidal period is chosen to focus on the mech-
anisms and movements of sediments in response to wind forc-
ing and tides, the longer time scale of the consolidation
process (due to the small pore dimensions) make this process
of secondary importance (Cancino and Neves, 1999; Kuhrts
et al., 2004) and changes in sediment properties of the sea
floor can thus be neglected.

In the past, due to computer limitations, cohesive sediment
transport was generally modelled by means of depth-integrated
models (e.g. Mulder and Udink, 1991; McManus and Prandle,
1997; Yu et al., 1998; Liu et al., 2002b; Fettweis and Van den
Eynde, 2003; Van den Eynde, 2004). While such 2D models
are still used for many practical engineering applications, it
must be recognized that sediment transport is a true 3D prob-
lem. Even without strong vertical density gradient, the settling
velocity and the waterebottom interactions generate vertical
gradients of suspended sediment concentration. Moreover, the
actual deposition rate depends on the near-bed concentration
while 2D models only give access to the depth-average concen-
tration; assumptions must be made to relate the depth-integrated
concentration to the near-bed value. These usually assume the
instantaneous adjustment of the vertical profile of the sediment
concentration profile to the equilibrium state (Lin and Falconer,
1996). Such an hypothesis is of course questionable in energetic
coastal areas where flow conditions change rapidly and where
3D approaches are therefore physically more appropriate
(Gerritsen et al., 2000, 2001; de Kok et al., 2001).

The transport of sediments in a tidal environment is usually
very complex and difficult to describe. The net sediment trans-
port arises from the tidal asymmetry: while pollutants and
sediments can be transported by tidal currents at the scale of
the tidal excursion, i.e. around 10 km in the BCZ, the net
transport is generally much smaller and time scale of the bot-
tom evolution should be expected to be much larger than tidal
periods (Delhez, 1996a; Cancino and Neves, 1999; Delhez and
Carabin, 2001). The usual (Eulerian or Lagrangian) residual
current field, computed over several tidal cycles or a period
of time long enough to smooth out mesoscale features, cannot,
however, be used to characterize this transport because, in the
mean time, the vertical profile of the sediment concentration
varies with the evolving turbulence conditions and with the
intermittent deposition and resuspension events occurring at
a variety of time scales ranging from the dominant tidal period
to a period of few days, characteristic of short term wind
events and storms and to that of the springeneap oscillations.

The present paper aims at the development of a diagnosis
technique to understand the sediment transport in the Belgian
Coastal Zone. The paper is organized as follows. Section 2 gives
a brief outline of hydrodynamics and sedimentology of the
BCZ. In Sections 3 and 4, fundamentals and calibration of the
3D hydrodynamic and cohesive sediment transport model are
detailed. Next, in Section 5, some results are discussed and
finally, in Section 6, the general age theory introduced in Delhez
et al. (1999a) and Deleersnijder et al. (2001) is applied to under-
stand and describe the transport of sediments.

2. Studied area

The Belgian Coastal Zone is a part of the Southern Bight of
the North Sea comprised between 2�200E and 3�200E, and
between 51�050N and 51�400N. It covers approximately
3600 km2. The bathymetry is shallow and irregular (a mean
depth of about 20 m and a maximum of 35 m). The area is
also characterized by a complex system of sand banks parallel
to the coast, some of which emerge from the water at very low
tides. The modelled area and its bathymetry are presented in
Fig. 1.

The hydrodynamics of the Belgian Coastal Zone is domi-
nated by the tides and by the prevailing winds and waves’
conditions.

The winds and thus waves are mainly from southwest or
from northeast (Van den Eynde, 2004). They usually are under
5 Bft and their fluctuations evolve at time scales of 5e7 days
(Nihoul and Hecq, 1984).

The tidal signal is semi-diurnal and slightly asymmetrical.
At Oostende, the amplitudes of the M2 and S2 components
reach, respectively, 1.8 m and 0.7 m (Delhez and Carabin,
2001). Along the coasts, the tidal currents, generally oriented
parallel to the coast, can exceed 1 m/s at spring tide. The At-
lantic tides and the storms reaching the Belgian shallow waters
dissipate large amounts of energy, ensuring an intense mixing
of the water column during the entire year (Delhez, 1996b)
and the resuspension and vertical redistribution of bottom sed-
iments. Because of the low freshwater discharge (mean value
around 120 m3/s) and of the strong mixing, there is no perma-
nent haline stratification associated with the plume of the
Scheldt river.

In response to the interactions of the tidal currents with the
bathymetry, the plume of the Scheldt river first turns left along
the Belgian coast before moving offshore. It is then progres-
sively swept along by the general circulation flowing north-
ward from the Dover Strait into the North Sea. This results
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Fig. 1. Bathymetry of the Belgian Coastal Zone (axis labels indicate distance in kilometer, depth is in meters). The white line is the source region considered in the

horizontal transport study in Section 6.
in a clockwise residual gyre characteristic of the BCZ (Nihoul
and Hecq, 1984; Delhez and Carabin, 2001).

In the southern North Sea, intensive sediment movements
and associated sediment transport occur frequently, owing to
wind-induced currents, tides and wave action. The sediment
distribution in the BCZ is influenced by the presence of the
many large sand banks which form the complex BCZ’s
bathymetry. The sediments can be divided into different clas-
ses with different density, mineralogical compositions, grain
sizes, organic contents, etc. They mainly consist of fine to me-
dium size particles with a general fining trend to the northeast
(Van der Molen, 2002). Medium grain size sediments
(>400 mm) are found where the water depth is larger than
12 m. Close to the coast, between Oostende and the Wester-
schelde estuary, large mud fields are found with concentrations
of Suspended Particular Matter (SPM) larger than a few hun-
dreds of mg/l (Fettweis and Van den Eynde, 2003). According
to Van den Eynde (2004), the presence of these mud fields is
partly correlated with the high turbidity zones between Oos-
tende and Zeebrugge, and in the mouth of the Westerschelde.

3. Hydrodynamic model

The general characteristics of the high-resolution hydrody-
namic model of the BCZ are common to those of the general
form of the GHER model (GeoHydrodynamics and Environ-
ment Research laboratory, University of Liège; e.g. Nihoul
et al., 1989; Delhez and Martin, 1992). The model offers
a three-dimensional view of the marine hydrodynamics and
is formulated in the so-called s-coordinate system to follow
the bathymetry as closely as possible and to avoid the rigid
lid approximation for the movement of the free surface (Phil-
lips, 1957; Blumberg and Mellor, 1983). It is also non-linear
and baroclinic with the computation of temperature and
salinity as prognostic variables. The model includes a refined
and robust turbulent closure scheme based on the three-
dimensional evolution equation for the turbulent kinetic en-
ergy per unit mass and on an algebraic parametric expression
of the mixing length taking into account the surface wind in-
duced activity and the stratification (e.g. Nihoul et al., 1989;
Delhez et al., 1999b). This approach is particularly well suited
to shallow shelf seas where the vertical structure of turbulence
is not too complex and sound empirical formulae are available
for the mixing length. The state variables are thus the free
surface elevation, three components of the velocity vector,
temperature and salinity, turbulent kinetic energy and mixing
length.

The discretization is based on the FBTCS method, i.e.
Forward Backward on Time and Centered Space (Beckers and
Deleersnijder, 1993). The equations are solved by a finite vol-
ume method based on an Arakawa C grid (Arakawa and
Lamb, 1977), using a mode-splitting technique to handle the
fast surface gravity waves (Madala and Piacsek, 1977;
Blumberg and Mellor, 1987). Vertical advection and turbulent
diffusion are treated semi-implicitly. A TVD advection scheme
(i.e. Total Variation Diminishing) with Superbee limiter is used
for the advection of scalar quantities (Sweby, 1984; James,
1996). The model has an horizontal resolution of 500� 500 m
and uses 10 unequally spaced vertical s-levels with enhanced
resolution near the surface and the bottom. The mesh is roughly
aligned with the Belgian coast for a better representation of the
coastline and allows a good description of the river mouth. The
model also includes a drying and flooding algorithm to cope
with the shallow sand banks (a grid point is considered to be
dry when the local water height decreases below a threshold
value of 5 cm).

The local hydrodynamic model is forced with six-hourly
NCEP wind stress, air pressure and heat fluxes (computed
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from solar radiation, cloud cover, air temperature and humid-
ity, and sea surface temperature). These meteorological data
were extracted from the NCEP/NCAR reanalysis of surface
data from NOAA/CDC1 The precipitation flux is assumed to
balance the evaporation. The forcing data at the open bound-
aries, i.e. water level, temperature and salinity, are obtained
from a large scale 3D hydrodynamic model covering the
whole North-western European Continental Shelf with a grid
size of 100 � 100 and 10 vertical s-levels. This large scale
model has the same characteristics as the local model, is
forced with the same meteorological data and nine principal
tidal components at its own open boundaries. The output of
the large scale model are interpolated in time and space and
prescribed to the local model using a radiation open boundary
condition.

Note that the current implementation does not include any
feed-back from the small scale BCZ model on the shelf model.
Also, owing to the moderate concentration of suspended sed-
iments (a few hundreds of mg/l), the influence of sediment
particles on the density field is neglected in the hydrodynamic
model.

4. Cohesive sediment transport model

The distribution of suspended sediments in the water
column (grain size <62.5 mm) is described by means of the
concentration fields Ci of four classes of sediments. Basically,
grain size is the main motivation to differentiate the four clas-
ses. More generally, however, the different sediment classes
are introduced to take into account the variability of the
dynamic properties (sedimentation velocity, erosion and depo-
sition thresholds, etc.) of the suspended sediments.

The concentration of each type of sediment varies accord-
ing to

vCi

vt
þV$

�
ðvþwi

sÞCi
�
¼ V$

�
K$VCi

�
ð1Þ

where t is the time [s], v is the full 3D current velocity (includ-
ing the Stokes’ Drift) [m s�1], wi

s ¼ �wi
sez is the apparent

settling velocity for particle class i [m/s], ez axis is vertical up-
wards, K is the diffusion tensor [m2/s] and V is the differential
operator nabla. The velocity field and the diffusion coefficients
are provided by the hydrodynamic module.

Suspended sediments are allowed to settle on the bottom
and to be re-entrained into suspension. Ignoring bed load
transport, the mass per unit area Cs

i of the sediment of type i
that is lying on the bottom varies therefore, according to

vCi
s

vt
¼ Fi

sed�Fi
ero ð2Þ

where Fero
i and Fsed

i are the corresponding erosion and
sedimentation fluxes per unit area. Eqs. (1) and (2) are coupled

1 http://www.cdc.noaa.gov/cdc/reanalysis.
through these fluxes which also appear in the boundary condi-
tion of Eq. (1)

�
ðvþwi

sÞCi�K$VCi
�
$n¼ Fi

sed�Fi
ero ð3Þ

where n denotes the unit downward normal at the bottom.
The four state variables Cs

i describe the amount of sedi-
ments on the bottom that is available for erosion. These sedi-
ments are assumed to be easily remobilised (see Section 4.3)
by bottom shear stress. In addition, a consolidated parent layer
is assumed to exist underneath. This parent layer accounts for
local sources of sediments.

4.1. The settling velocity

A priori, the settling velocity ws
i depends on the vertical

shear and on the gravitational forces through many factors
such as the density of the individual particle in flocs, the floc
porosity (both influencing the gravitational forces), the form
of the individual particle/floc, the organic content, the mineral-
ogic composition, the suspended sediment concentration, and
some physico-chemical properties of the fluid such as turbu-
lence (affecting aggregation and break-up of flocs), tempera-
ture, and ionic composition (Berlamont et al., 1993).

For instance, many studies were carried out to investigate
the dependence of wi

s on the suspended sediment concentra-
tion (e.g. Mehta, 1989; Winterwerp, 2002; You, 2004) leading
to the identification of three different settling regimes accord-
ing to the suspended concentration: (1) the free settling (con-
centration below 0.4 g/l), when the settling velocity does not
depend on the suspended sediment concentration (2) the
enhanced settling (concentration comprised between 0.4 and
2.0 g/l), characterized by an increase of the probability of floc-
culation with suspended concentration, particularly in saline
environments, and (3) the hindered settling (concentration
above 2.0 g/l) where the settling velocity rapidly decreases
due to break-up of flocs, flocs mutual hindrance and interac-
tions between the flows around adjacent ones that tend to in-
crease upward friction (Teisson et al., 1993; Cancino and
Neves, 1999; Liu et al., 2002b). According to Berlamont
et al. (1993), settling velocities of cohesive particles aggre-
gates met in nature are of the order of 0.01e10 mm/s.

Because of the difficulty to find appropriate values of the
site specific parameters needed in formulations that take into
account flocculation effects (e.g. Cancino and Neves, 1999;
Lumborg and Windelin, 2003; You, 2004), the settling velocity
of cohesive sediments is usually directly calculated from
Stokes’ law (Estournel et al., 1997; Holt and James, 1999;
Jiang et al., 2000; Liu et al., 2002b; Fettweis and Van den
Eynde, 2003; Van den Eynde, 2004, etc.). In this model, the
problem is avoided by the definition of the sediments’ classes
in terms of the settling velocity itself. In other words, the four
sediment classes provide a rough description of the distribu-
tion of settling velocities of the sediments. Table 1 shows
the different values considered. The average particle size for
each class is only indicative.

http://www.cdc.noaa.gov/cdc/reanalysis
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4.2. The deposition model

The process of deposition of cohesive sediment depends on
a combination of several factors including size, settling veloc-
ity and cohesion of the single settling particle or of the slightly
or strongly bounded aggregates/flocs (Teisson et al., 1993).
Deposition is controlled by turbulent processes near the sea-
bed: flocs that are strong enough to resist the bed shear stresses
will settle to the seabed while others will be broken into two or
more smaller units and re-entrained into suspension by the
hydrodynamic lift forces.

In this paper, as in many other studies (e.g. Teisson et al.,
1993; Cancino and Neves, 1999; Holt and James, 1999; Hayter
and Gu, 2001; Ribbe and Holloway, 2001; Liu et al., 2002a,b;
Fettweis and Van den Eynde, 2003; Lumborg and Windelin,
2003; Lumborg, 2004; Pandoe and Edge, 2004; Periá~nez,
2005, etc.), the deposition model follows the direction given
by Krone (1962)

Fi
sed ¼ wi

dPi
sedCi

b ð4Þ

where the subscript b means ‘just above the seabed’, wi
d is the

deposition velocity [m/s] and Pi
sed is the sedimentation thresh-

old which depends on the critical shear stress for sedimenta-
tion ti

crd [Pa] according to

Pi
sed ¼

(�
1� tb

ti
crd

�
if tb < ti

crd

0 if tb � ti
crd

ð5Þ

where tb is the bottom stress [Pa]. Psed
i can be regarded as

a probability of deposition: a particle reaching the seabed
has a probability of remaining there comprised between
0 and 1 as the bottom shear stress varies between its upper
limit for deposition and zero. Note that the deposition velocity
wd

i is generally equivalent to the settling velocity ws
i. However,

for the smallest particles, wd
i may be larger than ws

i because of
Brownian motion, diffusion or aggregation at seaewater inter-
face (Sanford and Halka, 1993). When wd

i is constant, Eq. (4)
represents the deposition flux only in the case of low sus-
pended sediment concentration (Sanford and Halka, 1993;
Van den Eynde, 2004).

The critical shear stress for deposition is a fundamental
characteristic of sediments depending mainly on the parti-
cles/flocs’ grain size. If the sediment grain size is uniform,
all sediments will remain in suspension above this critical
shear stress. For inhomogeneous sediment size, however, the
larger or heavier flocs will deposit for shear stresses above

Table 1

Settling velocities ws
i for the different sediment classes considered

Size class Average particle

sizes [mm]

Settling velocities

[mm/s] [m/h]

I 2 0.005 0.018

II 6 0.05 0.18

III 10 0.1 0.36

IV 35 1 3.6
the critical value. In situ measurement of the critical shear
stress for deposition is a very difficult task (Berlamont et al.,
1993). As a consequence, ti

crd is usually used as a calibration
parameter and fixed to a constant value for each sediment clas-
ses (e.g. Liu et al., 2002a,b; Lumborg and Windelin, 2003;
Lumborg, 2004, etc.) keeping in mind that bigger flocs have
a higher probability to remain on the seabed than smaller
particles.

According to Berlamont et al. (1993), tcrd is usually in the
range of 0.05e0.2 Pa. For inhomogeneous sediments, some
larger aggregates will generally begin to deposit at higher
shear stresses in the range of 0.1e1 Pa. Krone (1962) men-
tions critical shear stress for deposition in the range 0.06e
0.078 Pa. In their model study of the North Sea, Lumborg
and Pejrup (2005) report values between 0.05 and 0.3 Pa.
Holt and James (1999) while Periá~nez (2005) use a value of
0.10 Pa for all their sediment classes. In their study of the mud
transport in the BCZ, Fettweis and Van den Eynde (2003) use
a value of 0.5 Pa. Since the critical stress is likely to vary in
space, reflecting the nature and composition of the sediments,
the value of 0.5 Pa used by Fettweis and Van den Eynde
(2003) is assumed to be representative of the Belgian Coastal
Zone and is therefore used for our four sediment classes.

4.3. The erosion model

The process of erosion of cohesive sediments is driven by
shear but also depends on electrochemical forces and on a large
number of parameters including the mineral composition and
organic content, the biological and geochemical processes,
the composition of pore water and eroding fluids, and consol-
idation and time-related histories of the bed.

A lot of formulations of the erosion flux can be found in the
literature (e.g. Sanford and Maa, 2001; Aberle et al., 2004).
Assuming that the critical shear stress for erosion tcre [Pa]
does not change with depth within the sediment layer, several
authors (e.g. Whitehouse et al., 2000; Ribbe and Holloway,
2001; Kuhrts et al., 2004; Pandoe and Edge, 2004; Van den
Eynde, 2004, etc.) use the erosion rate formulation proposed
by Partheniades (1965)

Fero ¼

�
M

�
tb

tcre

� 1

�n

if tb > tcre

0 if tb � tcre

ð6Þ

where tb is the bottom shear stress [Pa], M is an empirical ero-
sion parameter and where n represents the strength of erosion
(usually set to unity). The erosion rate is then not only inde-
pendent of the suspended sediment concentration in the erod-
ing current, but also of the sediment concentration available on
the bottom.

When multiple sediment classes are used, the erosion rate
for each sediment type should depend on the actual sediment
composition. Following many authors (Cancino and Neves,
1999; Holt and James, 1999; Liu et al., 2002a,b; Fettweis
and Van den Eynde, 2003; Periá~nez, 2005, etc.), the modified
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formulation proposed by Ariathurai (1974) is therefore used in
the model

Fi
ero ¼

n
Mif i

�
tb

ti
cre

� 1

�
if tb > ti

cre

0 if tb � ti
cre

ð7Þ

where Mi and ti
cre denote, respectively, the erosion parameter

and the critical erosion stress for sediment type i, and fi repre-
sents the fraction of particles of class i available on the bottom,
i.e.

f i ¼ Ci
sP

j

Cj
s

ð8Þ

Note that Eq. (7) does not take into account the layering of
the bottom sediments which would imply that sediments are
eroded in reversed order of their deposition. In Eq. (7), perfect
mixing of the bottom sediments is assumed.

The erosion constant Mi depends on physico-chemical char-
acteristics of the bottom sediment (class, density, organic con-
tent, mineralogic composition, etc.). In North Sea, for
sediment with a diameter between 2 and 35 mm, Holt and
James (1999) used a value of 0.04 gm2/s2. In the Western
Scheldt, Mulder and Udink (1991) used 0.05 gm2/s2. In Fett-
weis and Van den Eynde (2003), the erosion constant is set
to 0.12 gm2/s2. As a compromise, a value of 0.08 gm2/s2 is
used for all sediment classes in this study.

Typical values for critical shear stress for erosion of soft
muds measured in laboratory tests are in the range 0.1e2 Pa
(Berlamont et al., 1993). Parchure and Mehta (1985) report
values between 0.04 and 0.62 Pa based on soft dredged cohe-
sive sediments analyzed in the laboratory. Values within this
range are often applied in modelling studies (e.g. Holt and
James, 1999; Ribbe and Holloway, 2001; Fettweis and Van
den Eynde, 2003; Lumborg, 2004; Pandoe and Edge, 2004;
Van den Eynde, 2004; Lumborg and Pejrup, 2005, etc.). In
this work, since only mud is considered and consolidation of
the bottom is neglected in the upper sediment layer, tcre is
set to the constant high value of 0.5 Pa which is in the range
of value usually used for mud in North Sea (Holt and James,
1999; Fettweis and Van den Eynde, 2003; Van den Eynde,
2004). The sandemud interactions, the fluidization, liquefac-
tion and changing material parameters of sediments are
neglected in the present paper.

The above formulation of the erosion flux and the associ-
ated constants apply to the resuspension of freshly deposited
sediments described by the Cs

i . For the erosion rate of the con-
solidated parent layer, Eq. (7) is used with some adaptations.
First, erosion of the parent layer only occurs when the upper
non-consolidated layer is completely eroded. Then, a much
larger critical shear stress of 2.0 Pa is used to take into account
the nature of the parent layer. Finally, the mud content of the
parent layer is prescribed as a spatially varying field. The
value of the critical shear stress and the spatial distributions
of the mud content of the parent layer are identical to those
used by Fettweis and Van den Eynde (2003).
4.4. The bottom shear stress

The cohesive sediment transport model used the local bot-
tom shear stress tb [Pa] as the governing factor to compute re-
suspension and deposition fluxes. Following Fettweis and Van
den Eynde (2003), the bottom stress in this study is calculated
under the combined effect of waves and currents using
Bijker’s (1966) formula

tb ¼ tc

	
1þ 0:5

�
cffiffiffiffiffi
2g
p

ffiffiffiffi
fw

p ub

uc

�2�
ð9Þ

where tc is the bottom stress due to currents [Pa], g is the ac-
celeration due to gravity [m/s2], uc is the current velocity [m/
s], ub is the orbital wave velocity [m/s] at the bottom, fw is the
wave friction factor and c is evaluated using (Van den Eynde
and Ozer, 1993)

c¼ 77:5þ 14:18 min

�
uc

ub

;0:67

�
ð10Þ

The calculation of tc is performed using a quadratic law
based on the assumption of a logarithmic bottom boundary
layer (Blumberg and Mellor, 1987)

tc ¼max

(
ðCdÞmin;

	
k

lnðzb

z0
Þ

�2
)

ru2
c ð11Þ

where uc is the current velocity calculated at a height zb within
the logarithmic boundary layer, z0 is the roughness length and
(Cd)min is the drag coefficient when zb is outside the boundary
layer. The data needed to evaluate fw and ub are those obtained
by the MU-WAVE model for the calculation of the wave envi-
ronment in the BCZ (Van den Eynde, 1992; Van den Eynde
and Ozer, 1993).

4.5. Boundary condition

While the hydrodynamic module takes its boundary condi-
tions from the large scale shelf model, boundary conditions for
the sediment module must be derived from available data be-
cause sediment dynamics is not simulated at the larger scale.

The flux of suspended matter through the Strait of Dover
represents the dominant input of mud in the area with a yearly
average SPM flux into the BCZ model of 15.4� 106 t/yr (see
Fettweis and Van den Eynde, 2003). Assuming that the four
sediment classes account evenly for this flux, this figure trans-
lates into an average concentration of sediments in the incom-
ing Channel water of 1.25 mg/l for the four sediment classes.

At the NW and NE open boundaries, the incoming flux is
computed by relaxing the boundary concentration towards
zero with a time scale of an hour. This is a reasonable assump-
tion for the offshore NW boundary since this coincide roughly
with a streamline of the general circulation from the English
Channel to the Southern Bight of the North Sea. At the NE,
the assumption amounts to ignoring the possible inputs of
SPM from the Rhine plume.
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Sediments are allowed to be advected out of the computa-
tional domain through all its open boundaries.

5. Results

The simulations start on the 15th of January 1993 and run
for 43 days. At the initial time, the hydrodynamic fields are
dynamically adjusted and the concentration of the sediments
in the non-consolidated layer is assumed to be zero. The sed-
iment model is then run for 13 days to ensure a proper initial-
ization. The results shown below are representative of the last
30 days of the simulation.

The spatial distribution of the suspended matter in the BCZ
is shown in Fig. 2 for spring and neap conditions. These
distributions are in good agreement with the measurements
presented by Fettweis and Van den Eynde (2003) and the
results obtained by these authors using a coarser resolution
depth-integrated model.

The SPM distribution reflects the different mud origins.
While the flux of suspended matter through the Strait of Dover
represents the dominant input of mud in the area, the distribu-
tion is characterized by a local maximum offshore Zeebrugge
and along the coast up to Dunkerque. Low values of the bot-
tom stress (below 0.5 Pa) are found in this region and allow
the accumulation of mud in the bottom layer. Since the parent
layer is also enriched in mud around Zeebrugge (the mud con-
tent of the parent bed is as high as 40% in this region), the
occasional erosion of this layer is responsible for the SPM
maximum seen in Fig. 2.

The magnitude of the local SPM maximum and its lateral
extension vary of course with the spring/neap cycle. On ac-
count of the increased bottom stress, significant concentrations
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Fig. 2. Tide-average of depth integrated suspended particulate matter concentrations [mg/l] during (a) a spring tide of 5th February and (b) a neap tide of 31st

January 1993.
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of SPM are found along the western part of the coast (around
Oostende and Nieuwpoort) under spring conditions. The
plume also extends deeper in the Westerschelde than under
neap conditions (Fig. 2).

The bottom stress (not shown) induced under the combined
effects of waves and currents reaches its highest values on the
shallow sides of the sand banks offshore Dunkerque and Nieuw-
poort (the Flemish Banks) and at the entrance of the Scheldt
estuary. The percentage of mud in the parent layer in these areas
is, however, very small so that these do not contribute signifi-
cantly to the local increase of SPM concentration.

Unfortunately, the data about the SPM distribution in the
BCZ are scarce and do not allow any extensive quantitative
validation of the model results. While obviously frustrating,
the qualitative comparison with previous studies shows that
our results are at least compatible with the current understand-
ing of the sediments’ dynamics in the area.

6. Diagnosis of sediment dynamics

The Constituent-oriented Age and Residence time Theory e
CART (Delhez et al., 1999a; Deleersnijder et al., 2001) can
be used to get a deeper understanding of the sediment
dynamics in the Belgian Coastal Zone.

According to CART, the age of a particle is defined as the time
elapsed since a given origin that can be regarded as the ‘birth’ of
the particle and that can be freely set to match the particular ob-
jectives of the study. In essence, the computation procedure
amounts to attach a clock to each particle and reset this clock
at an appropriate time. The time shown by the clock at a later
time is called the age of the particle. In most applications, the
time origin differs from one particle to the other. This is the
case, for instance, when the concept of age is used to quantify
the time elapsed since the particle had contact with the surface
or the time since a particle entered a particular control domain
(Delhez et al., 1999a). Note that while the age is a Lagrangian
concept which is defined for each particle, CART provides a
Eulerian description of the mean age and is therefore directly
applicable to diagnose tracers dynamics and hydrodynamic
models formulated in an Eulerian framework.

Since CART was originally formulated for dissolved tracer,
we show first how the theory can be extended to describe the
dynamics of suspended matter that can settle on the bottom
and be resuspended at a later time. We demonstrate then
how the degree of freedom associated with the choice of the
birth date of the particles can be used to highlight two comple-
mentary aspects of the sediment dynamics, namely resuspen-
sion and horizontal transport.

In a first approach, we use the concept of age to study the
duration of the resuspensionedeposition events. To this end,
we define the age of a particle as the time elapsed since that
particle was eroded from the bottom layer. In other words,
the age is defined as the time elapsed since the particle last
contact with the sediment layer. Hereafter, the age defined in
this way is called ‘resuspension age’.

As explained above, the suspended sediments in the water
column is a mixture of mud advected through the Strait of Dover
and mud resuspended from the bottom (non-consolidated or
parent) layers in the computational domain. Obviously, only
the resuspension age of the suspended sediments of the second
group can be computed (since the ‘birth’ of other particles is not
explicitly described in the model). Because the dynamics of
mud is not linear (through the erosion term), the suspended sed-
iments of the two origins must, however, be simulated simulta-
neously. Therefore, the appropriate procedure is to introduce
new state variables ~Ci and ~Ci

s measuring the water column
and bottom concentrations of sediments of the four classes
that are actually resuspended in the BCZ in the time-window
of the simulation. These variables satisfy similar differential
equations as the total mud concentrations but ignoring any lat-
eral input at the open boundaries (the concentration is set to zero
at inflow open boundaries). The sedimentation and erosion
fluxes ~Fi

sed and ~Fi
ero of the sediments marked in this way are

computed by multiplying the total sedimentation and erosion
fluxes by the fraction of the concentration of the marked sedi-
ment with respect to the total concentration, i.e.

~Fi
sed ¼

~Ci

Ci
Fi

sed;
~Fi

ero ¼
~Ci

s

Ci
s

Fi
ero ð12Þ

To describe and understand the resuspension age of the
marked sediments, the concept of the concentration distribu-
tion function is central in CART (Delhez et al., 1999a;
Deleersnijder et al., 2001; Delhez and Deleersnijder, 2002).
The idea behind this concept is that the particles that are pres-
ent at a given location at a given time have different histories
and bear therefore different ages. The concentration distribu-
tion function describes the distribution of the ages of these
particles. For each of the four classes of marked sediments,
one will have

~Ciðt;xÞ ¼
Z N

0

~ciðt;x;tÞdt ð13Þ

where ~ciðt; x; tÞ is the corresponding concentration distribu-
tion function such that ~ciðt; x; tÞdt represents the contribution
of the material with an age between t and tþ dt to the total
concentration of marked sediments at time t and location x.

While the concentration distribution function completely
describes the distribution of the particles along the age axis,
it is generally sufficient to determine the mean age ai(t, x)
(to simplify the notation, the ˜ is not used but is implicit for
age related quantities) of every marked constituent, i.e.

aiðt;xÞ ¼ aiðt;xÞ
~Ciðt;xÞ

ð14Þ

where

aiðt;xÞ ¼
Z N

0

t~ciðt;x;tÞdt ð15Þ

The purpose of the introduction of the so-called age
concentration ai is that this is an additive quantity for which
a budget can be computed. Using the procedure described in
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Delhez et al. (1999a) and Deleersnijder et al. (2001), the
budget of ai translates into the evolution equation

vai

vt
þV$

�
ðvþwi

sÞai
�
¼ ~CiþV$

�
K$Vai

�
ð16Þ

The mean resuspension age of the marked suspended mat-
ter can be computed by solving Eq. (16) with the bottom
boundary condition

�
ðvþwi

sÞai�K$Vai
�
$n¼ Fi

a;sed ð17Þ

where the age concentration sedimentation flux Fi
a;sed is

parameterized according to

Fi
a;sed ¼

n
ai

bwi
d

�
1� tb

ti
crd

�
if tb < ti

crd

0 if tb � ti
crd

ð18Þ

where ab
i is the age concentration at the bottom of the water col-

umn. This formulation assumes that the material settles on the
bottom ‘with its age’ and that the probability to settle does
not depend on the age. It is the boundary condition Eq. (17)
that really defines the resuspension age. Indeed, the comparison
of Eq. (17) with Eq. (3) shows that the resuspension/erosion flux
of age Fi

a;ero is zero, i.e. that resuspension does not contribute to
the increase of the age content of the water column. This implies
that the resuspension age of the material lying in the bottom
layers is zero and that the ageing process of the particles starts
when these are eroded to the water column.

Snapshots of the (depth-averaged) resuspension age taken at
the same tidal phase (1 h before low tide) on the 14th and 27th of
February 1993 are shown in Figs. 3 and 4. To avoid entering into
too many details, only the results for the sediments of class I
(finer sediment) and IV (coarser sediment) are discussed. Con-
tours of the resuspension age are plotted only where the concen-
tration of marked sediments is significant.

Because of their very small settling velocity (0.005 mm/s),
the dynamics of sediments of class I is only weakly influenced
by sedimentation and the distribution of the resuspension age
mainly reflects the origin of the material and its advection by
the residual circulation. On the 2/14 snapshot, which is taken
at the end of a period of calm weather conditions (see Fig. 5),
the youngest material (<5 days) is found around Zeebrugge
and along the coastline up to Dunkerque (Fig. 4a). Because
of the relatively weak mean bottom stresses in these areas,
mud can indeed accumulate on the bottom during part of the
tidal cycle and be resuspended at a later time. As a result,
the mean age of the suspended sediments is small in these
areas which appear as sources of sediments for the BCZ.

The fine sediments that are eroded from coastal areas are pro-
gressively advected offshore by the general circulation. The re-
suspension age distribution reflects both the direction of this
offshore motion and the timescale at which it occurs. Fig. 4a
clearly shows the effect of the residual gyre which characterizes
the general circulation in the BCZ (Nihoul and Hecq, 1984; Del-
hez and Carabin, 2001). Following the general anti-cyclonic
motion, the resuspension age increases from less than 5 days
at the coast to about 13 days in the centre of the gyre.

The 2/27 results (see Fig. 3) come after a period of stronger
winds. These winds are responsible for a complete collapse of
the residual gyre structure. The suspended sediments are also ef-
ficiently flushed-out of the area. The age of the oldest material
does not exceed 10 days anymore. Quite counterintuitively, the
youngest material (age below 5 days) also disappear; this is be-
cause the much higher turbulence levels and bottom stress do not
allow the fine material to settle on the bottom. As a result of the
modified hydrodynamic conditions, the (marked) fine sediments
are confined to small areas around Zeebrugge and the Scheldt es-
tuary and their mean age is larger in calm weather conditions.

The coarser sediments of class IV have a completely differ-
ent dynamics (Fig. 5); their larger settling velocity results in
a much larger effect of sedimentation on their dynamics and
spatial distribution. Since turbulence is very high in the BCZ,
even the large settling velocity of sediments of class IV is rel-
atively ineffective at counteracting the vertical homogenization
of the water column induced by turbulence. The vertical distri-
bution of these sediments shows only a 10% increase of the
concentration above the sea bottom (whereas the profiles are
perfectly homogeneous for sediments in class I). However,
since the settling velocity of the sediments of class I and IV
is in a ratio of 1:200, the deposition flux on the bottom is in
the same ratio for the two sediment classes and the dynamics
of the sediments of class IV is strongly influenced by succes-
sive settling and resuspension episodes. As a result, the mean
age of these sediments is everywhere smaller than 3 days in
both calm and strong wind conditions. At most coastal loca-
tions, the mean age is even smaller than 0.5 days meaning
that the SPM dynamics strongly interacts with the tidal cycle
and transient wind and wave events.

After calm weather conditions (Fig. 5a), the smallest resus-
pension ages are also found along the coast between Dunkerque
and Zeebrugge, in the shallow part of the Westerschelde and
around Westkapelle. In general, however, the sediments of class
IV do not reach the coastline between Zeebrugge and Nieuw-
poort. The stronger winds have a weaker influence on sediments
of class IV than on the finer sediments (Fig. 5b). Roughly speak-
ing, the age distribution reflects the local bathymetry. The
modification of the horizontal circulation plays a minor part
since the coarse sediments concentrate at the bottom of the
water column where the horizontal currents are weaker.

Using a different choice for the birth date of the particles,
the age can be used to quantify the transport rate of mud across
the BCZ. The point is that, because of the occurrence of inter-
mittent sedimentation/resuspension events, the residual trans-
port of suspended matter cannot be described by means of
the usual residual velocity field. In fact, the description would
require a Lagrangian residual velocity field that is computed
by following the particle along its movement, including the
resting phase on the bottom, the resuspension events and the
vertical motion in the water column. While such a Lagrangian
approach is feasible to compute the path of the sediment par-
ticles using random walk models, it is not appropriate to syn-
thesize or describe the complex movements of the sediments
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by means of a single Lagrangian residual velocity field. The
concept of age can be used to circumvent this difficulty. To
this end, the age of a particle can be defined as the time
elapsed since that particle passed through a source region S.
In the simulations, this source region is defined as a single
line which is drawn perpendicular to the coast (see Fig. 1).
The mean age at a downstream location measures the average
time taken by the suspended sediment parcel to travel from the
source region to the observation point. Hereafter, the age com-
puted in that way is called ‘transport age’. It should be noticed
that deposition events influence the transport age since the vir-
tual clock that is attached to each particle keeps running when
the parcel is lying on the bottom.

Obviously, the transport age makes sense only for the par-
ticles that moved through the source region at a previous time.
Therefore, it is also necessary to mark these particles as done
for the resuspension age. Using the same notations for the con-
centrations of the marked sediments ~Ci and ~Ci

s, but with differ-
ent interpretations, the new marking procedure is described by
the requirement that

~Ci ¼ Ci; ~Ci
s ¼ Ci

s in S ð19Þ
As above, the flux of marked sediments is assumed to be

zero at inflowing open boundaries and the sedimentation and
erosion fluxes are computed according to Eq. (12).

A budget of the age concentration of the marked sediments
leads again to Eq. (16). This equation is now coupled to the cor-
responding equation for the age concentration in the sediment
layer. Introducing the mean transport age of the marked frac-
tions of the freshly deposited sediments of each class
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ai
sðt;xÞ ¼

ai
sðt;xÞ

~Ci
sðt;xÞ

ð20Þ

one has indeed

vai
s

vt
¼ ~Ci

sþFi
a;sed �Fi

a;ero ð21Þ

where Fi
a;sed and Fi

a;ero denote the age concentration fluxes cor-
responding to the sedimentation and the erosion fluxes. These
fluxes account for the exchange of age content between the
water column and the bottom layer and couple Eqs. (16) and
(21) through the bottom boundary condition

�
ðvþwi

sÞai�K$Vai
�
$n¼ Fi

a;sed �Fi
a;ero ð22Þ

Appropriate parameterisations of the sedimentation and
erosion fluxes Fi

a;sed and Fi
a;ero of the age concentrations of
the marked sediments can be obtained under the natural as-
sumption that the marked material behaves exactly in the
same way as the total suspended matter and that the particles
settle on the bottom or are put back in the water column with
their age. One has

Fi
a;ero ¼ ai

s
~Fi

ero ¼
ai

s

Ci
s

Fi
ero ð23Þ

and

Fi
a;sed ¼ ai

b
~Fi

sed ¼
ai

b

Ci
b

Fi
ero ð24Þ

where ai
b and ai

b denote, respectively, the mean age and the
age concentration of the marked sediment at the bottom of
the water column.
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Fig. 5. Wind vectors during the simulation period.
The transport ages computed for sediments of class I and
IV on the 27th of February 1993 are shown in Fig. 6.

From Dunkerque to Oostende and at offshore locations, the
transport of both types of sediments occur at similar rates: the
mean transport age of the material offshore Zeebrugge reaches
about 15 days for both sediment types. Differences appear for
more coastal waters around Zeebrugge and in the Scheldt es-
tuary. The transport of Channel material into the Scheldt
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Fig. 6. Depth-average mean transport age (day) of sediment from class I (top panel) and class IV (bottom panel) on the 27th February 1993 (14 h).
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estuary seems less efficient for fine sediments than for coarse
sediments with transport age of, respectively, about 25 days
and 21 days. Similarly, fine sediments from the English Chan-
nel hardly influence the shallow areas around Westkapelle
while coarse grain mud with a transport age of 25e20 days
(from the chosen origin) is found at these locations.

The different behaviors and transport routes/rates of the two
types of sediments considered here are related to complex in-
teractions between the vertical motions in the water column
(and the settling on the bottom) and the horizontal circulation.
For instance, the higher transport age of sediments of type I
around Zeebrugge and the larger horizontal gradient between
Zeebrugge and Oostende are clearly related to the fact that
the incoming SPM flux from the source region has to face
the adverse residual circulation flowing from the Scheldt along
the coast towards Oostende. Since sediments of class I behave
more like dissolved tracer, their movements towards Zee-
brugge strongly rely on (moderately slow) diffusion. For class
IV sediments, the differential advection between ebb and flood
with possible depositioneresuspension events constitutes
a more efficient mechanism to transport SPM against the
residual flow.

7. Conclusions

Both the resuspension and horizontal transport of sediments
can be studied using the Constituent-oriented Age and Resi-
dence time Theory. The application of this theory allows the
computation of the transport rates of mud in the coastal zone
as a function of the characteristics of the sediments.

The different transport routes and transport rates of the dif-
ferent sediment classes are likely to play a significant part in
the transport of attached pollutants. For instance, while cad-
mium and copper tend to exhibit an inverse relationship with
salinity, suggesting that these heavy metals behave like dis-
solved tracer, the more ‘particle reactive’ mercury becomes
rapidly associated with particulate matter. The resulting trans-
port rate and dispersion of mercury in the coastal environment
will therefore be strongly affected by its partition between sed-
iments of the different size classes considered here. Future
work will therefore be devoted to the characterization of the
transport of sediments and its influence on the spreading of
contaminants.
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Delhez, E.J.M., Grégoire, M., Nihoul, J.C.J., Beckers, J.-M., 1999b. Dissection

of the GHER turbulent closure scheme. Journal of Marine Systems 21,

379e397.

Delhez, E.J.M., Carabin, G., 2001. Integrated modelling of the Belgian Coastal

Zone. Estuarine, Coastal and Shelf Science 53, 477e491.

Delhez, E.J.M., Deleersnijder, E., 2002. The concept of age in marine model-

ling: II. Concentration distribution function in the English Channel and the

North Sea. Journal of Marine Systems 31, 279e297.

Estournel, C., Kondrachoff, V., Marsaleix, P., Vehil, R., 1997. The plume of

the Rhone: numerical simulation and remote sensing. Continental Shelf

Research 17, 899e924.

Fettweis, M., Van den Eynde, D., 2003. The mud deposits and the high turbid-

ity in the BelgianeDutch coastal zone, southern bight of the North Sea.

Continental Shelf Research 23, 669e691.

Fredsøe, J., 1993. Modelling of non-cohesive sediment transport processes in

the marine environment. Coastal Engineering 21, 71e103.

Gerritsen, H., Vos, R.J., van der Kaaij, T., Laneand, A., Boon, J.G., 2000. Sus-

pended sediment modelling in a shelf sea (North Sea). Coastal Engineering

41, 317e352.

Gerritsen, H., Boon, J.G., van der Kaaij, T., Vos, R.J., 2001. Integrated mod-

elling of suspended matter in the North Sea. Estuarine, Coastal and Shelf

Science 53, 581e594.

Hayter, E.J., Gu, R., 2001. Prediction of contaminated sediment transport in

the Maurice River-union Lake, New Jersey, USA. In: McAnally, W.H.,

Mehta, A.J. (Eds.), Coastal and Estuarine Fine Sediment Processes.

Elsevier, Amsterdam, pp. 439e458.

Holt, J.T., James, I.D., 1999. A simulation of the southern North Sea in com-

parison with measurements from the North Sea project part 2 suspended

particulate matter. Continental Shelf Research 19, 1617e1642.



683C. Mercier, E.J.M. Delhez / Estuarine, Coastal and Shelf Science 74 (2007) 670e683
James, I.D., 1996. Advection schemes for shelf sea models. Journal of Marine

Systems 8, 237e254.

Jiang, W., Pohlmann, T., Sündermann, J., Feng, S., 2000. A modelling study of

SPM transport in the Bohai sea. Journal of Marine Systems 24, 175e200.

de Kok, J.M., de Valk, C., van Kester, J.H.Th.M., de Goede, E.,

Uittenbogaard, R.E., 2001. Salinity and temperature stratification in the

Rhine plume. Estuarine, Coastal and Shelf Science 53, 467e475.

Krone, R.B., 1962. Flume Studies of the Transport of Sediment in Estuarial

Shoaling Processes. Final Report. Hydraulic Engineering Laboratory

And Sanitary Engineering Research Laboratory, University of California,

Berkeley.

Kuhrts, C., Fennel, W., Seifert, T., 2004. Model studies of transport of sedi-

mentary material in the western Baltic. Journal of Marine Systems 52,

167e190.

Lin, B., Falconer, R.A., 1996. Numerical modelling of three-dimensional

suspended sediment for estuarine and coastal waters. Journal of Hydraulic

Research, IAHR 34, 533e556.

Liu, J.T., Chao, S.-Y., Hsu, R.T., 2002a. Numerical modelling study of sediment

dispersal by a river plume. Continental Shelf Research 22, 1745e1773.

Liu, W.-C., Hsu, M.-H., Kuo, A.Y., 2002b. Modelling of hydrodynamics and

cohesive sediment transport in Tanshui river estuarine system, Taiwan.

Marine Pollution Bulletin 44, 1076e1088.

Lumborg, U., Windelin, A., 2003. Hydrography and cohesive sediment mod-

elling: application to the RømøDyb tidal area. Journal of Marine Systems

38, 287e303.

Lumborg, U., 2004. Modelling the deposition, erosion and flux of cohesive

sediment through Øresund. Journal of Marine Systems 56, 179e193.

Lumborg, U., Pejrup, M., 2005. Modelling of cohesive sediment transport in

a tidal lagoonean annual budget. Marine Geology 218, 1e16.

Madala, R.V., Piacsek, S.A., 1977. A semi-implicit numerical model for

baroclinic oceans. Journal of Computational Physics 23, 167e178.

McManus, J.P., Prandle, D., 1997. Development of a model to reproduce ob-

served suspended sediment distributions in the southern North Sea using

principal component analysis and multiple linear regression. Continental

Shelf Research 17, 761e778.

Mehta, A.J., 1989. On estuarine cohesive sediment suspension behavior.

Journal of Geographical Research 94 (C10), 14303e14314.

Morris, A.W., Howarth, M.J., 1998. Bed stress induced sediment resuspension

(SERE 88/89). Continental Shelf Research 18, 1203e1213.

Mulder, H.P.J., Udink, C., 1991. Modelling of cohesive sediment transport. A

case study: the western Scheldt estuary. In: Edge, B.L. (Ed.), Proceedings

of the 22nd International Conference on Coastal Engineering. American

Society of Civil Engineers, New York, pp. 3012e3023.

Nihoul, J.C.J., Hecq, J.-H., 1984. Influence of the residual circulation on the

physico-chemical characteristics of water masses and the dynamics of

ecosystems in the Belgian Coastal Zone. Continental Shelf Research 3,

167e174.

Nihoul, J.C.J., Deleersnijder, E., Djenidi, S., 1989. Modelling the general circu-

lation of shelf seas by 3D ke3 models. Earth-Science Reviews 26, 163e189.
Pandoe, W.W., Edge, B.L., 2004. Cohesive sediment transport in the 3D-

hydrodynamic-baroclinic circulation model: study case for idealized tidal

inlet. Ocean Engineering 31, 2227e2252.

Parchure, T.M., Mehta, A.J., 1985. Erosion of soft cohesive sediment deposits.

Journal of Hydraulic Engineering 111, 1308e1326.

Partheniades, E., 1965. Erosion and deposition of cohesive soils. Journal of the

Hydraulics Division Proceedings of the ASCE 91 (HY1), 105e139.
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a School of Chemistry, Physics and Earth Sciences, Flinders University AdelaideeAustralia, GPO Box 2100, Adelaide, SA 5001, Australia
b Marine and Ocean Forecasting Group, Bureau of Meteorology, GPO Box 1289, Melbourne, Vic. 3001, Australia

Received 19 April 2006; accepted 9 May 2007

Available online 19 July 2007

Abstract

A three-dimensional s-coordinate ocean model with realistic forcing is used to derive and compare flushing time, residence time and water
age distributions in Bass Strait, a broad shallow shelf sea in south-eastern Australia which exhibits seasonal variation in water mass properties
and circulation. Results illustrate flushing out of most old water occurs each winterespring period and the circulation in summer increases age of
remnant older water in the Strait. A correlation between water age and salinity is found in winter which is the result of advective ‘‘erosion’’ of
the interior water mass. The presence of an area in the south-eastern part of the interior with low flushing is suggested to result from a number of
physical factors including the presence of quasi-stationary eddies which entrain age, leading to relatively older water residing there.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: water age; flushing time; residence time; water mass; tracers
1. Introduction

Hydrodynamic models are routinely used to predict flushing
of water bodies or dispersion of toxic materials, such as those
introduced by oil spills or outfalls, which may expose ecosys-
tems to contamination. Methods include the use of transport
timescales such as flushing times, residence times and more re-
cently water age. With these methods, variation of water mass
or variation of individual constituents which comprise seawa-
ter, such as pure water, suspended matter, dissolved gases
and solids, pollutants, contaminants and biota can be studied.

Transport timescales in general provide summaries of
advective and diffusive transport processes and can be used
to highlight variability in the distribution of important proper-
ties critical to marine ecosystems and climate such as temper-
ature, salinity, chlorophyll a, macro- and micronutrients and
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dissolved O2 and CO2. Many case studies exist where transport
timescales have been used to trace water mass and estimate
ventilation rates in the deep ocean (England, 1995; Karstensen
and Tomczak, 1998; Hirst, 1999; Deleersnijder et al., 2002) or
to investigate circulation in semi-enclosed seas and estuaries
(Oliviera and Baptista, 1997; Walker, 1999; Delhez and Dele-
ersnijder, 2002; Monsen et al., 2002; Sadrinasab and Kämpf,
2004; Sandery and Kämpf, 2005).

Timescale measurements can be made using either a
Lagrangian or an Eulerian tracer in a numerical model and
found using arbitrary boundaries which delimit a control region
of interest. There are advantages and disadvantages to both
which are discussed in Section 2.2. The placement of the
boundaries to define a region of interest is an arbitrary choice,
and will influence absolute values of the timescales. To some
extent, the timescale distributions in the system are relative
by nature and similar patterns will be seen regardless of the
location of the boundary.

Flushing time of a volume of seawater is usually the time
taken for most or all of the constituents to be overturned or
replaced with water from outside the volume (Takeoka,

mailto:p.sandery@bom.gov.au
http://www.elsevier.com/locate/ecss
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1984; Zimmerman, 1988; Monsen et al., 2002; Sadrinasab and
Kämpf, 2004). The e-folding flushing time is typically used as
an estimate of the mean flushing time (Delhez et al., 2004).
This is defined as the time taken for tracer concentration to
drop to 1/e of its initial concentration. This definition used
in a number of previous studies (Walker, 1999; Monsen
et al., 2002; Sandery and Kämpf, 2005) and adhered to in
this study. Local flushing times for sub-volumes of a control
region can only be defined with respect to the control region
itself. The scale of smallest sub-volumes within the region
of interest is also somewhat arbitrary and influences the reso-
lution of the timescale distribution. This scale is best defined
at model grid resolution.

Residence time can be defined as the time taken for a water
parcel or introduced material to leave a region (Takeoka, 1984;
Delhez et al., 2004; Delhez, 2006). Material can be introduced
to the region by either point or diffuse sources. Residence time
and flushing time are the same in the integral sense, i.e. when
distributions are summed and averaged over an entire volume.
If tracer concentration decreases with time according to
m(t) ¼ m(0)e�t/tf, where m is tracer mass, t is time and tf is
flushing time, then mean flushing time is equal to mean resi-
dence time (Delhez et al., 2004). While integral timescales
are useful for comparing and classifying different systems,
their relevance is limited to steady state cases with strong mix-
ing and they potentially misrepresent transport processes (Oli-
viera and Baptista, 1997). The distribution of a timescale, or
its local variation, within a region of interest provides addi-
tional information, and can be used to determine the ‘‘advec-
tionediffusion’’ climate of the system (Monsen et al., 2002).
This may be more important from an ecological point of view.

Age is a property of each constituent and can be used to
trace movements and variations of constituents within (or
away from) a region of interest. The age of a constituent or
water parcel can be defined as the time since it entered the
region or was last exposed to the region (England, 1995; Kar-
stensen and Tomczak, 1998; Delhez et al., 1999; Hirst, 1999;
Deleersnijder et al., 2001, 2002; Delhez and Deleersnijder,
2002; Monsen et al., 2002; Deleersnijder and Delhez, 2004;
Hall and Haine, 2004). Deleersnijder et al. (2001) derive an
age concentration function which accounts for advection, dif-
fusion, production and destruction of constituents. Production
and destruction can be ignored when considering the age of
the pure water fraction of seawater laterally transported into
the region of interest. In this case water age is governed
only by advection and diffusion and can be described by the
following Eulerian age equation:

vA

vt
¼ KHV2AþKV

v2A

vz2
�AðV$VÞ þ SA

where A is age, t is time, KH and KV are horizontal and vertical
turbulent diffusivity coefficients, SA is a source term equal to
unity. V is a three-dimensional velocity vector and V is the
gradient operator. The limitation of using such an equation
is that age distribution in a control volume cannot properly
be accounted for. Solutions would only be able to represent
statistical averages. In this study we use a novel alternative ap-
proach and derive a time-varying age distribution with a simple
method using Lagrangian particles.

All constituents in a region have different ages according to
the time they enter the region (or were last exposed to the
region) through some boundary to that region. Age is both
a property of the constituent and a function of its pathway.
The spatial age distribution in a control region can be used
to identify age-fronts, which may delimit different water
masses. By examining the time varying spatial age distribution
in a control region, the sources and sinks of the control region
can be identified and the question of where the oldest water
resides in the control region becomes answerable.

In steady state flow, local or integral transport timescales
could be assessed by single release of a tracer concentration
field with even distribution in the region of interest, at any
time, provided a suitable period is allowed for the turnover
of the mass or volume of the system. To understand variation
in a non-stationary system, such as one which exhibits sea-
sonal variation, the use of release time dependent tracer con-
centration fields is required (Oliviera and Baptista, 1997). In
this case, tracer should be released at appropriate time inter-
vals. This is similar to prescribing a suitable sampling fre-
quency. For example, seasonal variation in flushing could be
captured by release of independent tracer fields in the region
of interest at monthly to quarterly intervals.

In general, differences that occur between timescales stem
from their definitions, which imply different initial and bound-
ary conditions. Differences may be better understood by consid-
ering which statistics form part of the respective timescale
distributions. Neither material entering, leaving or outside the
control region is part of the age distribution in the control region.
Only material leaving a control region forms the residence time
distribution, that entering or inside is not part of it (Takeoka,
1984). Flushing time distribution is similar to residence time
distribution in this sense because it cannot be found until flush-
ing times for all sub-volumes of a control region are obtained.

1.1. Background physical characteristics

Bass Strait is a broad, relatively shallow shelf-sea connect-
ing the southeast Indian Ocean in the west with the Tasman
Sea in the east and is located between Tasmania and Victoria
in Australia (Fig. 1). The Strait’s mean depth is between
50e70 m and abyssal depths on either side are around 5 km.
Oceanic margins are characterised by shelf-break and conti-
nental slope incised by submarine canyons. Entrances to the
Strait feature sills and island groups. The centralised basin
has maximum average depth of around 100 m. The Strait has
a reputation for large complex swell patterns, high winds and
strong tidal currents (Jones, 1980).

A confluence of different water masses occurs in the region,
which influences ecological processes and water mass in Bass
Strait (Fig. 2). The East Australian Current (EAC) is a western
boundary current which transports between minimum of 7 Sv
and maximum of 16 Sv in winter and summer, respectively,
southwards between 23�S and 43�S off eastern Australia
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Fig. 1. Model domain and bathymetry (model is limited to maximum 1000 m depth). Model coastline (heavier line) shown to illustrate fitting of model to the

region. Area within Bass Strait marked with crosses at model grid resolution is arbitrarily defined control region of interest for transport timescales. Areas A

and B are used to illustrate age distributions at different times of year. Coastline and bathymetric data source: Geoscience Australia, 2002.
(Ridgway and Godfrey, 1997) (1 Sverdrup (Sv) ¼ 106 m3 s�1).
There may be periodic intrusions into north-eastern Bass Strait
(Newell, 1960); however, this is not well documented. For at
least 6 months of the year, around the austral winter season,
the South Australian Current (SAC) moves relatively saltier-
warmer water eastward along the southern Australian shelf
from the Great Australian Bight to western Bass Strait. This
current bifurcates near 39�S, 143�E with one extension
Fig. 2. Schematic representation of currents in region. Dashed arrows denote summer currents. Shelf break depth (200 m isobath) is indicated. Bathymetric data

source: Geoscience Australia, 2002. Adapted and modified from the following: EAC, East Australian Current (Ridgway and Godfrey, 1997); SAC, South Austra-

lian Current (Ridgway and Condie, 2004); ZC, Zeehan Current (Baines et al., 1983); FC, Flinders Current (Bye, 1983; Middleton and Cirano, 2002); CC, summer

Coastal Current (Kämpf et al., 2004).
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moving into Bass Strait and one becoming the Zeehan Current
(ZC) off western Tasmania. The ZC is about 40 km wide and
50 m deep and transports about 1 Sv (Baines et al., 1983). This
is a small part of the longest known coastal current system,
a seasonal linkage of the Leeuwin, South-Australian and Zee-
han Currents, beginning on the northwest shelf of Australia
and finishing off eastern Tasmania (Ridgway and Condie,
2004). The Flinders Current (FC) transports fresher-cooler
water, from the surface to depths of w800 m along the conti-
nental slope, in a northwest direction from off western Tasma-
nia as far west as Cape Leeuwin in Western Australia (Bye,
1983; Middleton and Cirano, 2002). The coastal current (CC)
is part of a summer coastal upwelling system, resulting from
regular south-easterly winds (Kämpf et al., 2004), and is asso-
ciated with low sea-level anomalies, at this time of year, along
parts of the southern shelf of Australia.

In winter, dense water forms in the Strait and flows down
the eastern continental slope to depths of between 300e
400 m. This density current is known as the Bass Strait Cas-
cade (BSC) (Boland, 1971; Godfrey et al., 1980; Tomczak,
1985, 1987; Gibbs et al., 1991; Luick et al., 1994).

Currents within Bass Strait are primarily driven by tides,
winds, incident continental shelf waves and density driven
flows (Brodie and Radok, 1970; Fandry, 1982, 1983; Baines
and Fandry, 1983; Baines et al., 1983; McIntosh and Bennett,
1984; Fandry et al., 1985; Middleton and Viera, 1991; Hannah,
1992; Middleton and Black, 1994; Sandery and Kämpf, 2005).
These phenomena work sea level anomalies at either end of
the channel, causing pressure gradients. The external Rossby
radius is of the order of the Strait width (250e300 km) and
geostrophy plays a significant part in the production of currents
in the Strait. Residual throughflow is governed mainly by mean
sea levels at the western and eastern entrances. On average,
a summer current system may be present in the Strait for up
to w1/3 of the year brought about by mean southerly winds
but this is unclear and not well documented (Gibbs et al.,
1986; Tomczak, 1987). For the remainder of the year mean
westerly winds drive zonal eastward residual throughflow.
The extent and influence of currents and water masses varies
seasonally and inter-annually. Water mass properties in the
Strait are influenced by local air-sea heat-salt/freshwater fluxes
and properties carried by inflow mostly from the west (Tomc-
zak, 1985, 1987; Herzfeld and Tomczak, 1997). Shallow
regions surrounding the island groups and in the Strait
entrances are usually well mixed vertically throughout the
year. Waters in the deeper interior are well mixed vertically
for up to 6 months of the year (Baines and Fandry, 1983; Gibbs
et al., 1986). Stratification has seasonal variation over a large
part of the interior. In summer, a shallow warmer (by up to
4 �C) surface mixed layer up to 30e40 m deep may be present.
Wind-stress controls levels of vertical mixing in the interior,
where tidal influence is small, and affects seasonal onsets
and breakdowns of stratification.

The aim of this study is to derive and compare flushing
time, residence time and age distributions for Bass Strait,
from realistic model simulations, to gain an understanding of
seasonal variation of residual circulation and hydrographic
properties. The bathymetry of the region and the extent of
the model domain is shown in Fig. 1. An arbitrarily chosen
control region of interest for finding timescale distributions
is indicated with crosses at model horizontal grid resolution.
Model coastline (heavier line) is plotted to illustrate how the
model fits within the region. Two areas A and B, which are
5 � 5 horizontal grid cells are used to illustrate age distribu-
tions at different times of year.

2. Methods

2.1. Model description

In this study we use COHERENS, a coupled hydrodynamic
and ecological model for regional and shelf seas (Luyten et al.,
1999). This has been developed into a regional model for
south-eastern Australia and Bass Strait. COHERENS is
a three-dimensional primitive equation s-coordinate finite-
difference numerical model which is coupled to biological, op-
tical and sediment transport modules. Only the hydrodynamic
aspect of the model is used here. The model has been exten-
sively tested and used in estuarine and regional case studies
(Umgiesser et al., 2002; Marinov et al., 2006). The model is
public domain and a full description with sensitivity studies
and test cases can be found in Luyten et al. (1999). The model
is configured in the following way to resolve physical pro-
cesses characteristic of the region. The model uses a spherical
Arakawa C grid with variable Coriolis parameter. Sub-grid
scale horizontal turbulent diffusion of momentum, heat, salt
and Eulerian tracer is parameterized using the Smagorinsky
formulation which accounts for current shear and horizontal
grid scale. Advection of momentum and scalar quantities is
found using a Total Variation Diminishing scheme with Super-
bee limiter for regions with strong current shear (Luyten et al.,
1999). This method has been found to be stable over long sim-
ulations (40 years) (Sadrinasab and Kämpf, 2004). Vertical
turbulent diffusion is parameterised with the k � 3 (mixing
length � dissipation rate) second order turbulence closure
scheme which employs an implicit time scheme. The model
uses the general equation of state of seawater defined by the
Joint Panel on Oceanographic Tables and Standards
(UNESCO, 1981). Bathymetric data was acquired from the
0.01 degree resolution Geoscience Australia Bathymetry and
Topography Grid (2002). This was interpolated onto a 0.08
degree grid, which is the horizontal resolution of the model.
The bathymetry was smoothed so that slopes were less than
or equal to 0.1. This assists in satisfying hydrostatic consis-
tency and minimising pressure gradient errors (Haney,
1990). The model grid has 128 x 96 x 5 grid points in the l,
4, and s directions respectively. Here l refers to longitude,
4 to latitude and s to vertical sigma level. Five vertical sigma
levels was a compromise to maximise model efficiency with
relatively fine lateral resolution and long simulation times.
Shorter simulations with 20 sigma levels yielded similar
results (not shown). Reference l and 4 are 141�E and 45�S,
which define the bottom left corner of the model domain
(Fig. 1). The model has a minimum depth of 20 m and
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a maximum depth of 1000 m. Bottom friction is calculated
based on a roughness length of 8 mm. The model uses a two-
dimensional barotropic mode time step of 30 s, which
satisfies the CouranteFriedrichseLewy condition, and a three-
dimensional baroclinic mode time step of 300 s. A simulation
of 2 years in length is carried out, starting 1 January. A suitable
period for determining the length of a flushing/residence time
simulation is a period about twice the length of the flushing/
residence timescale itself (Deleersnijder et al., 2001; Delhez
and Deleersnijder, 2002). Two years simulation time is suffi-
cient to find the flushing/residence times of the tracer/particles
released towards end of the first year.

The initial density field and time-dependent three-
dimensional open boundary profiles are established using the
CSIRO Climatological Atlas of Regional Seas (CARS) atlas
(Dunn and Ridgway, 2002; Ridgway et al., 2001). Incoming
water mass properties are defined at every model time step
using CARS annual and semi-annual harmonics. Atmospheric
forcing data supplied to the model consists of spatially varying
surface wind stress, relative humidities, precipitation and air
temperatures from NCEP reanalysis monthly long-term means
(Kalnay et al., 1996). NCEP reanalysis data is provided on
a global 2.5� � 2.5� horizontal grid and represents the period
1968e1998. NCEP monthly long-term mean wind speed
(which differs in magnitude from NCEP monthly long-term
mean wind components) is used to force the latent and sensi-
ble heat fluxes. Fractional cloud cover was obtained from the
Arctic Ocean Model Intercomparison Project (AOMIP) which
provides long-term mean cloudiness ratio on a global
1.1� � 1.1� horizontal grid. This was used in this study as it
was the only available information of this type at the time
the experiments and model were designed. The atmospheric
forcing fields were temporally linearly interpolated at each
time step in the model from month to month over the annual
cycle. Two dimensional open-sea boundary forcing consisted
of prescribed tidal sea-level amplitude and phase, for the M2,
S2, O1 and K1 constituents, based on data from the Australian
National Tidal Centre (NTC). Open boundaries are set a signif-
icant distance from the Strait to minimise their influence.
Additional boundary forcing is added to generate a SAC and
EAC because these are not generated in the model domain.
This is in the form of a residual seasonally varying exponen-
tially shaped sea surface which satisfies the external Rossby
radius of deformation (Luyten et al., 1999). For the SAC an
annual rise and fall in residual sea level at the northern end
of the western open boundary from 0 cm in summer to 12 cm
in winter is prescribed. For the EAC an annual fall and rise
from 20 cm in summer to 0 cm in winter at the north-eastern
open boundary corner is prescribed. Model tuning and verifica-
tion was carried out by harmonic analysis of the tides and
comparison of mean model salinities and temperatures with
the CARS atlas.

2.2. Calculation of relevant transport timescales

To find distributions of flushing times, residence times and
water age, we place a control region (Fig. 1) in the model. The
same control region is applied irrespective of timescales or
frames of reference. Eulerian tracer concentration fields are
used for flushing times and Lagrangian particles are used for
age and residence times. The number of particles used is
10,000. The use of particles requires a significant source pop-
ulation be continually available at the control region’s open
boundaries. Also, many need to be present in the control
region at any moment for representations of the age or residence
time distributions with statistical significance. One important
difference between the two frames of reference is parameterisa-
tion of sub-grid scale mixing. Diffusion in the Lagrangian
method is modelled using a Monte-Carlo or random walk
method where particles are subjected to random motion with
variance s2 ¼ 2KDt where K is local diffusivity and Dt is model
time step (Maier-Reimer and Sündermann, 1982). The Eulerian
method models diffusion processes using the Smagorinsky
scheme for sub-grid scale parameterization of horizontal
turbulence. The Eulerian scheme contains finite-difference
advection-diffusion conservation equations for transport of
conservative tracer. If tracer is initialised at unit concentration
at all cells in the model control region, then the tracer concen-
tration field represents all mass in the volume of the control re-
gion. Change in concentration in a local cell represents change
in mass with respect to the control region. Accompanying this
change is an equal amount of mass leaving and new mass enter-
ing the control region. The Eulerian method offers advantages
in terms of being a computationally efficient statistical repre-
sentation of the mass distribution. Lagrangian tracers offer
advantages over this approach if suitable amounts of particles
are utilised. Computational effort is directed to areas where
particles are concentrated, allowing sources and sinks to be rep-
resented and sharp fronts to be resolved (Luyten et al., 1999).
The Eulerian finite difference method uses the resolution
defined by the grid and is usually a coarser resolution than
that needed to resolve frontal structures. This approach intro-
duces smoothing of frontal structures and numerical dispersion
into the solution.

The Lagrangian particle tracking scheme uses a recycling
method which keeps the same original number of particles
(10,000) in the model domain. Particles that leave the model
domain are reinitialised at random locations at the sea surface
in areas where the maximum depth is less than 200 m, inside
and outside the control region. This generates a steady rain of
source particles over the shelf in the model. This is useful
because the circulation organises source particles from open
boundaries to be concentrated in certain locations and there
exists a need to continually introduce source material in areas
where low concentrations exist, otherwise these areas would
not be sampled often enough. The particles that rain on the
control region are only used for residence times so that local
cells in the control region have as many measurements as pos-
sible. Particles that rain on the control region are not used for
age, even though they could be if we were considering age of
constituents entering through the air-sea interface. Instead we
are interested in age of external water mass coming into the
control region through its open boundaries. Having suitable
quantities of particles continually recycled through the system
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is important for attempting to obtain statistically significant
residence time and age measurements. Flushing time, resi-
dence time and age distributions are three-dimensional but
have been depth-averaged in the analysis.

2.3. Flushing time

To calculate e-folding flushing times we use 12 different
three-dimensional Eulerian tracer concentration fields. Each
tracer field has a different release time which is at the begin-
ning of each month during the first year of the simulation.
All tracer concentration fields are initialised at unit concentra-
tion, in the control region shown in Fig. 1. Flushing times are
calculated for each model grid cell in the control region. The
12 different tracer concentration fields produce 12 different
flushing time distributions. Annual mean flushing times are
calculated from the 12 different flushing time distributions.
For summer mean flushing times we use tracer concentration
fields released in December, January and February. For winter
mean flushing times tracer concentration fields released during
June, July and August are used.

2.4. Residence time

Residence times are found by measuring the time taken for
particles emanating from sub-volumes or local cells to leave
the control region. Particles already in the system which enter
local cells laterally are used as well as particles that are ran-
domly introduced into the local cells. Here, each local cell is
defined to be each model horizontal grid scale water column.
A distribution of residence times for each water column is
found by re-running the loop of particle trajectories for every
water column. Annual mean residence times for each water
column are found by running through the full two year simu-
lation of particle trajectories for each water column. The aver-
age of each distribution is the residence time that is gridded to
produce an Eulerian map. Residence times dependent on
release time either in the summer months or winter months
are found by only tagging particles emanating from each water
column in the respective seasons. Residence times are
removed from the analysis if less than 25 samples per local
cell are obtained.

2.5. Water age

Finding age distribution in the control region requires open
boundaries act like sensors that turn on timers associated with
new particles entering. Particles that leave the control region
are not used for age. If particles re-enter they are considered
new again. It is not possible to estimate initial ages of particles
inside the control region, so it is necessary to ‘‘spin-up’’ the
age distribution over the first part of the simulation. A spatial
distribution is formed when there are many particles broadly
distributed in the control region, however it is eventually
lost if source particles are not available. Age distribution is
mapped by gridding particle ages with respect to their irregu-
lar locations. The time varying age distribution is followed at
every particle trajectory time step, which is every 24 h. The
age distribution in the system takes about 6 months to spin
up and is in constant transition, so seasonal mean age distribu-
tions for the final year of the simulation are presented.

3. Results and discussion

3.1. Tides, seasonal cycle of hydrographic properties
and general circulation

Harmonic analysis of two years of model sea-level data was
carried out to find the co-tidal amplitudes and phases for the
M2, O2, S1 and K1 tides (Fig. 3). These are in agreement
with NTC values (not shown) and previous studies (McIntosh
and Bennett, 1984; Fandry et al., 1985). Relative errors are
between 3e8%. The model resolves the characteristic M2

standing wave and the locations of virtual amphidromic points,
which are key features of the tides in the region.

Seasonal cycles of mean surface and bottom s-layer tem-
perature and salinity (averaged over the control region) pre-
dicted by the model are in reasonable agreement with
corresponding mean CARS atlas values (Fig. 4), despite inher-
ent uncertainties in both model and atlas data. Ten year model
simulations carried out with the same configuration show that
the second year of the simulation is close to steady state.

Model currents resulting from wind driven, tidal driven and
remotely forced sea-level forcing are in close agreement with
previous studies (Fandry, 1982, 1983; McIntosh and Bennett,
1984; Fandry et al., 1985; Middleton and Viera, 1991; Hannah,
1992; Middleton and Black, 1994).

Summer and winter depth-averaged salinity and current
fields are presented in Fig. 5a and b. Salinity in summer
reflects relatively high evaporation in northern Bass Strait,
driven by model latent heat fluxes. This continues in the sim-
ulation in autumn and the salinity anomaly spreads further
southward (not shown). In areas in the Strait Passages, such
as in Banks Strait and north of the Furneaux Group, relatively
strong vertical and horizontal tidal mixing acts to lower salin-
ities. The salinity distribution in winter is a result of advective
‘‘erosion’’ of the field produced in summer by lateral transport
into the region. Interestingly, the model predicts that the salt-
iest water in summer is in northern Bass Strait whereas the
saltiest water in winter is in south-eastern Bass Strait.

3.2. Annual mean transport timescale distributions

The differences in transport timescale distributions can be
accounted for by their different definitions, resolutions and
parameterisations of mixing. It is emphasised that these trans-
port timescales are different ways of viewing the same residual
advection and diffusion for the 2-year simulation. Frequency
distributions of all sampled ages, flushing times and residence
times measured in the simulation are given in Fig. 6.

Annual mean and depth-averaged flushing time distribution
(Fig. 7a) compares well with the annual age distribution
(Fig. 7g). The oldest water on average is suggested by these
results to reside in the south-eastern quadrant of the control
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Fig. 3. Co-amplitudes (m) and co-phases (degrees relative to UTC) for modelled M2, S2, O1 and K1 tidal constituents.
region. Annual mean age and flushing time distributions sug-
gest that transport is larger through the north-western bound-
ary of the control region than the south-western boundary.
Annual mean residence time distribution (Fig. 7d) suggests
that water leaving from the western side and along the north-
ern Tasmanian coastline has the longest residence times in the
system.

All annual mean transport timescale distributions indicate
that the model generates transport that is generally eastward.
Transport through the Strait is along a pathway from the
main source in the north-western corner to the main sink in
the north-eastern corner. Whilst moving through, a proportion
of water coming in from the west goes southeast into a region
of older age and longer flushing times, before it is moved
northwards and out of the region towards the east. In this
region there is a tendency for quasi-stationary eddies to develop
and recirculate water mass. The presence of these eddies are
where long age or flushing times can coincide with long resi-
dence times. Longer flushing times and residence times adja-
cent the northern Tasmanian coastline are a signature of the
westward movement of waters from these locations in the
summer period. Longer local flushing times and shorter local
Fig. 4. Weekly averages of model and CARS atlas (a) temperature (�C) and (b) salinity (psu) spatially averaged over the control region. Solid lines are model

surface s-layer and dashed lines are model bottom s-layer, circles denote atlas surface s-layer and triangles atlas bottom s-layer.
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Fig. 5. Mean depth-averaged salinity (psu) and depth-averaged currents (cm s�1) for (a) summer and (b) winter. Maximum depth-averaged current speed corre-

sponds to longest vector shown.
residence times at the eastern side, and the contrary at the west-
ern side, is what would be expected with residual eastward
transport through the region. Maximum annual and depth-aver-
aged flushing time is w255 days, residence time is w228 days
and age is w252 days. The similarities between annual average
age and flushing time distributions suggest that the two tend to-
wards each other over time. Flushing times presented here are
longer (w10e30 days) than those given in Sandery and Kämpf
(2005). This is because the latter focused on conservative esti-
mates of the flushing times using a high mean wind scenario in
a winter to spring period, rather than investigating the full an-
nual cycle in a climate-averaged sense.

3.3. Seasonal variations of transport timescale
distributions

Summer and winter mean age distributions for the second
year of the simulation are shown in Fig. 7h and i, respectively.
Relatively older water mass is present during summer, in the
southern area of the Strait interior. Through autumn this older
water mass moves east. Winter mean age distribution shows
that the older water mass then moves towards the north-east.
Some of this mass forms the Bass Strait Cascade, which is
remote from the control region. Through spring old water still
leaves in a similar manner to the way it does in winter, how-
ever remnants not flushed out in this period become trapped in
eddies. The model results suggest these remnants end up
remaining in the interior throughout the next summer and
are not flushed out until the next winterespring period. Lateral
transport of water mass from the west is largest in winter
which is when correlation of age with salinity is highest.

Summer and winter mean flushing time distributions are
shown in Fig. 7b and c. Flushing time distributions are spa-
tially smoother than age distributions due to the different
methods used to derive them. Flushing time distributions,
based on different tracer release times, reflect the circulation
that occurs in the period between release time and flushing
time. A flushing time distribution captures relative tracer age
through time. If the flushing timescale is close to semi-annual
in a seasonally varying system, as in this case, flushing times
in particular areas derived from tracer fields released during
winter will depend on the summer circulation and flushing
times from tracer fields released during summer will depend
on the winter circulation. Main source areas at the western
side appear as intrusions indicated by low flushing times
(w50 days). The source in the northwest is more predominate.
In winter months the western side of the control region
exhibits shorter flushing times. Seasonal variation in the
Fig. 6. Frequency distribution of all sampled (a) flushing times, (b) residence times and (c) ages. Flushing times were sampled from around 76,000 measurements

and residence times from around 738,000 measurements. At any time, between approximately 750 and 2000 thousand particles are present in the control region and

used for age. The number of particles in the control region varied seasonally with minimum in July and maximum in February.
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Fig. 7. Mean flushing time distributions (a) annual, (b) summer and (c) winter. Mean residence time distributions (d) annual, (e) summer and (f) winter. Mean age

distributions (g) annual, (h) summer and (i) winter. All timescales are derived from three-dimensional distributions but are shown as depth-averaged and in units of

days.
transport within the Strait is evident. The flushing time pat-
terns for winter are characteristic of winterespring flushing
(Sandery and Kämpf, 2005). Flushing time patterns for sum-
mer reveal a transition to a different state where relatively lon-
ger flushing times exist in the central-southern part of the
interior. This is because climate-average winds are southerly
for about 2e3 months during the austral summer period and
drive a periodic westward transport. This residual westward
transport carries water mass present in the south-eastern side
in late spring back to the western side. Flushing of the ‘‘sum-
mer water mass’’ is not possible until the following wintere
spring period.

First impressions of residence time distributions in Bass
Strait dependent on release time in either summer or winter
are given in Fig. 7e and f, respectively. Distinctly different dis-
tributions are found, which highlight seasonal variation in the
model circulation.
For similar reasons given regarding flushing times, resi-
dence times dependent on release time are subject to the circu-
lation in the period ahead of release time. A significant amount
of particles released in winter months will be subject to the
summer circulation and particles released in summer months
the winter circulation, however, this depends on the actual res-
idence time for a particular local area. Particles introduced
into local areas in summer in central-southern Bass Strait gen-
erally have residence times of the order of 6 months (Fig. 7e)
suggesting the winter circulation eventually removes them
from the system. A large area of long residence times of the
order of 10 months is found in western Bass Strait, in the
lee of King Island (Fig. 7f). Particles leaving this area in win-
ter months are drawn into the south-eastern area and experi-
ence the summer circulation thereby increasing the time they
spend in the region. Particles released in summer months in
western Bass Strait experience the winter circulation resulting
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in relatively lower residence times than particles released in
winter.

These residence times, however, have some deficiency in
resolving this variation in some locations because of the way
the circulation concentrates particles leading to smaller num-
bers of measurements being made in certain cells. Ideally,
the same large amounts should be used for each location.
Since particles that flow into local cells are the main source
of residence time measurements, the distribution of the num-
ber of measurements indicates how particles are concentrated
by transport in the system. To illustrate this, monthly mean
distributions of the number of residence time measurements
per grid cell, which are depth-averaged, are given in Fig. 8.
The areas where larger numbers of residence time measure-
ments are sampled are flow corridors. The winter corridor
extends from south-eastern Bass Strait to Bass Canyon and
is associated with the flushing out of older water at this time
of year. A late-spring/early-summer corridor can be clearly
seen in southern Bass Strait parallel to the northern Tasmanian
coastline. This is associated with a westward flow at this time
of year in the model circulation.

Water mass properties in Banks Strait are significantly influ-
enced by tidal stirring (Baines and Fandry, 1983). The model
has strong tidal mixing fronts around Banks Strait, which can
be seen clearly in the summer-mean salinity distribution. The
salinity (and temperature) is generally lower here (and in other
parts of the Strait passages), due to strong vertical mixing in-
duced by horizontal currents. The timescale distributions also
exhibit fronts on the western side of Banks Strait, highlighting
limited exchanges of water mass properties between this area
and areas further west. The results suggest residual throughflow
in Banks Strait is limited and export of most Strait water occurs
between the Furneaux Group and mainland Australia. The rel-
atively long flushing times in the south-eastern areas occur be-
cause of the forcing of tides in Banks Strait, the location of the
Furneaux Group, the overall eastward residual flow and geo-
strophic and topographic control of the circulation. The latter
two mechanisms are well documented (Fandry, 1981, 1982,
1983; Baines et al., 1991; Middleton and Viera, 1991; Hannah,
1992; Middleton and Black, 1994).

Summer and winter examples of age distributions in areas
A and B (locations given in Fig. 1) are given in Fig. 9. Age
data is from the second year of the simulation. In summer,
the age distribution in area A suggests an age mixture contain-
ing young and old water up to 235 days. A large proportion
has age between 75e125 days. Area B in summer generally
contains older water than area A, with a peak at around
160 days. No water with age less than 75 days is detected.
The age distribution in area A in winter shows the presence
of mainly young water with age between 20 and 100 days;
however, small proportions of remnant older water (up to
w300 days) are captured. In winter, area B has the largest pro-
portion of old water of all the distributions with a significant
fraction having age between 280 and 420 days. These results
support the idea that the oldest water resides in the vicinity
of area B in winter. In this period a large fraction of new water
is brought in from the west near area A. This is balanced by an
export flux from the system, to the north-east, of similar pro-
portion, which leaves in late winter and early spring. It is most
likely that this export flux contains a significant proportion of
the oldest Strait water because the large portion of oldest water
is not detected in areas A or B in summer.
Fig. 9. Summer and winter age distribution histograms for areas A and B.
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4. Conclusions

A variety of conservative and time-dependent transport
timescale methods were employed and distributions were
derived and compared in a realistic simulation of seasonal
scale circulation in Bass Strait. Flushing time and water age
distributions were entirely related to lateral advection and dif-
fusion of water mass across the predetermined control region’s
open boundaries. Residence time distributions were also
related to this and additionally to source material being intro-
duced inside the control region. Each timescale captured a dif-
ferent view of processes occurring in the same circulation. The
results showed that flushing time distributions, in the case of an
oceanic strait, are closely related to age distributions despite
the use of different methods in their derivation. The results
suggest that, due to eastward residual throughflow and topo-
graphic and geostrophic influence on currents in the region,
an area of relatively long flushing times and average water
age (w200e250 days) exists in south-eastern Bass Strait.

It was shown that by including time dependence in these
methods, seasonal variability in circulation could be detected.
The interpretation of flushing time and residence time distribu-
tions in this context is complicated because it is determined by
the circulation in the period between release of tracer and the
timescale itself and is locally dependent. The results, however,
assist in the interpretation of flushing time and residence time
distributions in the case of an oceanic strait. Residence and
flushing time distributions were shown to have distinctly dif-
ferent spatial distributions in an oceanic strait in the case
where advection is important. Here, long residence times co-
incided with short flushing times on the western side and the
converse on the eastern side.

The time-varying age distribution of water mass in the sim-
ulation was derived from a novel approach using Lagrangian
particles. This showed that the summer circulation increased
the age of water mass, not flushed in the winterespring period
by moving remnant older water at the eastern side to the west
along the northern Tasmanian coast. The largest fraction of
young water was seen to be brought in from the west during
each winterespring period. This was accompanied by the larg-
est fraction of old water moving out towards the north-east.

The age of water in the Strait has implications for water
mass transformation by air-sea exchanges. Old water is likely
to have relatively higher salinity and therefore increased den-
sity upon winter cooling. The older water mass is hypothesised
to form part of the Bass Strait Cascade which is observed as
positive salinity anomalies in the western Tasman Sea between
depths of 200 and 500 m.

In future studies, water age could be used to trace the
export of Bass Strait Water into the Tasman Sea and the
Bass Strait Cascade. Age distributions of various individual
constituents important to ecological systems, such as dissolved
gases and suspended particulate matter, would provide useful
insights into their nature. New water is also added by precipi-
tation, which could also be considered. Another important area
to investigate is the relationship between water mass age and
regional marine ecosystems. The methods used in this study
could be applied to investigate characteristics of other regional
and local marine systems.
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Abstract

Tidal measurements and a depth-averaged 2D model are used to examine wave progression and circulation in a long, shallow, micro-tidal
lagoon in Sri Lanka. Ranges and phase lags for different tidal constituents are used to calibrate the model. A single drag coefficient, Cd¼ 0.0032,
gives almost perfect agreement with data. Current measurements are used for validation of the model. The lagoon tide consists of a combination
of progressive and standing waves, where progressive waves dominate in the outer part and standing waves in the inner. A Lagrangian based
particle-tracking method is developed to study tidally and wind induced residence times. If tides were the only factor affecting the residual cir-
culation, the residence time inside the narrowest section would be approximately 100 days. Steady winds (of typical monsoon average) decrease
the residence times to 60e90 days. Estuarine forcing due to net freshwater supply is not modelled (due to lack of reliable runoff data), but
independent, long-term salinity observations and calculations based on volume and salt conservation during periods of negligible freshwater
supply (the lagoon is seasonally hypersaline) indicate residence times ranging from 40 to 80 days. Model derived residence times based on tides
alone represent a minimum exchange. Even weak forcing, through winds, excess evaporation or freshwater supply efficiently reduces residence
times.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: residence time; water exchange; tidal model; Puttalam Lagoon; Sri Lanka
1. Introduction

1.1. Puttalam Lagoon

Puttalam Lagoon on the west coast of Sri Lanka (Fig. 1)
offers excellent conditions for testing tidal models on residual
circulation and water exchange. The lagoon is very shallow
(1.7 m) and long enough (45 km) to develop well-defined dif-
ferences in tidal range and salinity. Spring tidal range decreases
from more than 50 cm at the entrance to about 20 cm at the
head (Wijeratne et al., 1995). During dry seasons, the salinity
in the inner end may reach 50 psu (Jayasiri et al., 1998),
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whereas the overall mean salinity varies from 32 to 42 psu on
a seasonal basis (Arulananthan et al., 1995). These rather
extreme variations are due to high evaporation in combination
with a seasonally variable rainfall, typical of the Indian Ocean
monsoon circulation. In this paper, we are presenting data on
tides and current measurements, from various positions in the
estuary. These are used to calibrate and validate a 2D tidal
model. The model is used to examine tidally- and wind-driven
residual circulation and residence times. The results are com-
pared with independent calculations of residence times, based
on volume and salt conservation (Arulananthan et al., 1995;
Arulananthan, 2004).

1.2. Estuarine forcing and residual circulation

Oceanic tides, net freshwater fluxes and winds interact with
local topography and (in larger areas) Earth’s rotation, to
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produce a long-term mean residual circulation in estuaries and
lagoons. Sub-tidal barotropic and baroclinic motions in the
ocean, driven by large-scale winds, are also important but
mainly in deeper estuaries (e.g. Samuelsson and Stigebrandt,
1996; Liungman et al., 2001; Souto et al., 2003). Predictions
of the residual circulation, including adherent water exchange
and residence times have occupied the scientific community
during the last 50 years (e.g. Stommel and Farmer, 1953; Han-
sen and Rattray, 1965; Prandle, 1985; Nunes-Vaz et al., 1990;
Li and Valle-Levinson, 1999; Li and O’Donnell, 2005), but is
still a major challenge (Simpson et al., 2005). A majority of
authors treat the interaction between tides and freshwater
(buoyancy) forcing, fewer (i.e. Geyer, 1997; Scully et al.,
2005) the direct forcing by wind. In Puttalam Lagoon, we
expect the (small) but strongly variable net freshwater flux
to exert large influence on residual circulation and residence
times, but also, because of the shallowness of the lagoon
that local winds are of importance. Negative or positive fluxes
are both likely to increase circulation and reduce residence
times. Maximum residence times are expected to appear
when net freshwater flux (and wind forcing) is zero. A model,
which correctly predicts tidally induced residual circulation,
alone will also indicate maximum residence times.

1.3. Tidal response in shallow estuaries

The tidally induced residual circulation is directly related to
the nature of the tidal co-oscillation. We expect a diminutive
residual circulation in bays with standing tides, but a more ef-
ficient circulation where the tide is progressive, typical for
shallow bays with tidal asymmetries (e.g. Signell and Butman,
1992). Moreover, the tidal wave motion is often subjected to

Nomenclature

Ca drag coefficient at the sea surface
(2.7� 10�3)

Cd drag coefficient at the bottom
D total depth
f Coriolis parameter
g gravitational acceleration
L, Lf lagoon length, frictional length scale
Tp tidal period
Wx wind speed in x-direction¼W cos q, where

q is the wind direction rel. to the x-axis
Wy wind speed in y-direction¼W sin q

U, V are the depth-averaged velocities in the
x- and y-directions

3 h0/D, an aspect ratio
h sea level
ho tidal amplitude
ra density of air (w1.29 kg/m3)
ro density of sea water (1025 kg/m3)
tb

x ; t
b
y ; t

w
x ; t

w
y bottom and wind stress in x- and y-direc-

tions, respectively.
frictional effects (e.g. Le Blond, 1978) and the tide appears
as damped progressive waves. Robinson et al. (1983) investi-
gated the Fleet, a long and shallow lagoon on the south coast
of England. In this lagoon, total extinction of the tide occurs
before the tidal wave reaches the head. In the Fleet, wave
propagation is purely progressive. The frictional length scale,
used by M}unchow and Garvine (1991), Lf¼ ( gD2Tp

2/3Cd)1/3

(for definitions, see list of symbols) is shorter than the length
of the lagoon, L. Even in Puttalam Lagoon, Lf< L
(Lf z 30 km) but the aspect ratio 3¼ h0/D is smaller (0.06)
than in the Fleet. Thus, complete extinction does not occur
(Wijeratne et al., 1995). Instead, the lagoon tide appears as
a combination of incident and reflected waves, both of which
are subjected to friction. A detailed description of this interac-
tion is found in Bowers and Lennon (1990), discussing tidal
propagation in Spencer Gulf, Australia.

1.4. Residence times and water exchange

The residence time may be defined as the time it takes for
a particular water parcel to leave a water body through its
inlet. Then, for an individual parcel, it depends on the location
and the time of release (i.e. Luff and Pohlmann, 1995). This is
how we use it here. Sometimes, similar quantities, such as the
‘‘age of the water’’, defined as the time it takes for a water
parcel to reach from the entrance (i.e. Björk et al., 2000), or
the head (Shen and Lin, 2006) to a particular location within
the estuary, are also used.

If, on the other hand, the residence time is interpreted as an
average, and not refers to individual water parcels, it may be
expressed as Tr¼ V/qi, where V is the volume of the water
body and qi is the water exchange (the sum of net freshwater
supply and exchange with the open sea). Here, water exchange
is determined from volume and salt conservation (Wolanski,
1986; Officer and Kester, 1991), while Tr is the time it takes
to remove (1�e�1) of the volume of the water from the water
body. An equally distributed tracer with an initial concentration,
Ci will decay exponentially according to C ¼ Cie

�t=Tr . The res-
idence time, Tr, as defined here is similar to flushing-time as it is
used by Bolin and Rodhe (1973) and to turnover-time, as it is
used by Prandle (1984). For steady state solutions, the average
residence time should be same, whatever approach is used, pre-
suming that it refers to the same water mass.

In this article we compare our calculations of residence
times for individual parcels (based on Lagrangian tracking)
with estimates of Tr from volume and salt budgets.

We employ a non-linear 2D model which is used to predict
tides and tidal currents (Wijeratne, 2003). For calibration and
validation we use tidal and current meter data from various
sites in the lagoon. The Lagrangian particle-tracking method
is added to calculate residence times due to tides and winds
with the aim to improve earlier overall estimates of residence
times. Study area and hydrography are presented in Ch 2, tide
gauge and current meter data in Ch 3. A summary of results
from tidal observations (harmonic analysis, etc.) is given in
Ch 4. Ch 5 presents the model including calibration and
validation runs. Ch 6e7 shows results from calculations of
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Fig. 1. Map of Puttalam Lagoon showing station net and bathymetry.
currents and residence times due to tides and winds. Ch 8
finally discusses the results, particularly, in relation to earlier
estimates on Tr based on salinity observations.

2. The study area

Puttalam Lagoon (Fig. 1), on the west coast of Sri Lanka, is
separated from the ocean by a long, permanent sand bar, which
opens up in its northern end. The surface area and mean depth
inside Kalpitiya are 225 km2 and 1.7 m, respectively (at MSL).

Tides on the west coast of Sri Lanka are mixed semidiurnal,
with a spring tidal range of 0.56 m, and small NeS variations.
In Puttalam Lagoon, the horizontal mean, spring tidal range is
about half that of the oceanic tide (Wijeratne et al., 1995).
The winds over Sri Lanka are monsoon dominated, with the
SW Monsoon (SWM) blowing from June to September, and
the NE Monsoon (NEM) blowing from December to March.
Mean winds are 5e6 m s�1during the peak monsoon periods,
but the NEM is weaker on the west coast (Arulananthan,
2004). During NEM, local winds on the west coast are often
dominated by a diurnal landesea breeze (Wijeratne, 2003).

River discharge is dominated by the rivers Kala Oya and
Mee Oya, including a smaller contribution from the Dutch
Canal (Fig. 1). In the 1970s mean river discharge were 20
and 8 m3 s�1, respectively, with strong seasonal variations
(Amarasinghe et al., 1999) and maximum runoff from Novem-
ber to February. Because of security problems, more recent
runoff data are not available. Mean annual rainfall in the
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Puttalam area is 1200 mm and potential evaporation 1800 mm
(Arulananthan et al., 1995), corresponding to 12 and 18 m3 s�1

for the lagoon surface area inside Kalpitiya.
Arulananthan et al. (1995) carried out a 3-year study

(1990e1992) consisting of almost monthly salinity observa-
tions throughout the lagoon. Seasonality in rainfall, runoff
and evaporation was found to create large variations in salin-
ity, with a seasonal range of about 10 psu (32e42 psu), and
strong hypersalinity during dry periods (Fig. 2). Comparing
salinity data from 1961 to 1962 with data from 1990 to
1992 indicated that the river discharge had decreased consid-
erably (>10 m3 s�1), most likely due to increased water use
for irrigation. Residence times for the waters inside Kalpitiya,
Tr based on volume and salt conservation, were calculated us-
ing data from drought periods with low or non-existing river
runoff (as indicated in Fig. 2). Four periods gave residence
times between 33 and 67 days (Arulananthan, 2004). Regard-
ing the fact that some freshwater could have been added from
Kala Oya, even after long periods of drought, the residence
times were conservatively estimated between 40 and 80 days
(Arulananthan, 2004).

3. Instrumentation and field campaign

Water level measurements were undertaken from February
to June 1996, using three recording tide gauges of type Micro
Tide (Coastal Leasing). The instruments are equipped with
a strain gauge, which measures the total pressure with an ac-
curacy corresponding to 1.5 cm of water. The resolution is
0.5 cm. The tide gauges were deployed at five different sta-
tions (see Fig. 1), during three different campaign periods
(IeIII). One tide gauge was deployed at Kalpitiya (Stn P-1).
It was kept in the same position during the entire campaign.
The other tide gauges were moved around between Sammata-
wadiya (Stn P-2), Etalai (Stn P-3), Norocchalai (Stn P-4) and
Puttalam (Stn P-5). Fig. 3, which shows sea level data from all
deployments, also indicates how the instruments were grouped
together during Period IeIII.
Current measurements were carried out from 1 March to 12
April at Kalpitiya (Stn C; Fig. 1), using a recording current
meter of type SD-6000 (Sensor data). It was deployed to about
mid-depth at a total depth of approximately 2 m. However, the
location was not quite suitable. For security reasons the instru-
ment had to be deployed too close to the shore, whereas both
directions and velocities were somewhat affected by the local
topography.

4. Tidal and current measurements

A detailed analysis of sea level and current measurements
from the field campaigns is given in Wijeratne (2003). Here
we show some basic results from this work, the core of which
will be used for calibration and validation of the tidal model.

Raw data from the tide gauges were corrected for variations
in daily mean air pressure and also for relatively large contri-
butions from atmospheric tides (i.e. S1), the ranges of which
are 2e4 cm (see Wijeratne, 2003). Corrected sea level data
from all stations and periods are shown in Fig. 3.

The sea level data were examined for maximum ranges
and for phase lags in relation to Kalpitiya (Stn P-1). Results,
shown in Table 1, indicate that the maximum range, defined
as the largest difference (at spring) between a maximum and
the next minimum, is similar at the head (Stns P-4 and P-5)
and at the mid-lagoon (Stn P-3), approximately 0.28 m, but
nearly 50% larger at Stn P-1 (0.39 m). The phase lags (Table
1) show that the tidal wave progression is slow from Stn P-1
to P-3 but fast from Stn P-3 to the head (Stn P-4/P-5), and
thus that the tide is more progressive in the outer end and
more of standing nature further in. Ebb periods are also
slightly longer than flood periods, with a maximum asymme-
try at Stn P-2, which is located in the shallowest part of the
lagoon. Data from Table 1 also show that the low water
phase lags are somewhat larger than high water, indicating
a finite amplitude effect on the wave progression (Friedrichs
and Aubrey, 1988). Another noteworthy result is that
maximum ranges during Period III are all somewhat smaller
Fig. 2. Horizontal mean salinity development in Puttalam Lagoon 1990e1992; Section I data are composite of two stations at Kalpitiya, Section V data are com-

posite of three stations in the Puttalam Basin (from Arulananthan, 2004). Hatched lines refer to stations in between. Periods IeII indicate two of those for which

residence times were calculated.
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Fig. 3. Tide gauge data from Stns P-1 to P-5. For positions of stations, see Fig. 1. Period I (2 Febe2 March), Period II (11 Marche3 May) and Period III (16 Maye
15 June). The series are individually levelled to zero, and there is no general reference level.
than the values obtained for Periods I and II. The maximum
range at Stn P-1 during Period II is about 0.43 m, as com-
pared to 0.34 m during Period III. The phase lags are also
larger during Period III, compared to Periods I and II. Lesser
tidal ranges and larger phase lags during Period III indicate
a more efficient frictional damping. This is most likely due
to a decrease in the mean sea level of 15 cm from Period
II to III. The seasonal range in Sri Lankan waters is typically
25 cm, with a major decrease of approximately 15 cm from
April to June (Wijeratne, 2003).

Harmonic analysis applied to tide gauge data are shown in
Tables 2 and 3. From Table 2, which also includes data from
model calibration runs, we see that the spring tidal range on
the coast is 0.56 m and the neap range is 0.13 m (Wijeratne,
2003), whereas the horizontal mean spring tidal range in the
lagoon, inside Kalpitiya is 0.30 m, and the average neap tidal
range 0.05 m, only. A comparison of amplitudes and phase
lags between stations for the main constituents (M2, S2, K1

and O1) corroborates the aforementioned character of the
lagoon tide. The phase lags, in addition, show that the progres-
sion of semidiurnal tides is slower than that of the diurnal
(Table 2): for M2 the phase lag is 100� (3.5 h) from Kalpitiya
to the head, for K1 is less than 30� (<2 h). The phase lag for S2

from Kalpitiya to Stn P-3 is 70� but only 55� from the middle
to the head of the lagoon. For K1, the corresponding values are
50� and 10�, respectively.
Table 1

Tidal characteristics of sea level data from Stns P-1 to P-5

Station no. Maximum sea

level range

(m)

Average sea

level range

(m)

Average

flood period

(h)

Average

ebb period

(h)

Phase lag in relation to Stn P-1 (h)

Spring Neap

High (h) Low (h) High (h) Low (h)

Period I

P-1 0.38 0.23 6.14 6.21 e e e e

P-3 0.28 0.18 6.30 6.32 2.05 2.25 2.17 2.40

P-5 0.30 0.18 6.16 6.18 3.40 3.55 3.14 3.17

Period II

P-1 0.43 0.22 6.17 6.24 e e e e
P-2 0.37 0.17 6.05 6.31 1.12 1.39 1.23 1.54

P-4 0.33 0.17 6.17 6.29 3.57 3.64 3.35 4.01

Period III
P-1 0.34 0.20 6.19 6.21 e e e e

P-4 0.25 0.13 6.17 6.20 3.46 3.71 3.90 4.49

P-5 0.24 0.13 6.17 6.21 3.48 3.71 4.00 4.86
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Table 2

Harmonic analysis results, from observations and model runs. Tidal amplitude, ah [m] and phase angle, gh [degrees relative to local time] for major semidiurnal and

diurnal constituents. The analysis was run with 11 constituents including N2 and five shallow water components. Open sea data are from Colombo tide gauge

(Wijeratne, 2003)

Stn M2 S2 K1 O1 Mf

ah gh ah gh ah gh ah gh ah gh

Open sea 0.18 045 0.11 092 0.09 043 0.04 058

P-1 Observation 0.12 090 0.07 152 0.06 060 0.03 081 0.010 202

Model 0.12 090 0.07 155 0.06 070 0.03 085

P-2 Observation 0.09 127 0.05 190 0.05 102 0.02 092 0.013 163

Model 0.09 130 0.05 195 0.05 105 0.02 100

P-3 Observation 0.07 148 0.05 221 0.05 110 0.02 110 0.038 338

Model 0.07 145 0.05 223 0.05 118 0.02 115

P-4 Observation 0.08 189 0.07 272 0.05 120 0.02 137 0.030 113

Model 0.08 187 0.07 274 0.05 140 0.02 135

P-5 Observation 0.08 200 0.07 280 0.07 127 0.02 166 0.034 183

Model 0.08 190 0.07 275 0.06 142 0.02 138
The lagoon tide is mixed, semidiurnal with a form factor at
Kalpitiya of F¼ 0.42 (Table 3). The form factor increases
slightly towards the head, indicating that semidiurnal tides
are more rapidly damped than the diurnal. The phase age at
Kalpitiya is 60 h, compared to 38 h at the mouth (Wijeratne,
2003) but nearly 100 h at the head. It indicates a fortnightly
variability, due to frictional set-up of mean sea level during
spring and a few days thereafter (see Section 8). The fort-
nightly component, Mf, has a range of 2 cm at Kalpitiya (Table
2), increasing to between 6 and 7 cm at the head. Otherwise,
the shallow water components are small, with a maximum
range of 2 cm (not shown, but taken into account when run-
ning harmonic analysis).

Harmonic analysis was carried out also on the current mea-
surements from Kalpitiya (Stn C). These results are shown in
Table 4. As mentioned, the velocity measurements were af-
fected by the proximity to the shore and up to 20% lower
than continuity would require (Wijeratne, 2003). However,
the positioning had no apparent effect on the phase lag. As
seen from Table 3, the spring velocity range is 25 cm s�1,
the neap velocity range 3 cm s�1. Semidiurnal velocities, as
expected, are six to seven times higher than diurnal.

5. The tidal model

The numerical model was formulated for solving the 2D
barotropic shallow water equations using a semi-implicit

Table 3

Summary of tidal characteristics from Puttalam Lagoon (degree sign is shown

for phase angles)

Tidal characteristics Stn

P-1 P-2 P-3 P-4 P-5

Spring tidal range (2[M2þ S2]) 0.38 0.27 0.24 0.31 0.30

Mean tidal range (2.2 M2) 0.26 0.20 0.15 0.18 0.18

Neap tidal range (2[M2� S2]) 0.09 0.07 0.04 0.01 0.02

Phase age (0.98[S2

� �M2

�
]) (h) 60 62 71 81 113

Form factor (F¼ [K1þO1]/[M2þ S2]) 0.42 0.51 0.59 0.43 0.58
algorithm (Kowalik and Murty, 1993). The discretisation is
shown in Appendix 1.

5.1. Formulation
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Here U and V are the depth-averaged velocities in the
x- and y-directions, respectively, D is the depth, t is time, f
is the Coriolis parameter, ro is the water density, h is sea level
and g is gravitational acceleration. tb

x and tb
y are the bottom

stresses in the x- and y-directions and tw
x and tw

y , respectively.
Bottom and wind stresses are expressed through a quadratic
relationship (see e.g. Dronkers, 1969); tb

x ¼ roCdU
ðU2 þ V2Þ1=2 and tb

y ¼ roCdVðU2 þ V2Þ1=2, where Cd is the
bottom drag coefficient and tw

x ¼ raCaWxðW2
x þW2

y Þ
1=2 and

tw
y ¼ raCaWyðW2

x þW2
y Þ

1=2 and Ca is the wind drag coeffi-
cient. Boundary conditions used for the above equations
were taken as x¼ 0; h¼ h0(t) with zero fluxes through coastal
boundaries. The initial conditions are t¼ 0; h¼U¼ V¼ 0.

Table 4

Amplitudes and phases based on harmonic analysis of current observations at

Kalpitiya, Stn P-1, Period II, 1996 (phase angles refer to local time)

Constituent Amplitude (av) (m s�1) Phase angle ( gv) (degrees)

M2 0.128 071

K1 0.020 305

S2 0.114 125

O1 0.015 015
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The open boundary condition was specified using a syn-
thetic sea level derived from harmonic analysis, carried out
on the oceanic tide (Wijeratne, 2003), in which the major tidal
components (M2, S2, O1 and K1) at the oceanic border were in-
cluded. The development of the seasonal mean sea level as
evaluated from Kalpitiya (Stn P-1) was added to the curve.
Model calibration was made by comparing tidal ranges and
phases of the major components generated by the model,
with those derived from harmonic analysis of the tide gauge
data within the lagoon. A single bottom drag coefficient, Cd,
was used throughout, as tuning parameter. For calibration we
employed data from Period I and, for validation, data from
Period II to III, then using the constant Cd. For validation,
we also compared phase differences between tidal elevation
and currents, Dg, at Kalpitiya.

For calibration, based on Period I data, several model runs
with different values of Cd, ranging from 0 to 0.006, were car-
ried out. These runs showed that larger Cd values produce
gradually smaller tidal ranges and larger phase lags compared
to observed values. Model runs with Cd¼ 0 produces a tidal
range, twice as large as the observed, with less than half the
phase lag. A value of Cd¼ 0.0032 gave best fit with the obser-
vations. Co-amplitude and co-phase charts for M2, S2, K1 and
O1 derived from the model validations are shown in Figs. 4aed

Fig. 4. (aed) Model derived tidal amplitudes for major tidal constituents (best

fit). Data in ‘‘bold’’ show amplitude from observations at Stns P-1 to P-5.
and 5aed, respectively. Tidal ranges and phase lags for the
different constituents are also shown in Table 2. Simulations
were also made with a variable mean sea level. A decrease
in mean depth by 30 cm (seasonal range is 25e30 cm, see
below for further details) resulted in 15% decrease of tidal
amplitudes and an increase of the phase lag.

6. Modelling of tidal wave progression, wind set-up
and circulation

For simulations of tidal velocities all variables, including
sea levels, velocities and winds, were initially set to zero,
and the model was forced at the open boundary by specifying
the sea level as earlier. For the wind simulations, the model
was run for few tidal cycles from its initial state without
wind, in order to reproduce the normal tidal oscillation.
Then a steady wind was introduced, after which the model
was run for another couple of tidal cycles before reaching
steady state.

Phase differences between tidal elevations and currents, Dg
obtained from the model with Cd¼ 0.0032, are shown for the
four major constituents (M2, S2, O1 and K1) in Fig. 6aed. By

Fig. 5. (aed) Model derived tidal phase angles for major tidal constituents

(best fit). Data in ‘‘bold’’ show phase angles from observations at Stns P-1

to P-5.
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comparing the data from observations at Kalpitiya (inserted in
Fig. 6) with model data, it is obvious that the model behaves
quite well also in this case. For semidiurnal tides (M2 and
S2), Dg is small, 10e40� from the ocean to Kalpitiya, 50e
70� in the central, Etalai Basin, but between 80� and 90� in
the innermost Puttalam Basin. Thus, the semidiurnal tide is
mainly progressive in the outer end, partially progressive in
the central basin and of almost standing wave nature in the in-
ner basin. For the diurnal components, the tides in the outer
region as well as in the middle basin are partially progressive
(40� <Dg< 90�), but basically standing in the inner basin.
Lines of equal Dg are more or less parallel to the coast; partic-
ularly for diurnal tides, the Dg values are small in the centre
but increasing towards the coast. A larger Dg near to the
coastal boundaries indicates the effect of wave reflection. A
minimum Dg appears near Kalpitiya for all constituents. It is
clear that the tidal wave in this region is almost purely
progressive.

Model runs were performed with different wind speed and
directions. Set-up caused by a mean wind of 4 m s�1 from NE
is about 8 cm at the head and 1e2 cm at Kalpitiya (with a cor-
responding set-down for SW winds). Steady winds from SW of

Fig. 6. (aed) Phase differences between tidal sea levels and currents, Dg de-

rived from model simulations. Numbers in ‘‘bold’’ are derived from observa-

tions of currents and sea levels at Kalpitiya, Period II, 1996.
8 m s�1 were found to dry out some grid cells in the shallow
parts of the lagoon. Set-up (and set-down) is stronger during
neap than spring. Fig. 3 indicates some few occasions when
the sea level is deviating from its normal range, sometimes in-
dicating the effects of the wind. Such sea level variations con-
tain both short-periodic standing waves and (presumably) long
periodic (80e120 h) surface response to internal Kelvin wave
(Wijeratne, 2003). However, the ranges rarely exceed 10 cm.
Simulations, showing current patterns with and without wind
stress forcing (in this case for NE/SW wind, 4 m s�1), are
shown in Fig. 7aef. The current pattern is considerably
changed due to winds, particularly near to the shallow coastal
boundaries, where the tendency for the flow to follow the di-
rection of the wind is obvious. The figures, showing the cur-
rent patterns 3 h after high and low water, respectively,
indicate considerable changes also in the slack water time.

7. Modelling of residence times

Prior to dispersion simulations, the model was run for 152
days to obtain time series velocities at grid points. Runs were
made with and without wind. The first five days of spin up
were not included in the velocity matrix. In the next step
calculations were made for the residence time (see Appendix
2), i.e. the time for a water parcel to exit the lagoon. Groups
of neutrally buoyant conservative particles were released in
the grid domain, and the time required for each particle to
be flushed out of the lagoon was calculated. Calculations using
Cd¼ 0.0032 gave turbulent diffusion coefficients (see Appen-
dix 2) with maximum values of Kx¼ 0.06 m2 s�1 and
Ky¼ 0.001 m2 s�1, respectively. Tracking runs were done
repeatedly for different tidal phases: low water, 3 h after low
water, high water and 3 h after high water. Tracking indicated
a net inward displacement on the western side and a net out-
ward on the eastern side, due to Coriolis force (Fig. 8; see
below).

Residence times for tidal forcing alone are shown in Fig. 8a.
The figure shows that residual circulation due to tides is insig-
nificant in the innermost part of the lagoon and that the resi-
dence times are more than 125 days for particles released in
this basin. In the region north of Kalpitiya, which is more effi-
ciently ventilated because of the progressive nature of the tidal
wave, the residence times are mainly below 20 days. A mean
residual inflow on the western side (as mentioned above) is
seen in this figure as considerably longer residence times for
particles released on that side compared to particles released
on the eastern side. The average residence time for waters
inside Kalpitiya is just about 100 days. Model runs with NE
wind, 4 m s�1, shown in Fig. 8b, indicate that the residence
times decrease by some 10e20% in the inner parts of the la-
goon. On the other hand, there is an increase in the outer
end, and the average residence time inside Kalpitiya, with tides
and NE wind of 4 m s�1 is about 90 days. While NE winds have
a relatively minor effect on the residence times, the effect is
more substantial for SW winds. A mean wind of 4 m s�1

reduces the mean residence time to about 60 days (Fig. 8c).
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Fig. 7. (aef) Modelled velocity distribution during flood (plates a and b) and ebb (plates def), respectively. Plates a and c show velocities for tidal forcing alone,

plates b and d for tidal forcing and, in addition, a NE wind of 4 m s�1, plates c and f, finally for tidal forcing and a SW wind of 4 m s�1.
8. Discussion and conclusions

Tidal co-oscillation and related hydrodynamic phenomena
in Puttalam Lagoon have been investigated by means of field
measurements and a 2D numerical model. Model derived

Fig. 8. (aec) Model derived residence times in days, Plate a show residence

time for tidal forcing alone, plate b for tidal forcing and, in addition, a NE

wind of 4 m s�1, plate c for tidal forcing with SW wind of 4 m s�1.
amplitudes and phase angles (Figs. 4 and 5) were used to cal-
ibrate the model. Phase differences between tides and currents
(Fig. 6) were determined for validation and model runs agree
quite well with data. Because of the small tidal range, and
therefore moderate frictional effects, there is no total extinc-
tion of the tide, although the length L z Lf (see Section 1).
Instead, there is a combination of progressive and standing
waves. In the innermost part, the tides behave close to standing
waves, and the range is similar in Etalai and Puttalam Basins
(Tables 1e3; Fig. 6). In the outer part, i.e. the Dutch Bay
including Kalpitiya Narrows, the tides are nearly progressive,
whereas in the central basin the tidal waves are partly progres-
sive and partly standing. Interesting comparison can be made
with two other lagoons, The Fleet (Robinson et al., 1983) and
Laguna San Ignacio (Winant and Gutiérrez de Velasco, 2003)
both of similar size, but with mean depths of about 1 and 5 m,
respectively. In the former, the tide is purely progressive, and
total extinction occurs, in the latter the tide is standing, with an
even larger range at the head.

8.1. Frictional set-up: results from observations

The observations indicated larger phase lags at low water
than at high water (Table 1). Ebb periods are also somewhat
longer than flood periods. Thus, there is a finite amplitude
effect (although small) on the tidal wave propagation (Aubrey
and Speer, 1985). Longer ebb than flood periods imply an
elevated mean sea level. A frictional set-up is expected during
spring (and a corresponding set-down during neap), because of
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higher (lower) velocities. As pointed out, e.g. by Hill (1994),
this set-up will give rise to a fortnightly tide. In Puttalam
Lagoon, the range of Mf is 2 cm at Kalpitiya, compared to
6e7 cm at the head (Table 2). Differences in phase age
between the ocean and the lagoon also indicate the existence
of enhanced fortnightly tide. The phase age is 38 h on the
west coast of Sri Lanka (Wijeratne, 2003) but increases to al-
most 100 h at the head, as calculated from the harmonic anal-
ysis (Table 3). Robinson et al. (1983) found a similar change
in phase age from the ocean to the head of the Fleet, but
because of relatively less friction with an aspect ratio of
3¼ h0/D z 0.06, there is no tide extinction.

As mentioned, the ebb periods are somewhat longer than
flood periods and the lagoon is slightly flood-dominant. It is
obvious that in a frictionless channel the wave crest tends to
move faster than the trough. The crest of the tide may partly
overtake the trough (e.g. Friedrichs and Madsen, 1992). In
a frictionally dominated shallow lagoon, the asymmetry is ex-
pected to be even more pronounced (Zimmerman, 1981; Speer
and Aubrey, 1985). The asymmetric behaviour is represented
by the shallow water constituents. However, harmonic analysis
indicated that the shallow water tides are small, in general,
with a maximum range of MS4� 2 cm (data not shown).

8.2. Circulation and residence times: model results

Model simulations in combination with Lagrangian tracking
for tidal forcing alone indicate average residence times inside
Kalpitiya of about 100 days, with large lateral variations
(Fig. 7a). When a steady wind is added, the mean sea level
increases towards the head of the lagoon for NE winds and
decreases for SW winds. Moderate winds from NE of 4 m s�1

contribute to a decrease in residence times (Fig. 7b), which is
most pronounced in the inner end (10e20%), but small or
even opposite in the outer end. The set-up is 8 cm at the head,
but 1 cm only, at Kalpitiya. Winds from SWof the same strength
reduce the residence times much more efficiently, and through-
out the lagoon (Fig. 7c). While the average residence time, inside
Kalpitiya decreases from 100 to 90 days for a NE, 4 m s�1 wind,
it is reduced to about 60 days for a SW wind of similar strength.
Fig. 8aef shows in details how winds affect the tidal circulation.
The large difference between the different wind directions is no-
table, but in accordance with the study of Geyer (1997). We also
found that the wind has relatively stronger influence on sea levels
during neap than during spring because tidal velocities are low
during neap. However, this makes no difference to the residence
times, which are long compared to the spring/neap cycle. With
some few exceptions (rare visits of tropical cyclones) the mon-
soon winds are weak. As mentioned, during the peak SWM
mean winds may reach 6 m s�1, whereas the residence times
could be even somewhat shorter. However, mean NEM winds
are hardly larger than 4 m s�1 on the west coast.

Model simulations carried out with variable depths (during
calibration and validation) showed that a decrease in the sea
level by 30 cm would reduce the tidal amplitudes by about
15% and increase the phase lag by 15e20 min from the en-
trance to the head. The oceanic seasonal range is typically
25e30 cm around Sri Lanka, mainly due to variations in salin-
ity and temperature (Wijeratne, 2003). During the period of
observations the decrease of the mean sea level was about
15 cm, basically from Period II to III. This decrease had
some effects on ranges and phase lags (Table 1), and we real-
ise that the relatively large seasonal variations in sea level will
also have some effect on the residence times.

9. Conclusions

Puttalam Lagoon is hypersaline during the main part of the
year (Fig. 2), indicating long periods of inverse estuarine circu-
lation, but also in between the periods of low salinities and nor-
mal estuarine circulation. One might expect such conditions to
result in a less efficient water exchange, particularly, because
stages of weak forcing are likely to appear several times per
year. This is also what is suggested for ‘‘near neutral estuaries’’
by Largier et al. (1997). However, this is not obvious from Put-
talam Lagoon; modelling of tides indicates an average resi-
dence time of about 100 days. Wind forcing with moderate
winds (�4 m s�1) decreases residence times to 60e90 days;
depending on wind force and direction, whereas freshwater
forcing (also weak; qf is typically �10 m3 s�1) in addition, as
calculated from volume and salt conservation, indicates resi-
dence times of between 40 and 80 days. Presumably, this is be-
cause the lagoon is very shallow, and high evaporation and
occasional rainfall create strong horizontal gradients, typically
up to 0.5 psu/km, and also high velocities (Fig. 2). In addition,
estuarine circulation will become strong during slack water, re-
spectively, and also during neap when tidal velocities are too
weak to mix the waters from surface to bottom (Linden and
Simpson, 1988; Nunes-Vaz et al., 1989; Zhou, 1998). And, of
course, also wind forcing plays an important role here. Wind
force is also strong, if evaluated per unit volume. More detailed
interpretations (i.e. Scully et al., 2005) may also indicate how
winds act on stratification to effect residual circulation. Or
even to what extent very shallow lagoons like Puttalam are ac-
tually shaped by the combination of forces involved as dis-
cussed by Prandle (2004).
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Appendix 1. Numerical scheme

A staggered grid system was chosen used to represent the
numerical form of the depth-averaged Eqs. (1)e(3). Velocity
and sea level grid points are separated according to Fig. 2
such that no sea level points are located on the coastal bound-
ary. The existing velocities are perpendicular to the boundary.
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The grid points are indexed by j in the x-direction and k in the
y-direction, where the shortest distance between the same vari-
able in the x-direction is Dx and in the y-direction Dy. An index
m in superscript was used for time. Forward and backward dif-
ferences were used to treat the linear space and time derivatives
in Eqs. (1)e(3), without wind stress. The non-linear accelera-
tion terms were treated according to the upwindedownwind
approximation (see Kowalik and Murty, 1993). Thus, the finite
difference representations of Eqs. (1)e(3) are as follows:
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Here, the u velocities at v-velocity grid points, uv and v veloc-
ities at u-velocity grid points, vu were obtained from arithmetic
averages of the surrounding values according to:
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The lagoon was divided into 109 and 35 sections in longi-
tudinal and cross-axis, respectively, with Dx of 450 m and Dy
of 425 m. The full 2D grid net consists of 108� 34 sea levels,
109� 34 u-velocity points and 108� 35 v-velocity points. In
the 2D grid net, the tide gauge Stns P-1 to P-5 are located at
grid points of (35,13), (46,4), (68,2), (102,6) and (102,28), re-
spectively. The depths of grid points in the model (sea level
points, u- and v-velocity points) were obtained by interpolat-
ing the bathymetric map of National Hydrographic Office.
Harmonic tidal constants were used to specify the open bound-
ary conditions (Table 2). Zero fluxes are specified for close
boundaries as boundary condition. We also assumed zero
cross-axis velocities, v at the open boundary in the model.
The initial distribution of velocities and sea levels were taken
to be zero. The net freshwater flux was neglected because it is
very small as compared to the tidal fluxes. The time interval,
Dt was chosen to be 30 s, which satisfies model stability.

The grid net of Puttalam Lagoon: Sea level points are de-
noted by ., longitudinal velocity (u) grid points are denoted
by e and cross-axis velocity points (v) are denoted by j.

Appendix 2. Lagrangian tracking method

Groups of neutrally buoyant conservative particles are re-
leased in the grid domain, recording the time required for each
particle to be flushed out of the lagoon. Modelled velocities
and turbulent diffusion are forced to move the particles
with a time step, Dt¼ 30 s. The particle displacement at
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a single time step in the longitudinal, x-direction is
Dx¼ uDt� (2 Kx(u)Dt)1/2 and in the transverse y-direction
Dy¼ vDt� (2 Ky(v)Dt)1/2. The turbulent diffusion coefficient,
Kx, depends on the velocity, u and the mixing depth, dm. Follow-
ing Fischer et al. (1979), Kx(u)¼ Cd

1/2ukdm, where Cd is the cali-
brated bottom drag coefficient and k¼ 0.4, is von Karman’s
constant. The mixing depth, dm, is taken equal to the total depth
D. Particles are free to move between the grid points. Therefore,
the velocity computed by the model was linearly interpolated for
the instantaneous particle positions prior to integration. Track-
ing runs were done repeatedly for different tidal phases: at low
water, 3 h after low water, high water and 3 h after high water.
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Abstract

Two different methods of estimating the water exchange through the Baltic coastal region of Laxemar have been used, consisting of particle
trajectories and passive tracers. Water is traced from and to a small discharge region near the coast. The discharge material in this region is
treated as zero-dimensional particles or tracers with neutral buoyancy. The real discharge material could be a leakage of radio-nuclides through
the sea floor from an underground repository of nuclear waste.

Water exchange rates between the discharge region and the model domain are estimated using both forward and backward trajectories as well
as passive tracers. The Lagrangian trajectories can account for the time evolution of the water exchange while the tracers give one average age
per model grid box. Water exchange times such as residence time, age and transient times have been calculated with trajectories but only the
average age (AvA) for tracers. The trajectory calculations provide a more detailed time evolution than the tracers.

On the other hand the tracers are integrated ‘‘on-line’’ simultaneously in the sea circulation model with the same time step while the Lagrang-
ian trajectories are integrated ‘‘off-line’’ from the stored model velocities with its inherent temporal resolution, presently 1 h. The sub-grid tur-
bulence is parameterised as the Laplacian diffusion for the passive tracers and with an extra stochastic velocity for trajectories. The importance
of the parameterised sub-grid turbulence for the trajectories is estimated to give an extra diffusion of the same order as the Laplacian diffusion by
comparing the Lagrangian dispersions with and without parameterisation. The results of the different methods are similar but depend on the
chosen diffusivity coefficient with a slightly higher correlation between trajectories and tracers when integrated with a lower diffusivity
coefficient.
� 2007 Published by Elsevier Ltd.

Keywords: Lagrangian trajectories; passive tracers; residence time; Baltic Sea; radio-nuclides; Lagrangian dispersion
1. Introduction

Radioactive nuclide particles emanating from a planned
underground repository may via geospheric pathways enter
into the coastal waters of Laxemar (Figs. 1 and 2). This loca-
tion is one of the twoareas chosen by the Swedish Nuclear
Fuel and Waste Management Co. (SKB) as possible sites for
long-term storage of nuclear waste. In order to guarantee
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E-mail address: doos@misu.su.se (K. Döös).
0272-7714/$ - see front matter � 2007 Published by Elsevier Ltd.

doi:10.1016/j.ecss.2007.05.022
sufficient barriers (in addition to geological barriers) between
the radioactive material and the biosphere, all aspects of the
biosphere (e.g. surface hydrology, terrestrial, limnic and
marine ecosystems) are being considered in order to assess
the potential fate and distribution of radio-nuclides in the
environment and exposure and risk to humans.

Should a radioactive particle enter into the water through the
bottom of the coastal section, then from the entry point a long
transport phase is instigated that in geological times most likely
will eventually end in the bottom sediments of the world oceans
with the passage through the Baltic Sea as an intermediary link.

mailto:doos@misu.su.se
http://www.elsevier.com/locate/ecss


710 K. Döös, A. Engqvist / Estuarine, Coastal and Shelf Science 74 (2007) 709e721
On a shorter time frame, advective and diffusive processes will
determine the passage through the near-shore coastal region,
possibly interrupted by incorporation into the biosphere or
sequestration into the sediments for some period of time. The
present scope is restrained to the water-borne transport phase
and entails investigation of the fate of radio-nuclides in the event
of leakage from the future repository. This study will employ
a 3D-circulation model in order to compute residence times
and water exchange statistics making use of both passive tracers
and Lagrangian trajectories.

Water exchange of the coastal zone varies both in time and
space. In order to being able to communicate such intricate
patterns, one needs to reduce the complexity into more com-
prehensible concepts. We will in the present study use two dif-
ferent methods to trace the water movements: (1) passive
tracers, which are integrated in the 3D-circulation model and
(2) Lagrangian trajectories, which are calculated from the

50
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Kattegat
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Fig. 1. Baltic model bathymetry in meters.

Fig. 2. The model bathymetry in meters of the Laxemar coastal region. The

nuclei leakage or discharge positions are marked with black dots from where

the trajectory particles and tracers are released. The area between land and the

black line is referred to as the reduced study area.
3D model velocity field off-line, i.e. after the model has
been integrated. Both passive tracers and trajectories are
advected by the velocity fields but the sub-grid turbulence is
parameterised differently. Furthermore the tracer is integrated
in the model and has the advantage of using the correct veloc-
ity fields while the trajectories use hourly averages. The pas-
sive tracers on the other hand have a numerical diffusion
due to the finite-difference approximation error.

The purpose of this study is not to designate which method
is superior, but to assess the differences between the methods
and their corresponding results. The study will, however, be an
indictor of which sort of field experiment with for example
floats would be necessary to validate the methods qualitatively
and quantitatively in the future.

An outline of the present paper is that first a description of
the 3D model and the Lagrangian trajectory and passive tracer
techniques are presented in Section 2. The results of the inter-
comparisons between tracers, average age and trajectories are
presented in Section 3, followed by a discussion and conclu-
sions in Section 4.

2. Methodology

2.1. Sea circulation model AS3D

The numerical 3D model used in the present study was first
formulated by Andrejev and Sokolov (1989). It is time-
dependent with a free surface and based on the basic set of
the primitive hydrodynamical equations together with the equa-
tion of state formulation of Millero and Kremling (1976). The
model has 39 vertical levels with monotonically increasing
layer thickness towards the bottom. The governing equations
are used in flux form to ensure that a number of integral con-
straints (Blumberg and Mellor, 1987) are maintained. The
finite-difference numerical approximations are constructed by
integrating the model equations over the C-grid cell volume
(Mesinger and Arakawa, 1976). The time step was split up,
as suggested by Liu and Leendertse (1978). All vertical deriv-
atives as well as the bottom friction are treated implicitly. The
mode-splitting technique (Simons, 1974) was employed, where
the two-dimensional (2D) equation for the volume transport
(viz. the external mode) was obtained by vertical summation
of the finite-difference approximations of the 3D momentum
equations. Before the 3D finite-difference equations corre-
sponding to the internal mode can be resolved, the sea surface
elevation must be calculated from the volume transport equa-
tion and from the vertically integrated equation of continuity.
The frictional stress at the bottom is also calculated using an
iterative procedure. The 2D and 3D momentum equations are
thus solved repeatedly until the absolute value of the maximum
difference between the bottom velocities for subsequent itera-
tions becomes smaller than an a priori prescribed minute pos-
itive number. This adjustment process permits the use of an
alternating direction implicit method for solving the volume
transport equation (Liu and Leendertse, 1978; Andrejev and
Sokolov, 1989). It also allows usage of the same time step
for all the 2D and the 3D elements of the model. These
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equations are solved employing Gaussian elimination methods.
Vertical convection must be parameterised since the 3D-models
use the hydrostatic approximation. The study of the main circu-
lation of the Baltic Sea was the main motive of Andrejev and
Sokolov (1989) to develop the AS3D sea circulation model em-
ployed in this study.

In recent times this model has been involved in several Bal-
tic hydrographic studies (Andrejev et al., 2004a,b). An encom-
passing testing of this model in relation to the measured data
was performed by Engqvist and Andrejev (2003) along an
interface to a model area comprising the Stockholm archipel-
ago. It was found that the measured salinity and temperature
profiles were acceptably well reproduced, with the main dif-
ference being a constant offset in salinity. For the purpose of
validating the cascade model approach, salinity profiles along
the interfacial boundary between these models were sampled
from a ship navigating along this interface. These data were
compared to independently computed model data for corre-
sponding points in space and time. The outcome of this com-
parison was qualitatively convincingly similar, except for an
offset average salinity of less than 1 unit in the PSU scale,
most likely due to a deviation of the same magnitude in the
initial salinity fields of the model. This validation increased
considerably the confidence of the realism of the boundary
data provided by the AS3D-model.

In the present study two sets of grids were used: one for the
entire Baltic with an open boundary in Kattegat (Fig. 1) with
a horizontal resolution of 2 nautical miles, and one sub-model
for the Laxemar region (Fig. 2) with a horizontal resolution of
0.1 nautical miles (185 m). The horizontal eddy diffusivity
was set to 30 m2/s for the Baltic model. For the Laxemar ver-
sion two simulations were done, one with 5 m2/s and one with
20 m2/s. The models were integrated with realistic atmo-
spheric forcing over a 1-year cycle of the year of 1981,
selected for being average concerning local temperature and
fresh water discharge.

2.2. Passive tracers

The first type of a conceptual exchange measure concerns
a tracer substance discharged as a fully controlled source.
This can be performed both in reality and in a numerical
model. An ideal tracer should be fully water-soluble, lack state
transitions and at the same time be detectable in very low con-
centrations. The equation of the passive tracer C is

vC

vt
þV$VC¼ KHV2

HCþ v

vz

�
KV

vC

vz

�
þFC ð1Þ

where KH and KV are the eddy diffusivity coefficients in the
horizontal and the vertical direction, respectively. The former
is set constant as mentioned earlier but the latter varies with
depth and is made dependent on the local vertical shear and
buoyancy forces according to Marchuk (1980). V is the veloc-
ity vector and FC the tracer source term. The discharge points
of a tracer representing a contaminant are indicated in Fig. 2.
The finite-difference approximations of these equations were
constructed by integrating them over a C-grid. The finite-
differences are centered and hence with a truncation error of
the second order.

2.3. Age tracers

The second type of a conceptual exchange measure is
a time-oriented method, based on computing the age of water
parcels in a reservoir defined by a close surface boundary that
separates the interior from exogenous water outside. Eriksson
(1971) was the first to strictly formulate a reservoir theory. In
the same paper were also formulated the statistical properties
that material distributed in a reservoir in steady-state must ful-
fil. Since the 1970s when ecological concerns instigated
debates about harmful materials and their circulation through
the environment, this line of statistically based analysis has
had many sequels in applied sciences. The scientific debate,
however, suffered from loose definitions. Bolin and Rodhe
(1973) attempted to sharpen the distinction between different
types of retention time concepts in order to mitigate misunder-
standings. They pursued their analysis in a general way with
the focus on unevenly distributed materials borne in a flowing
medium, and defined the two concepts of average age (AvA)
and average transit residence time (ATR), but these acronyms
are of a later date. The first concept denotes the average time
an ensemble of individual particles, present at a given instant
inside a predefined domain, has spent inside this domain. The
average should be taken over this simultaneously present
ensemble. The time measurement begins for each particle as
it enters the domain. This is computed by integrating Eq. (1)
with the tracer source to one (FC¼ 1) in the model domain
and setting the values of the tracer to zero (C¼ 0) on the
open boundaries to the north, east and west of the model
domain (Fig. 2).

The time that the same particle remains in the reservoir is
defined as its residence time. The average over the same si-
multaneously present ensemble is denoted as AvR-time. The
sum of corresponding AvR- and the AvA-times for a particle
gives the average transit residence time (ATR). This nomen-
clature was suggested by Delhez et al. (2004). The relationship
between the two latter measures in steady-state conditions is
given by Björkström (1978). Note that all these concepts are
defined relative to a specified boundary that separates the par-
ticles or water parcels belonging to the domain from those
being outside, which are referred to as being exogenous.
Any relationship between these time-based measures and
water exchange expressed as volume flow is only valid during
steady conditions so that stable equilibrated distributions can
be established. If parts of a domain are exempted from
exchange for a period, such as by water being moved back
and forth or by entering a secluded pathway, the AvA of these
parts will increase monotonously during this time.

In a special issue dedicated to articles on time-based tracers,
it may seem presumptuous to present a literature review since
many more encompassing such reviews are likely to appear,
such as the one presented by Monsen et al. (2002). A few high-
lights of the present authors’ points of view can, however, be
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motivated. Deleersnijder et al. (2001) presented a theoretical
framework for which AvA of a set of particles subjected to
advection, diffusion and destruction are accounted for using
mass-weighted averages. This makes it possible to distinguish
between the transporting medium (i.e. normally water or air),
passive tracers and active tracers such as decaying radioactive
material and/or biologically reactive constituents. Delhez
et al. (2004) extended this framework to also cover ATR-times
for non-stationary flow. Regarding ventilation of coastal waters,
focus can naturally be placed on the renewal of the flowing me-
dium per se (i.e. sea water) and not on its particle contents. An
early contribution based on the ATR-time concept was given
by Pilson (1985) using box-models. In this context ATR is often
referred to as hydraulic residence time (Hagy et al., 2000). The
AvA concept, originally defined for a single reservoir, was inde-
pendently adapted to water circulation models by introducing its
volume-specific counterpart (England, 1995; Engqvist, 1996),
by denoting the length of time a particular water parcel (or parts
thereof) on average has spent within a specified connected body
of water. Applications seem to have been intensified since 2000.
Several recent studies (Engqvist and Andrejev, 2003; Andrejev
et al., 2004a,b) apply the original method, while Gustafsson
(2000) and Khatiwala et al. (2001) restrict the active age tracers
to the ones that also have been in contact with a boundary of the
domain, starting the counting of age from these events. These
latter approaches are based on the assumption that the employed
model is capable of distinguishing the different kinds of water,
a method which bears a resemblance to trajectory analysis.
This can be accomplished by an additional scalar tracer marker
representing the fraction of contained water type in each sub-
compartment. The AvA dynamics scheme should then only be
applied to one particular fraction of the contents of a compart-
ment at a time so that the corresponding AvA values represent
the residence time only of this fraction. This method also
expands the applicability to cover residence time of fresh water
(Dettman, 2001; Sheldon and Alber, 2002), which also may be
treated as exogenous water with initial age set to zero at its dis-
charge point. Monsen et al. (2002) introduced the concept of
exposure time that stands for particles that enter and leave the
residential domain multiple times without having their time-
based scalar measure reset to zero on exiting. This approach cer-
tainly demands a computational domain that is sufficiently
greater than the studied residence domain. Various aspects of
the Baltic circulation were analysed by Meier (2005) using the
standard AvA method.

2.4. Lagrangian trajectories

The Lagrangian trajectories in the present study have been
calculated with the trajectory model TRACMASS, which is
based on Döös (1995) and Blanke and Raynaud (1997) pre-
sented in Appendix A. A selection of three trajectories calcu-
lated with sub-grid turbulence parameterisation taking highly
disparate paths is presented in Fig. 3. They enter the model
domain through the open boundaries, flowing into the
discharge regions and then eventually exit the model domain
through the open boundaries.
The trajectory solutions obtained by Eqs. (9)e(13) in the
Appendix A, only include the implicit large scale diffusion
due to along-trajectory changes of temperature and salinity,
and by the models parameterisation of turbulent mixing in
the momentum equations. These trajectories do not, however,
explicitly represent sub-grid scale turbulence. There are sev-
eral ways to incorporate a sub-grid scale turbulence. One
way is to add a random displacement to the trajectories (Lev-
ine, 2005). We have here chosen another method, consisting
instead of adding a random turbulent velocity u0 to the circula-
tion model’s saved velocity field U for each trajectory and each
model grid wall. This enabled us to use the TRACMASS code
as it is but with a velocity field that is somewhat shaken, result-
ing in stirred trajectory particles. The new velocity from which
the transport is calculated in Eq. (9) is now u¼Uþ u0. The
amplitude of the random turbulent velocity is set to the same
size as the circulation model velocity U, so that u0 ¼ RU, where
R is a random number uniformly distributed between�a and a.
Best results were obtained for a¼ 1 and all the results in the
present study are made with these. New random turbulent
velocities were generated every time step for each trajectory.

The effect of this superimposed sub-grid turbulence is
clearly visible by just plotting the trajectory positions every
hour for a particle cluster released in the discharge area at
a particular moment (at 1:00 on 15th June 1981) in Fig. 4.
The parameterised turbulence smoothes the trajectory posi-
tions and spreads them more evenly. The stirred particles in
Fig. 4b fill visibly regions where no particles were present
without sub-grid turbulence in Fig. 4b.

The mean position of the trajectory cluster is defined as

xiðtÞh
1

N

XN

n¼1

xn
i ðtÞ ð2Þ

where t is the time, N is the total number of trajectories con-
tained in the cluster and i the spatial coordinate index, i.e.
the zonal, meridional or vertical position of the n-th trajectory

Fig. 3. A selection of three trajectories entering the model domain through the

open boundaries at the times tI
1, tI

2, tI
3. The discharge regions are reached at the

times tD
1 , tD

2 , tD
3 . They eventually exit the model domain through the open

boundaries at the times tO
1 , tO

2 , tO
3 .
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xi
n(t). In the present study, we will only consider the horizontal

dispersion. The vertical dispersion is, however, an important
measurement of the vertical mixing in the ocean but beyond
the scope of the present study. The mean position is illus-
trated by the solid black line in Fig. 4 and shows that it is no-
ticeably affected by the inclusion of sub-grid turbulence
parameterisation.

A statistical evaluation of the effects of the parameterised
sub-grid turbulence can be obtained by calculating the hori-
zontal Lagrangian dispersion defined as the mean square dis-
placement of the trajectories relative to the time-evolving
mean position

D2ðtÞh1

N

X2

i¼1

XN

n¼1

�
xn

i ðtÞ � xiðtÞ
�2 ð3Þ

Fig. 5a shows the Lagrangian dispersion as a function of
time for 20 clusters released at different moments from the

Fig. 4. 1823 Lagrangian trajectories released from the discharge regions the 15th

June 1981 and followed until they exit the model domain. The trajectories’ po-

sitions are plotted as colour dots every hour. The colour indicates the day during

the first 20 days. The black line is the mean position of the trajectory cluster as it

evolves in time. (a) Without, and (b) with sub-grid turbulence parameterisation.
discharge area with and without sub-grid turbulence. The
time evolutions of the dispersion growth are all very different
but are greater for almost all the clusters with added sub-grid
turbulence. The yearly average of the Lagrangian dispersion
evolution is shown by the black lines in Fig. 5b, where new
clusters of trajectories have been released every hour from
the discharge area during the whole year. The dispersion,
which is often called the r.m.s of the separation distance of
particles, is a well studied theoretical field in both two- and
three-dimensional turbulence. The dispersion growth can fol-
low two different laws. One is the KraichnaneRichardson’s
law (Richardson, 1926; Kraichnan, 1966, 1967)

D2ðtÞ ¼
�
D2=3ðt1Þ þ cðt� t1Þ

�3
for D[DI ð4Þ
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20 chosen clusters released at different moments

The yearly average of clusters released every hour in black

Fig. 5. The time evolution of the Lagrangian dispersion in km2 of trajectory

clusters. The lines with ‘‘e T e’’ are with sub-grid turbulence parameterisa-

tion and the solid lines are without. (a) Twenty chosen clusters released at dif-

ferent moments from the discharge area illustrating the large variety in the

growth rate of the dispersion. (b) The yearly average of clusters released every

hour. The KraichnaneRichardson’s dispersion growth law in dashed blue,

which fits best during the first 2.5 days and the Lin’s law in dashed red, which

fits best for the last 2.5 days.
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where c is a constant and DI is the forcing injection scale
which is according to Ollitrault et al. (2005) equal to the inter-
nal Rossby radius in the case of the ocean. The second one is
the Lin’s law (Lin, 1972), which implies exponential growth

D2ðtÞ ¼ D2ðt0Þexp½2ðt� t0Þ=t� for D� DI ð5Þ

where t is the e-folding growth time. Both these dispersions’
growths have been observed in the ocean by floats (Ollitrault
et al., 2005). They also apply to this model study, where we
have plotted them together with the yearly average of the dis-
persion growth in Fig. 5b, the KraichnaneRichardson’s law in
blue and the Lins’s law in red for the best fitted constants. The
constants were obtained by setting t0¼ 0 and t1¼ 2.5 days and
are for the non-turbulent case c¼ 0.016 m2/s3 and t¼ 72 days
and with turbulence c¼ 0.019 m2/s3 and t¼ 81 days.

The extra dispersion obtained after 5 days with the parame-
terised sub-grid turbulence is on an average 1.9 km2. This
average slope of 4.4 m2/s is the extra injected parameterised
turbulence and can be compared to the Laplacian diffusion
coefficients of 5 m2/s and 20 m2/s that were used for the
passive tracers in the present study.

TRACMASS makes it possible to calculate Lagrangian tra-
jectories both forwards and backwards between any sections
or regions in the ocean. The Lagrangian trajectories corre-
spond to the passive advection of a zero-dimension particle
by the velocity fields from a 3D-circulation model. The
main difference between passive tracers and Lagrangian tra-
jectories is that the trajectories do not include the diffusion
term as in the tracer equation. This diffusion term is included
in the tracer equation for two reasons: (1) to parameterise the
sub-grid motion that will mix the tracer between the model
grid cells and (2) to stabilise numerically the circulation
model. It is generally for this second reason the horizontal dif-
fusion coefficient is set to a greater value than would be
required to parameterise the sub-grid scale motion. In the pres-
ent study, we have tried two different coefficients since there is
no obvious choice: one as low as possible, which is 5 m2/s and
one somewhat greater, 20 m2/s.

By associating each trajectory with a transport it is possible
to calculate the water mass transport. The method was applied
to the Baltic by Döös et al. (2004) and Jönsson et al. (2004),
where residence times were calculated for the Bay of Gdansk.
These studies made use of the trajectory method’s capability
of keeping a record of all released water particles, which in
turn makes it possible to perform statistical analysis of for
instance the particles’ different ages. It is hence possible to
calculate the residence time R in the model domain for a par-
ticular trajectory particle, which is released in the discharge
area, by integrating the trajectory forward in time so that the
residence time of this trajectory can be expressed as

Rn ¼ tO
n � tn

where n is the considered trajectory, tn
O is the time when trajec-

tory n flows out through the open boundary and leaves the
model domain and tn when it is released from the discharge
area. See Fig. 3 for the time indexing of the trajectories.

The average residence time, AvR, in the discharge area re-
leased at time t is then obtained by making an average over all
simultaneously released particles so that

AvRðtÞ ¼ 1

N

XN

n¼1

�
tO
n � tn

�
ð6Þ

where N is the total number of trajectories.
The Average age, AvA, of the trajectory particles is obtained

similarly but by integrating them backward in time so that

AvAðtÞ ¼ 1

N

XN

n¼1

�
tn � tI

n

�
ð7Þ

where tn
I is the time when the n-th trajectory flows in through

the open boundary into the model domain.
The average transit residence time ATR is simply obtained

by summing each matching pair of particles of forward and
backward trajectories so that

ATRðtÞ ¼ 1

N

XN

n¼1

�
tO
n � tI

n

�
ð8Þ

Note that the definition of ATR only uses the times when
the trajectories enter and exit the model area but will all
flow through the discharge area at the time t, since they are
calculated from this spatially and temporally specified location
both backward and forward in time.

A convenient way of representing the long-term circulation is
to use the Lagrangian stream function, presented in Fig. 6, which
is calculated by summing over selected trajectories describing
the paths that one wants to study. This method was first intro-
duced by Blanke et al. (1999). In this way one can isolate a par-
ticular water mass by following a set of trajectories between
a specific initial section and a final section (see Appendix B).

The trajectory calculations in the present study all originate
from the discharge points marked in Fig. 2. There are in total
1823 discharge points distributed over nine model grid cells.
The trajectory particles are to mimic radio-nuclides exiting
through the bottom of the sea floor. These positions corre-
spond to where radio-nuclides would exit the sea floor due
to accidental leakage of radio-nuclides from a deep repository
for radioactive waste (Lindgren et al., 2001). The discharge
points are therefore unevenly distributed, with most of them
(1803) projected over eight adjacent grid cells in the southern
area of Fig. 2. The remaining 20 discharge points are located
further north in one single grid cell.

The trajectories are released every hour during the year. In
total we therefore calculate 43752 [1823� 24 (hours per
day)� 365 (days per year)� 2 (backward and forward)] trajec-
tories during 1 year to obtain relevant statistics for each model
integration. The travel time of these trajectories was as individ-
ual as their paths. In this view, it is possible to attribute a spec-
trum of ages even to one singular grid cell. It is therefore
necessary to calculate a large number of trajectories so that
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Fig. 6. The yearly averaged Lagrangian barotropic stream function calculated with (a) forward trajectories in time from the release positions until they exit the

model domain, (b) backward in time trajectories, corresponding to water flowing from the open boundary to the the discharge area, (c) the sum of both the forward

and the backward trajectories in previous two sub-figures, corresponding to the water flowing into the model domain through the open boundary to the discharge

area and then out again through the open boundary. Units in percent of total amount of released materials. (d) The yearly averaged Eulerian barotropic stream

function directly calculated from the model velocity fields. Units in 100 m3/s.
the integrated quantities such as the Lagrangian stream function
or the average particle concentrations converge and the results
do not change by adding extra Lagrangian trajectories.

3. Results

The Lagrangian stream functions make it possible to isolate
the mean paths from and to the discharge points near the coast.
The Eulerian barotropic stream function, which shows the
total mean flow through the model domain, also presented in
Fig. 6, illustrates that there is a mean southward flow in the
Laxemar region and a clockwise circulation in the southern
part. The Lagrangian stream functions show that there is
a flow from and to the discharge area from all directions,
which is due to the high temporal variability in the region en-
abling all sorts of different circulation during the year but with
a greater amplitude for water flowing from the north-east and
which, after flowing through the discharge region continues
towards the south-east.

The tracer concentration can be directly compared with
trajectory particle concentration. Their inter-comparison is
presented for a yearly average in Fig. 7. The main difference
between the two categories is that the trajectory particle distri-
bution has more fine structures than the passive tracer and that
its concentration decays faster with the distance from the dis-
charge region. The tracer simulations also differ depending on
the chosen eddy diffusivity coefficient. The tracer concentra-
tion decreases more rapidly with lower eddy diffusivity and
hence becomes closer to the trajectory particle concentration.
The tracer concentration is also unfortunately affected by the
open boundary conditions the tracer equation is integrated
with, which explains why the concentration drops towards
zero near the open boundary.

The tracer and particle concentrations vary, however, in
time, and in order to illustrate this we have integrated the
tracer and particle concentrations over the model domain
and show this as a function of time in Fig. 8a. The units are
in percent of maximum trajectory concentration, which hap-
pens to occur at the end of the year. The temporal variability
is visibly high in Fig. 8a, with a standard deviation of
20e22% of the maximum integrated particle/tracer concentra-
tion. This can be explained by fluctuating currents that sweep
away the water from the coastal area into the open Baltic Sea.
The total particle/tracer concentration has lower values during
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Trajectories Trajectories with turbulence
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Fig. 7. A comparison of the one-year average depth integrated trajectory particle and tracer concentrations. Units in percent of maximum concentration.
the autumn and winter, due to the stronger winds during this
period. There are, however, even during this period occasional
high values, such as the one at the end of the year. The stan-
dard deviation, the correlation and the root mean square differ-
ence between the tracers and particles of Fig. 8a are presented
in Table 1 and show that the best agreement is obtained
between trajectory particles with sub-grid parameterisation
of the turbulence and the tracer simulation with the lower
eddy diffusion.

The tracer average age (AvA) was computed for all grid
cells in the study area following the procedure described in
Section 2.3. Twice a month the resulting AvA values were
saved for the discharge area defined as the black dots in
Fig. 2. The time evolution of the AvA is presented in
Fig. 8b for both the simulation with low diffusion (red line)
and high diffusion (orange line). The trajectory AvA was
also calculated with trajectories by releasing them every
hour from all the discharge grid cells and following them
backward until they ‘‘enter’’ the study area. AvA is hence
the average time, these trajectories have resided inside the
study area. AvA is plotted in Fig. 8b with (blue line) and with-
out (black line) sub-grid turbulence parameterisation.

The main difference between the tracer and trajectory aver-
age ages is that the tracer AvA is about half as big as the
trajectory AvA. A possible explanation for this is that the
tracer average age is subject to a Laplacian diffusion, which
eliminates the extremes when constructing only one single
age per grid box volume. The trajectory AvA on the other
hand is an average of a whole spectrum of different trajectory
ages, where some particles are several months old. The corre-
lation is on the other hand good between the two methods. The
age evolution with sub-grid parameterisation of the turbulence
gives a better correlation but at the same time a higher RMS
error. The corresponding statistics are presented in Table 2.

As explained in Section 2.4, it is possible to keep track of the
time of all the individual trajectories and it is hence possible to
calculate the time evolution of the water exchange in detail. The
time decay of the number of trajectory particles in the model
domain, which have been released in the discharge region
and followed until they exit the model area is presented in
Fig. 9a. This decay rate is equivalent to the average residence
time (AvR).

With trajectories, it is possible to keep track of the full time
evolution from the moment they are released until they exit the
model domain or are stopped. Statistics are obtained by sum-
ming over specific trajectories, which have already been calcu-
lated and stored. The tracer on the other hand, which is
integrated within the circulation model, has only a time evolu-
tion as a scalar in each model grid cell but the trajectories con-
sist of an ensemble of many particles. The residence time
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evolution has been calculated for each trajectory particle clus-
ter released every hour during the year making a total of 8760
(24� 365) clusters. A selection of 20 of these clusters have
been plotted in Fig. 9aec, showing the vast variety of possible
time evolution decays.
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Fig. 8. Time evolution of (a) the total amount of tracers/particles, (b) average age

(AvA) as a function of Julian day. The tracer/age simulation in red (KH¼ 5 m2/s)

and orange (KH¼ 20 m2/s). The trajectory particles/age with sub-grid turbu-

lence parameterisation in blue and without in black. Units in percent of

maximum concentration for the integrated particles/tracers and the average

age (AvA) in days. Corresponding statistics are presented in Tables 1 and 2.

Table 1

Statistics of the time evolution of the trajectory particles and tracers integrated

over the model domain, which is shown in Fig. 8a. The standard deviation(s),

the correlation and root mean square (RMS) difference between between par-

ticles and tracers. The standard deviation for the trajectories is 22% with sub-

grid turbulence parameterisation and without 21%

KH [m2/s] s [%] Correlation RMS [%]

With

turbulence

Without

turbulence

With

turbulence

Without

turbulence

5 22 0.85 0.84 12 13

20 20 0.79 0.77 14 14
Initially 100% of the particles released at a certain time are
in the discharge area and thus present in the model domain as
well. The number of particles is then gradually reduced as they
eventually exit the model domain through the open bound-
aries. But already after a few hours or a day the fastest particle
trajectories will have found their way out of the model
domain. The large differences between the 20 lines illustrate
the high temporal variability of the residence times. The resi-
dence time for a particle can hence only be a few days if it is
trapped and advected by strong currents, typically occurring
during the autumn when the winds are stronger. During the
summer when the weather is calmer the exchange rate is often
much slower, which is illustrated by the curves that decay
slower and for which, 10% of the discharge can still be in
the model domain after several months.

The age evolution obtained in a similar way but with trajec-
tories integrated instead backward in time from the discharge
region to where they have entered the model domain is pre-
sented in Fig. 9b. This is the equivalence of the average age
(AvA) that can be calculated with age tracers but with the dif-
ference that we have a full time evolution since there is not
one single age as for AvA. There is hence a decay of number
of particles in time expressed in percent since the water is not
one single body mass. The decay structure is similar to the for-
ward trajectory particle evolution in Fig. 9a. The difference in
the time evolution of the backward and forward particles is
simply due to that the flow from the open boundary into the
discharge area does not have the same structure as the flow
from the discharge area to the open boundary.

By adding the forward and backward times for each match-
ing pair of trajectories, it is possible to calculate the time evo-
lution of the total time spent in the model domain for
trajectories that have passed at least once through the dis-
charge area. This is transient time evolution (equivalence of
ATR) presented in Fig. 9c. It corresponds to the total time
the particles spend in the model domain from the moment
they enter through the open boundary until they exit provided
they pass through the discharge region.

The yearly averages of the 8760 clusters of which a selec-
tion is shown in Fig. 9aec have been calculated and are pre-
sented in Fig. 9d. This shows an average and therefore
a smoothed time evolution of the water exchange but still
much more detailed than the classic single value approach of
AvR, AvA and ATR. The e-folding decays show that the

Table 2

Statistics of the the average age (AvA) time evolution shown in Fig. 8b of the

trajectory particles and tracers integrated over the model domain. The standard

deviation(s), the correlation and root mean square (RMS) difference between

between trajectory particles and tracers. The standard deviation for the trajec-

tories is 5.0 days with sub-grid turbulence parameterisation and without

4.6 days

KH [m2/s] s [days] Correlation RMS [days]

With

turbulence

Without

turbulence

With

turbulence

Without

turbulence

5 2.6 0.85 0.78 6.7 5.6

20 1.5 0.82 0.70 8.2 7.1
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Fig. 9. Time evolution of the decay of number of trajectory particles in the model domain, which have been released in the discharge areas and followed with

Lagrangian trajectories until they exit the model area. Each line corresponds to the time evolution of a particular cluster released in one single moment. Only

a selection of 20 clusters have been plotted in aec out of the 8760 (24� 365) clusters that have been released during the year. (a) Residence time evolution cal-

culated with trajectories integrated forward in time (equivalence of AvR). (b) Age evolution calculated with trajectories integrated backward in time (equivalence

of AvA). (c) Transient time evolution corresponding to trajectories going from the open boundary to the release points and back to the open boundary, which is the

sum of the time evolution in the two previous sub-figures (equivalence of ATR). (d) The yearly average of the time evolutions of all the 8760 clusters. The average

residence times of subfigure a in black, the average age evolution of subfigure b in blue and the average transient time evolution for subfigure c in red.
number of trajectories in the model domain decay exponen-
tially in time with an e-folding time. Note that the transient
time evolution is the sum of each pair of forward and back-
ward trajectories but not for the forward and backward distri-
butions, which explains why the yearly mean residence time
evolution (black curve in Fig. 9d) plus the yearly mean age
evolution (blue line in Fig. 9d) do not add up exactly to the
yearly mean of transient time (red line in Fig. 9d).

4. Discussion and conclusions

The two methods of estimating the water exchange through
the Baltic coastal region of Laxemar, which have been used in
the present study, show both a typical coastal region with fluc-
tuating currents. The discharge tracers or particles are some-
times rapidly swept away in a few days and sometimes
slower in a month or two, depending on the currents.

The tracer and trajectory methods both have in common
that the studied water mass is advected passively with the cur-
rents and is at the same time subject to a parameterised mixing
due to unresolved sub-grid scales. The tracer is integrated as
a scalar simultaneously within the circulation model with the
same time step. The trajectories on the other hand are
calculated off-line, i.e. from the all ready calculated and stored
averaged velocity fields over a longer time step (1 h in the
present study).

The tracer and trajectory methods do not produce exactly
the same quantities. All the tracer quantities have, however,
their equivalence with Lagrangian trajectories. We have thus
been able to construct the following quantities for both
methods, which are directly comparable:

� tracer/particle concentrations as a function of space (Fig. 7);
� the total amount of tracers/particles in the model domain

as a function of time (Fig. 8a);
� the average age of the tracers/particles (Fig. 8b).

With the trajectory method it is possible in addition to these
quantities to derive some additional ones, which do not have
their equivalence with the tracer method.

� The Lagrangian barotropic stream functions (Fig. 6),
which cannot be calculated with passive tracers since it
is not possible to isolate the velocity of a particular tracer.
� The time evolution of the residence time, the average age

and the transient time averaged over an extended study
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period, whereas the tracer method only gives one single
value of the average age for a particular time.

The Lagrangian trajectories can hence provide a more
detailed view of the exchange times and mechanisms than the
tracers. This is due to that the trajectories treat the studied water
mass as the sum of many particles, which one keeps record of,
while the tracer is an Eulerian scalar with only one value per
model grid box. These advantages in the diagnostics does not
by any means imply that the trajectory method by itself is
more accurate and physically realistic than the tracer method.

There are some differences in the results of the two
methods. It is for instance not obvious why the average age
is about half as long with tracers. A plausible explanation is
that the tracer average age is subjected to the Laplacian diffu-
sion, which eliminates the extremes when constructing only
one singe age per grid box volume. The trajectory average
age on the other hand is an average of a whole spectrum of
different trajectory ages, where some particles remain in the
basin for several months and some only a few hours.

The main difference in the present modelling aspect is how
the sub-grid turbulence is parameterised. The trajectory
method parameterises the sub-grid turbulence by adding a ran-
dom component to the linearly interpolated flow fields that are
interpolated from the advective fluxes at the sides of each grid
cell in the model.

Even without sub-grid parameterisation of the turbulence
the Lagrangian trajectories and tracers include an effect of dis-
persion since the velocity field is three-dimensional and time-
dependent (in contrast to two-dimensional stationary velocity
fields where the stream lines are parallel to the trajectories).
The Lagrangian dispersion was quantified in the present study
by calculating the dispersion rate of clusters, i.e. how fast par-
ticles diverge as they are advected by the mean current and
subject to the parameterised sub-grid turbulence.

The usual time evolution of the dispersion of a cluster
would have been that it complies better with Lin’s law before
the cluster has grown in size and then when the cluster is
larger with the KraichnaneRichardson’s law. In our study it
is just the opposite, for the reason that the clusters were
released near the coast where the Rossby radius is close to
zero, since the depth is less than 10 m and the stratification
is weak there. This explains why the exponential growth of
KraichnaneRichardson’s law fits best the trajectory dispersion
during the first days. The cluster then moves east where the sea
is deeper and stratified, resulting in an increase of Rossby
radius. Although the cluster grows considerably in size after
a few days it will be relatively smaller compared to the Rossby
radius after a few days and will then fit the Lin’s law. If the
clusters had been followed further out in the Baltic, then
they would most likely have followed the Kraichnane
Richardson’s law once again.

The sub-grid parameterisation of the turbulence is included
in the tracer equation by integrating it with the Laplacian dif-
fusion and a chosen corresponding coefficient (KH). There are
two reasons to include this, one is physical and one is
numerical.
� The physical reason is that the model needs to parameter-
ise the sub-grid motion. This is why it is often referred to
the eddy diffusivity but with a horizontal resolution of
185 m in the present study, it is not only the eddies that
are not resolved but also finer scales due to, e.g. short sur-
face gravity waves such as the swell or sub-grid scales due
to unresolved bathymetry.
� The numerical reason is that 3D-circulation models gener-

ally need some diffusion and viscosity to remain numeri-
cally stable in order to dissipate energy or to eliminate
numerical noise due to the truncation errors in the numer-
ical schemes. In the present study we have presented
results from the model integrated with KH¼ 20 m2/s and
KH¼ 5 m2/s.

If the tracer equation could be integrated with a KH¼ 0 m2/s
then the tracer would be advected passively as the Lagrangian
trajectories without sub-grid parameterisation of the turbulence
and the differences in the results would be reduced to (1) the
numerical diffusion due truncation errors in the numerical
schemes of the tracer equation and (2) to that the trajectories
are integrated off-line, i.e. with currents that are updated every
hour while the tracer is integrated on line with the general
circulation model time step of a few minutes.

There are several ways to investigate these methods further
but must fall beyond the scope of the present study. One chal-
lenge would be to integrate the circulation model with a higher
horizontal resolution. Finer scales are then included and one
can reduce the diffusion coefficient even further since the model
will resolve instead of parameterise these finer scales, which
were on the sub-grid scale with a coarser model. However,
new problems arise with finer resolution. If the horizontal scale
begins to approach the vertical scale, the hydrostatic approxi-
mation is no longer valid and one needs to use a non-hydrostatic
model, which is possible by for example employing the MIT-
general circulation model by Marshall et al. (1997). Further-
more a short surface wave model could be incorporated since
the wave orbital motion acts as a dispersion. This extra disper-
sion could be incorporated in the sub-grid turbulent approach of
the Lagrangian trajectories. The tides in the Baltic are negligi-
ble but if the study would have been done in a coastal region in
the world ocean then the tides would have to be included.

Finally the methods will need to be validated against obser-
vations in the future. The true amplitude of the Lagrangian dis-
persion could be estimated by releasing clusters of subsurface
floats, which would also be a severe test to verify both tracer
and trajectory dispersion, which would also make it possible to
calculate the most realistic eddy diffusivity coefficient for the
tracers and how to set the amplitude of the extra random com-
ponent of the velocity added for the trajectories.
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Appendix A. The trajectory model TRACMASS

Velocities calculated by the sea circulation model AS3D
are known on the sides of the C-grid boxes. From these veloc-
ities, volume transports are derived. The volume transport
through the eastern wall of the ijk grid box is given by

Fi;j;k ¼ ui; j; kDyDzk ð9Þ

in which i, j, k denote the discretised longitude, latitude and
depth, respectively; u is the zonal velocity; and DyDzk defines
the meridionalevertical area. Meridional transports are
defined analogously, while vertical transports simply follow
from the non-divergency of the velocities. Inside a grid box,
volume transports are obtained by interpolating linearly
between the values of the opposite walls. For the zonal direc-
tion, for example, using r¼ x/Dx, one obtains

FðrÞ ¼ Fi�1; j; k þ ðr� ri�1Þ
�
Fi; j; k �Fi�1; j; k

�
ð10Þ

Local transport and position are related by F¼ dr/ds, where
the scaled time variable s h t/(DxDyDzk), where the denomi-
nator is the volume of the particular grid box. The approxima-
tion in Eq. (10) can now be written in terms of the following
differential equation

dr

ds
þ arþ b¼ 0 ð11Þ

with a h Fi�1, j,k� Fi, j,k and b h� Fi�1,j,k� ari�1. Using the
initial condition r(s0)¼ r0, the zonal displacement of the tra-
jectory inside the considered grid box can be solved analyti-
cally and is given by

rðsÞ ¼
�

r0þ
b

a

�
e�aðs�s0Þ � b

a
ð12Þ

The time s1 when the trajectory reaches a zonal wall can be
determined explicitly

s1 ¼ s0 �
1

a
log

�
r1þ b=a

r0þ b=a

�
ð13Þ

where r1¼ r(s1) is given by either ri�1 or ri. With the use of
Eq. (9), the logarithmic factor can be expressed as log[F(r1)/
F(r0)]. For a trajectory reaching the wall r¼ ri, for instance,
the transport F(r1) must necessarily be positive, so in order
for Eq. (13) to have a solution, the transport F(r0) must then
be positive also. If this is not the case, then the trajectory either
reaches the other wall at ri�1 or the signs of the transports are
such that there is a zero zonal transport somewhere inside the
grid box that is reached exponentially slow. For the meridional
and vertical directions, similar calculations of s1 are performed
determining the meridional and vertical displacements of the
trajectory, respectively, inside the considered grid box. The
smallest transit time s1� s0 and the corresponding r1 denote
at which wall of the grid box the trajectory will exit and
move into the adjacent one. The exact displacements in the
other two directions are then computed using the smallest s1

in the corresponding Eq. (12). The entire procedure is then
repeated for as long as is desired. The above considerations
can easily be translated into an efficient numerical algorithm.
The differential Eq. (11) is strictly only valid for stationary
velocity fields. Vries and Döös (2001) developed a code for
time-dependent velocities. It is, however, possible to use the
present code with negligible loss of accuracy by simply chang-
ing the velocity fields at regular time intervals, which in our
case is every hour, since the sea circulation model AS3D out-
put data are stored at this frequency.

Appendix B. Lagrangian stream function

Each trajectory, with the index n, is associated with a vol-
ume transport ðTnÞ in m3/s determined by the velocity and the
area of the initial section as well as the number of trajectories
initiated per grid box. All the trajectories are traced from an
initial section to final section during which they conserve their
volume transport. There is hence no volume sinks or sources
between the initial and final sections. The corresponding
velocity or transport fields is therefore non-divergent, which
allows us to calculate stream functions.

The volume transport of each trajectory is inversely propor-
tional to the number of trajectories that are calculated from
their initial section. This might be regarded as the ‘‘Lagrang-
ian resolution’’, which should be high enough to ensure that
the Lagrangian stream function does not change by further
increasing the number of trajectories. The trajectories are
summed up on the model grid, so that every time a trajectory
passes a grid wall it is registered. In this way one obtains
a non-divergent three-dimensional field that corresponds to
the volume transport for these trajectories. Every trajectory
that enters a model grid box will also leave this grid box.
Hence the transport field exactly satisfies the following
relation:

Tx
i; j; k;n � Tx

i�1; j; k;nþ Ty
i; j; k;n� Ty

i; j�1; k;nþ Tz
i; j; k;n� Tz

i; j; k�1;n ¼ 0

where Tx
i; j; k; n, Ty

i; j; k; n and Tz
i; j; k; n are the volume transports as-

sociated with the trajectories in the zonal, meridional and ver-
tical directions, respectively, and i, j and k are the zonal,
meridional and vertical indices. By integrating vertically
over the transports and over the trajectories one obtains the
Lagrangian barotropic stream function JLB

i; j

JLB
i; j �JLB

i�1; j ¼
X

k

X
n

Ty
i; j; k;n or JLB

i; j �JLB
i; j�1

¼�
X

k

X
n

Tx
i; j; k;n
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Abstract

Freshwater fraction method is popular for cost-effective estimations of estuarine flushing time in response to freshwater inputs. However, due
to the spatial variations of salinity, it is usually expensive to directly estimate the long-term freshwater fraction in the estuary from field obser-
vations. This paper presents the application of the 3D hydrodynamic model to estimate the distributions of salinity and thus the freshwater frac-
tions for flushing time estimation. For a case study in a small estuary of the North Bay in Florida, USA, the hydrodynamic model was calibrated
and verified using available field observations. Freshwater fractions in the estuary were determined by integrating freshwater fractions in model
grids for the calculation of flushing time. The flushing time in the North Bay is calculated by the volume of freshwater fraction divided by the
freshwater inflow, which is about 2.2 days under averaged flow conditions. Based on model simulations for a time series of freshwater inputs
over a 2-year period, a power regression equation has been derived from model simulations to correlate estuarine flushing time to freshwater
inputs. For freshwater input varying from 12 m3/s to 50 m3/s, flushing time in this small estuary of North Bay changes from 3.7 days to
1.8 days. In supporting estuarine management, the model can be used to examine the effects of upstream freshwater withdraw on estuarine
salinity and flushing time.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: flushing time; freshwater fraction; salinity; estuary; hydrodynamics; modeling
1. Introduction

North Bay is a small estuary system located in the north
portion of the St. Andrew Bay (Fig. 1) in Florida, USA. It is
about 12 km along the estuarine axis with the average width
about 2 km, with the average depth is about 3 m. The bay
receives freshwater input from the small rivers and rainfall run-
off from the adjacent coastal watershed. Approximately 95%
of the freshwater inputs are from the Deer Point Lake reser-
voir in the Econfina Creek watershed. According to
Shermyen (1991), water withdrawals in Bay County totaled
about 307 million gallons per day (MGD) in 1985. Ground-
water contributes 12 MGD in total, and surface freshwater
was about 30 MGD and surface saline water was about

E-mail address: whuang@eng.fsu.edu
0272-7714/$ - see front matter � 2007 Elsevier Ltd. All rights reserved.

doi:10.1016/j.ecss.2007.05.016
265 MGD. During 1985 the total public supply water use
was calculated to be 32 MGD. In recent years, population in-
crease in the Panama City area has caused the increase of de-
mand of water withdrawals from Deer Point Lake, which
will result in the decrease of fresh water to the bay. Flushing
time is an important index for the assessment of estuarine
mixing and water quality in the North Bay. It is defined as
the rate at which river freshwater is flushed out of an estuary,
and therefore can be used to estimate the rate of removal of
a pollutant carrying by the freshwater (Thomann and Muller,
1987). Long flushing time means that it would take long time
to flush pollutant out of the bay. The report by Mills et al.
(1985) at the U.S. Environmental Protection Agency
(USEPA) suggested that flushing time should be examined
for surface water quality analysis.

There are several approaches that have been used by
researchers in estimating estuarine flushing times in estuaries

mailto:whuang@eng.fsu.edu
http://www.elsevier.com/locate/ecss
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Fig. 1. North Bay and St. Andrew Bay area.
(Lauff, 1967; Miller and McPherson, 1991; Huang and
Spaulding, 1995; Tartinville et al., 1997; Chan Hilton et al.,
1998; Dettmann, 2001; Kaul and Froelich, 1984). Among dif-
ferent approaches, the freshwater fraction method has been
used by many researchers in estuaries since it was introduced
by Lauff (1967). The flushing time is defined by the freshwater
volume divided by the freshwater input. For estuarine applica-
tions, the freshwater volume and freshwater input are often ap-
proximated as the average values over several tidal cycles or
a longer period of time (Dyer, 1973). Based on signal process-
ing theory (Papoulis, 1977), diurnal tidal component with
24 hour period can be filtered out by a 24-h filter or by simple
48-h moving averages. The freshwater method has been used
for estuarine flushing time analysis applications by many re-
searchers for unsteady flow and tidal conditions using weekly
or monthly averaging techniques to filter out tidal and un-
steady flow effects for quasi-steady state analysis, for example,
Asselin and Spaulding (1993) for flushing time experimental
study in Providence River estuary, Pilson (1985) for Narragan-
sett Bay, Alber and Sheldon (1999) for estuaries in Georgia,
Swanson and Mendelsohn (1996) for Mt. Hope Bay, Chan
Hilton et al. (1998) for Boston Inner Harbor, Hagy et al.
(2000) for Patuxent River Estuary, Huang and Spaulding
(2002) for Apalachicola Bay, and Sheldon and Alber (2002)
for Altamaha River Estuary. Chan Hilton et al. (1998) used an
exponential filter with flushing time as one of its parameters
to average discharge over varying time periods and compared
this to the simple averaging method. When the filtering and
simple averaging methods were applied to Boston’s inner har-
bor they yielded very similar results. Due to the spatial varia-
tions of salinity in estuaries, one of major difficulties in
applying the freshwater fraction method in experimental stud-
ies for estimating flushing time is to adequately determine the
freshwater volume. Fortunately, with the application of the
3D estuarine hydrodynamic model, freshwater volume in the
estuary can be effectively calculated by summing freshwater
volumes in subdivided model grid cells based on the model sim-
ulations of spatial distributions of salinity for a specified period.

For the study in North Bay, the freshwater fraction method
was selected for flushing time analysis because of its long his-
torical applications in estuarine research which is favored by
collaborative biologists, and the availability of the 3D
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hydrodynamic model for estimating freshwater volume. In the
following sections, the applications a 3D hydrodynamic model
to the North Bay is presented. The model was calibrated and
verified to describe the mixing and transport process in the
bay. The calibrated model was then used to determine the
freshwater fraction and flushing time in the bay.

2. Description of hydrodynamic model

In order to investigate the circulation in the North Bay, the
Princeton Ocean Model (POM, Blumberg and Mellor, 1987)
was applied to Northern St. Andrew Bay. It is semi-implicit,
finite-difference model that can be used to determine the tem-
poral and spatial changes of surface elevation, salinity, temper-
ature, and velocity in response to wind, tide, buoyancy, and
Coriolis forces. The model solves a coupled system of differ-
ential, prognostic equations describing conservation of mass,
momentum, heat and salinity at each horizontal and vertical
location determined by the computational grid. This model
incorporates a second-order turbulence closure sub-model
that provides eddy viscosity and diffusivity for the vertical
mixing (Mellor and Yamada, 1982). The model has a history
of successful applications in other estuaries (http://www.aos.
princeton.edu/WWWPUBLIC/htdocs.pom/publications.htm); for
example, Oey et al. (1985a,b,c) for the Hudson-Raritan es-
tuary, Blumberg and Goodrich (1990) for Chesapeake Bay,
Galperin and Mellor (1990a,b) for Delaware Bay, River and
adjacent continental shelf, Blumberg and Galperin (1990) for
New York Bight, Huang et al. (2002) and Huang and Spauld-
ing (2002) for Apalachicola Bay. In all of these studies, the
model performance was assessed via comparisons with data
and a confidence has been established that the model realisti-
cally reproduces the predominant physics. The model is capa-
ble of simulating the estuarine responses to time-dependent
wind and multiple river inputs. Details of model descriptions
were discussed by Blumberg and Mellor (1987), and the
enhanced version of the curvilinear coordinate formulation is
given by Blumberg and Galperin (1990). Major governing
equations used in the model are given below.
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U1 and U2 are the horizontal velocities and W is the vertical
velocity calculated from continuity. z1 and z2 are horizontal
curvilinear orthogonal coordinates, z is the vertical coordinate,
h1 and h2 are metric coefficients, Patm is the atmospheric
pressure, and f is the Coriolis parameter. Spatial varying grids
can be used in the model grid system. The term F1 is related to
the horizontal mixing processes and is parameterized as hori-
zontal diffusion terms. The Reynolds stresses u01w0 and u02w0

are evaluated using the level 21/2 turbulence closure model
of Mellor and Yamada (1982) modified by Galperin et al.
(1988) to determine turbulent mixing.

Salinity and temperature equations:
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where S is the salinity and T is the temperature. Kv is the eddy
diffusivity for salt and temperature, which is calculated from
a second order turbulent model (Mellor and Yamada, 1982).
Density is a function of temperature and salinity calculated
from the equation of state as described in Blumberg and Mel-
lor (1987). The horizontal viscosity and diffusivity coefficients
AH are calculated according to the Smagorinsky (1963) formu-
lation where the coefficient c is set to 0.04 after sensitivity
studies:
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3. Data sets for model calibration and verification

Two independent data sets are required for model calibra-
tion and verification. The data sets should consist of all external
boundary conditions for model simulations, and observations at
selected stations in the bay for model calibration and verifica-
tion for the same model simulation period. To support model
calibration and verification, a field data collection program
was conducted by Northwest Florida Water Management Dis-
trict. Based on the limited fund available for the field data
observation, field stations have been designed to characterize
the spatial variations of salinity and water levels in this small
estuary (about 12 km � 2 km) with minimum number of sta-
tions. Data collections include wind speed and directions, water
levels, and salinity in several stations in North Bay.

The location of the field station is shown in Fig. 2. S593 is
a wind monitoring station located on Deer Point Dam Cause-
way at CR 2321. For such a small estuary, one wind station
would be sufficient to represent the wind condition in the
bay. S594 is a tide station in eastern section of North Bay
between SR 77 bridge and CR 2321 bridge. S595, S596, S598
are stations for salinity measurements to examine freshwater
effects. All salinity measurement instruments were installed
near the bottom to avoid damage by boats. Direct observa-
tions of freshwater input to the bay are not available. Alter-
natively, the freshwater discharge to the bay is approximated
from the hydrological model (SWMM model, Rossman,
2005) simulations of rainfall runoff from the upstream

http://www.aos.princeton.edu/WWWPUBLIC/htdocs.pom/publications.htm
http://www.aos.princeton.edu/WWWPUBLIC/htdocs.pom/publications.htm
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watershed and water budget calculation based on water with-
draw in the upstream Deer Lake Reservoir (Fig. 3a). Ob-
served water levels in the ocean boundary at Panama City
was obtained from NOAA station near Panama City Beach
given in Fig. 3b, and observed wind is presented in Fig. 3c.

Observations of water levels and salinity in North Bay are
given in Fig. 4. Because of only about 15 km distance between
tidal station S594 in North Bay and the open tidal boundary
station (Fig. 5), tidal fluctuations in S594 are in a similar pat-
tern as those in the model open tidal boundary. In other words,
tidal variations in North Bay are mainly controlled by
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Fig. 2. Locations of field data collection stations in North Bay.
boundary tidal forcing. Time series of tidal variations indicate
effects of both harmonic and non-harmonic signals. Salinity
measurements indicate that salinity variations are small in
the bay, which may partially due to the general low flow about
25 m3/s and small tidal fluctuations (about 0.5 m range).
Because of late delivery of salinity measurement instruments,
salinity observations for the first 35 days were missed in Sta-
tions S596 and S598. On day 35, freshwater input and wind
speed are low, the sudden drop in salinity in S595 and S596
on day 35 are thus not resulted from freshwater input and
wind to the bay. Instead, it may be the result of an unrecorded
sudden lease of water from the upstream reservoir. The obser-
vation data is divided into two data sets. The first data set of
40 days for the period of 10/9/2002e11/18/2002 is used for
model calibration, while the 2nd data set of 30 days for the
period of 11/19/2002e12/19/2002 is used as model verification.

4. Model calibration and verification

4.1. Model grid system

A horizontal grid system of three difference grid sizes has
been developed for North Bay as shown in Fig. 5. The largest
grids are used in the West Bay area (400 m � 200 m). Middle-
size grids (200 m � 200 m) are used in the lower part of the
bay. For the North Bay area, which is the focus of this study,
high resolutions of smallest grids (200 m � 100 m) are used
for better accuracy in salinity predictions. The employment
of the mixed grid system allows efficient computations for
long-term simulations, while keeping high resolution in the
North Bay area. Considering small freshwater inputs and
salinity fluctuations in this shallow estuary with the average
depth about 3 m, five sigma layers were used to describe the
water column in the vertical direction. This is consistent to
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Fig. 3. Time series of freshwater input, water levels, and winds used as mode boundary conditions.
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Fig. 4. Observations of water levels and salinity in North Bay.
Huang and Spaulding’s (2002) and Huang et al.’s (2002) suc-
cessful applications of the POM hydrodynamic model to a sim-
ilar shallow estuary of Apalachicola Bay in Florida.

4.2. Boundary conditions

Observations at ocean boundary indicate that salinity at
flood tide is about 34 ppt due to the dominant ocean water
moving into the bay from the Gulf of Mexico. Therefore, at
tidal boundary close to the Gulf of Mexico, constant 34 ppt
was specified at flood tide. At ebb tide, the POM hydrodynamic
model employs an advanced free flux algorithm (Blumberg and
Mellor, 1987) using upstream salinity for model simulation
without the needs of boundary salinity. The free flux method
has been widely used in estuarine modeling (http://www.
aos.princeton.edu/WWWPUBLIC/htdocs.pom/index.html).
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Fig. 5. The model grid system for North Bay.
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Observed hourly water levels from NOAA were specified at
tidal boundary. Observed hourly wind direction and speeds
were used for surface boundary, and hourly freshwater inputs
were specified in upstream river flow boundary. As shown in
Fig. 3, tides variations range is about from �0.5 m to 0.5 m,
river flow changes from 20 m3/s to 75 m3/s.

4.3. Model calibrations and verifications

The hydrodynamic model was calibrated and verified using
field observations of water levels. The first data set for the pe-
riod between October 9 and November 19 was used for model
calibrations. The initial salinity was set by a 30 day model
spin-up simulation. After a series of model sensitivity simula-
tions for several bottom friction coefficients, bottom friction
coefficient was selected as 0.0025 that provides the best agree-
ment between model predictions and observations of water
levels. For the model verification period of November 19 to
December 19, the model coefficients determined from model
calibration are kept unchanged. Excellent agreement between
model predictions of water levels and observations during the
verification period indicates that the model is capable of pre-
dicting water levels in other period too. During the model sim-
ulation period, water levels consist of both tidal and non-tidal
signals. As shown in Fig. 6, the model satisfactorily predicts
both tidal variations and those non-tidal sea level changes.
The root-mean-square error between model predictions and
observations is 0.011 m, and the correlation coefficient value
is 0.96.

The model was also calibrated with salinity observations
(Fig. 7) using a data set for the period between October 9
and November 19. As described above, the POM hydrody-
namic model employed a 2nd order turbulence model to auto-
matically calculate turbulent mixing that has shown successful
applications in many estuaries (e.g. Huang et al., 2002). The
only parameter that can be adjusted is the coefficient in the
horizontal diffusion equation (eq. 4). After a series of sensitiv-
ity study, a value of 0.04 was used for the c coefficient in

Fig. 6. Comparison of model predicted water levels (m) with observations at

Station S594: (a) calibration (10/9e11/19), and (b) verification (11/19e12/19).
eq. (4). As shown in Fig. 7, model predictions of salinity rea-
sonably follow the general trend of salinity observations. How-
ever, there is a short pulse of salinity drop at Station S595 and
S596 on day 36, which the model was unable to reproduce
such an event. However, an examination of model boundary
data as shown in Fig. 3 indicates that freshwater inputs and
wind speeds are constantly low on day 36. Therefore, the sud-
den drop in salinity observation show in Fig. 7 may be caused
by an accidental release of fresh water in the Deer Point Lake
Dam, which was unable to account in the freshwater input
from the watershed hydrological model.

The calibrated model was verified using another indepen-
dent data set for the period November 19 to December 19.
Keeping the model coefficients determined in model calibra-
tion phase, model predictions of salinity were compared to
observations. As shown in Fig. 8, model predictions of salinity
reasonably match the general trend of salinity at all three sta-
tions. Considering limited available data with gaps and very
small salinity fluctuations corresponding to the small river
flow during the observation period, the difference of mean
salinity was used as the indicator to examine the model
performance. The difference of mean salinity between model
predictions and observations is �1.01 ppt, 1.38 ppt, and
1.78 ppt for Station S595, S596, and S598, respectively.

4.4. Characteristics of tidal currents and salinity field

The calibrated and verified model was used to characterize
tidal currents and salinity fields in the bay. As shown in Fig. 9,
stronger ebb currents mainly move from upper North Bay to
the Gulf ocean boundary. In the West Bay area, currents are
relatively weaker than those in the North Bay area. Strongest
ebb currents are about 0.5 m/s near the tidal boundary, and
weakest currents are in the area of West Bay. At flood tide,

Fig. 7. Comparison of salinity (ppt) between model predictions and observa-

tions for the model calibration period (October 9 to November 19).
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saline water moves into the bay and spreads into the North Bay
and the West Bay.

Due to the low fresh water discharge into the North Bay,
salinity value in the North Bay is generally high, ranging
from 30 ppt to 33 ppt in the flood tide, and about 28 ppt to
31 ppt in the ebb tide. Salinity variation between low and
high tide is not significant because of the small tidal amplitude
in the study area. Salinity field (Fig. 10) at flood tide indicates
salinity intrusion and the result of fresh and saline water mix-
ing through estuarine advection and dispersion. The spatial
variation of salinity indicates the advantage of the hydro-
dynamic model for better estimation of freshwater volume in
the estuary. Because the estuary was divided into small grid

Fig. 8. Comparison of salinity (ppt) between model predictions and observa-

tions for the model verification period (November 19 to December 19).
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Fig. 9. Model simulated bottom currents at ebb tides in North Bay of St. An-

drew Bay Estuary.
cells as shown in Fig. 5, freshwater volume in each grid cell
can be calculated, and total freshwater volume in the estuary
can then be obtained by the summation of freshwater volume
in all grids.

5. Flushing time determined by freshwater fraction
method

Based on the hydrodynamic model simulations of temporal
and spatial salinity distributions, flushing time in the North
Bay can be conveniently determined by the freshwater fraction
approach (Lauff, 1967; Dyer, 1973; Huang and Spaulding,
2002) which can be determined from salinity distributions.
This technique provides an estimation of the time scale over
which contaminants or other material released in the estuary
are removed from the system. Residence time in an estuary
by freshwater fraction method can be expressed by:

T ¼ F

Q
¼

Z
vol

f dðVÞ

Q
ð5Þ

where F is the accumulated freshwater volume in the estuary,
which can be calculated by integrating the freshwater volume
d(V) in all the sub-divided model grids over a period of time.
In estuaries with unsteady river flow and tidal variations, F and
Q are approximate average freshwater volume and average
freshwater input over several tidal cycles or a period of time
such as a week or a month (Lauff, 1967; Dyer, 1973; Chan
Hilton et al., 1998). The term f is the freshwater content or
the freshwater fraction which is described by:

f ¼ S0 � S

S0

ð6Þ

where S0 is the salinity in the ocean, and S is the salinity at the
study location.

Model simulations were conducted to examine flushing
time responding to various freshwater inputs. In order to
examine flushing time responses under different river inflow
for a longer time scale, a baseline flow scenario of daily fresh-
water inputs has been derived from the rainfall-runoff hydro-
logical model based on historical rainfall data and water
withdraw from the upstream reservoir over a 2-year period
between 1/1/2000 and 12/31/2002. Using a similar averaging
approach as described by Chan Hilton et al. (1998) to derive
quasi-steady condition for studying estuarine time, freshwater
input is averaged over 7 days for a 2-year period (Fig. 11a) for
studying flushing time responding to freshwater inputs. The
corresponding model simulated salinity is also averaged over
a 7-day period to remove tidal effects. Because periods of
dominant tidal harmonic components are about 24 h or less,
7-day averaging is sufficient to remove tidal effects, which
generally require only 48-h moving averaging filtering
(Wong and Wilson, 1984; Chan Hilton, 1998). During the
2-year simulation period, river flow varies from 12 m3/s to
50 m3/s. Model simulations were conducted under no-wind
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Fig 10. Model simulated bottom salinity at flood tides in North Bay of St. Andrew Bay Estuary.
condition. Tidal open boundary was specified using the dom-
inant harmonic components based on tidal harmonic analysis
of the tidal data. Salinity at open ocean boundary was speci-
fied as constant 34 ppt at flood tide. At ebb tide, the hydrody-
namic model employed free flux algorithm without the usage
of the boundary salinity (Blumberg and Mellor, 1987). Model
prediction of salinity was averaged over 7-day period. Apply-
ing eqs. (6) and (5), flushing time corresponding to the varia-
tions of freshwater input is shown in Fig. 11b. In general,
flushing time decreases as the increase of freshwater inputs.
Maximum flushing time is about 3.8 days while the minimum
is about 1.8 days.

Model simulated flushing time was plotted against river
flow in Fig. 12. Least square regression fitting was conducted
by using the following two functions:
(a) Fitting by exponential function:

T ¼ 4:7613$e�0:0284$Q
�
R2 ¼ 0:9341

�
ð7Þ

(b) Fitting by power law:

T ¼ 18:347Q�0:6572
�
R2 ¼ 0:9647

�
ð8Þ

The first empirical function was fitted by an exponential func-
tion (Eq. 7). With the correlation R2 ¼ 0.934, the exponential
empirical equation shows good statistical correlations between
flushing time and river flow in North Bay. However, the expo-
nential expression (7) together with eq. (5) results in a freshwa-
ter volume which at first increases then unreasonably
decreases as Q increases. The 2nd empirical function was fit-
ted by a power law as shown in eq. (8). With higher correlation
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Fig. 11. Time series of 7-day-averaged freshwater inputs (m3/s) and the corresponding flushing time (day) during 1/1/2000-12/31/2002 in North Bay.
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value R2 ¼ 0.965, the power law statistically fits better with
the data, especially in the low flow end and high flow end.
In addition, the power law shows more reasonably physical
characteristics between freshwater fraction and freshwater
flow. Combining eq. (8) and eq. (5), the estuarine freshwater
fraction can be derived, which increases as the increase of
the freshwater inputs. Therefore, the power law (eq. 8) is
finally selected for characterizing the flushing time and fresh-
water input in the North Bay.

The result of 7-day averaged flushing time was compared to
a model simulation of a steady-state condition of an averaged
constant flow of 25 m3/s. Under the steady flow of 25 m3/s
condition, flushing time obtained from freshwater fraction
method is 2.20 days, while it is 2.34 days from the exponential
equation (eq. 7), and 2.21 days from the power expression
(eq. 8). The result from the 7-day averaging of unsteady
flow is close to that obtained from the steady flow condition
using the corresponding averaging flow rate.

6. Conclusion

The application of the Princeton Ocean Model (POM) to char-
acterize hydrodynamics and flushing in a small estuary of North
Bay on the Florida coast has been presented in this paper. The
POM hydrodynamic model has a long history of successful
applications in estuaries that can be found in many journal publi-
cations (http://www.aos.princeton.edu/WWWPUBLIC/htdocs.
pom/publications.htm). Using available data, model sensitivity
studies have been conducted to reasonably calibrate the model
with appropriate bottom friction coefficient and parameters in
the horizontal diffusion equation (eq. 5). For flushing time esti-
mation in the North Bay, the freshwater fraction method is
used to examine estuarine response to freshwater inputs for
a baseline flow scenario for the period 1/1/2000e12/31/2002.
Because field data collections of salinity are generally easier
than other water quality data collections (e.g. dye release), using
hydrodynamic modeling and the freshwater fraction approach is
an effective way to determine estuarine flushing time. Under
time varying flow conditions, regression analysis of model
results indicate that flushing time is correlated to freshwater
inputs, which can be described by a power regression equation.
For the 7-day averaged flow ranging from 10 m3/s to 50 m3/s

Flushing Time in North Bay

a) Fit by exponential function:
T = 4.7613e-0.0284Q

R2 = 0.9341

b) Fit by power law
T= 18.347Q-0.6572

R2 = 0.9647
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Fig. 12. Regression between flushing time and freshwater input.
for the North Bay area, corresponding flushing time varies
from 3.7 days to 1.8 days.

One of the concerns for water resource management is the
potential impact of increasing freshwater amounts being
withdrawn from the reservoir upstream that would result in the re-
duction of fresh water to the bay. The hydrodynamic and flushing
time model calibrated for North Bay can be used to examine
different freshwater withdraw scenarios to support estuarine wa-
ter resource planning and management. The empirical regression
equation (eq. 8) also shows that flushing time may significantly
increase if freshwater reduction occurs in the low flow condition.

7. Websites

Princeton Ocean Model (POM) Website: http://www.aos.
princeton.edu/WWWPUBLIC/htdocs.pom/index.html.

Publications related to the applications of the POM model:
http://www.aos.princeton.edu/WWWPUBLIC/htdocs.pom/
publications.htm.
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Abstract

The coupling of flow and transport solvers we are dealing with in this paper represents a whole intermediate processing step taking place
between the two. We develop new techniques to ensure mass conservation of the transport while using totally different numerical schemes
in the flow and in the transport solvers. We also present a method which allows the use of larger time steps for the transport computation
than the one used for the flow leading therefore to faster computations and considerable reduction in disk space for the storage of flow data.
These techniques are applied and tested in the numerical application of 2D and 3D problems.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: flow; transport; constancy condition; time-integrated data
1. Introduction

The transport of pollutant in water bodies like rivers, estu-
aries or coastal regions is governed by the advectionediffu-
sion equation. This equation, which incorporates the two
mechanisms through which a tracer is transported, involves
some hydrodynamic parameters, namely velocities and water
depths. In general, these parameters are the output of a flow
solver and they need to be readily available in order to be
able to solve the transport problem. Two techniques are then
possible to use. The first consists of coupling the flow and
the transport solvers. In this case, the flow and transport mod-
ules run concurrently, either within the same computer code or
in two separate codes running simultaneously and linked
through their input and output. At each time step, the required
parameters are taken from the flow output and directly input to
the transport solver. The second technique consists of decou-
pling both the solvers. The complete flow computation is
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achieved first and the required output is stored on a disk for
subsequent use by the transport solver.

The literature review shows that both the techniques are
commonly used. As expressed in Martin and McCutcheon
(1999), both approaches have advantages and disadvantages,
which primarily result from tradeoffs between computer stor-
age and computational time. Uncoupled flow and transport
computations have the advantage that the flow computations
do not need to be repeated, for example, when simulating dif-
ferent scenarios of pollutant propagation under the same flow
conditions. The disadvantage is, however, the large amount of
data to be computed and stored beforehand.

In the present work, we are interested in uncoupled trans-
port simulations. However, no matter whether the selected ap-
proach was towards coupled or uncoupled computations, there
are a number of conditions to be satisfied in order to obtain
satisfactory transport results. The essence of these conditions
results from a monotonicity requirement which states that an
initially uniform scalar field remains uniform in the absence
of source and sinks in the equation. This requirement is called
the constancy condition in Gross et al. (2002) and the refer-
ences therein. In Dawson et al. (2003), a scheme which sat-
isfies the constancy condition is said to be zeroth-order
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accurate. The violation of this condition expresses the fact that
some purely artificial sources and sinks are generated by the
discretization, which may even lead to instabilities in the cal-
culations. In short, we aim to state a clear definition of the con-
ditions necessary to fulfill in order to obtain positive and mass
conservative results, which is a very important aspect in any
transport simulation.

We also present a technique aiming to improve the compu-
tational aspect of the uncoupled flow-transport models. This
technique, which consists of using ‘‘time-integrated flow
data’’ can be an efficient tool to speed up the computations
and reduce the required storage.

This paper is organized as follows: in Sections 2 and 3, we
present relevant details on the flow solver and the transport
solver to be coupled. In Section 4, we go in detail through
the conditions necessary to satisfy for linking the uncoupled
flow and transport computations. Section 5 presents technique
based on the use of time-integrated flow data which allows the
use of larger time steps for the transport computation and
which, in turn, results in faster computation and reduction of
disk storage requirement. Finally, Section 6 is reserved for
the numerical application and Section 7 for the conclusions.

2. Flow computation

Shallow water equations are commonly used to model the
oceanographic circulation and the tidal fluctuations. These
depth-averaged (or 2-DH) equations basically describe the
conservation of mass and momentum of water in movement.

vHu

vt
þ vHu2

vx
þ vHuv

vy
� fHvþ gH

vh

vx
¼ tw

u � tb
u

vHv

vt
þ vHuv

vx
þ vHv2

vy
þ fHuþ gH

vh

vy
¼ tw

v � tb
v

vh

vt
þ vHu

vx
þ vHv

vy
¼ 0:

ð1Þ

The unknowns in this equation are the depth-averaged ve-
locities u and v, the water depth H and the water level h.
The other coefficients are tv

w and tv
w representing the wind

stress components, tu
b and tv

b are the bottom stress compo-
nents, f is the Coriolis parameter, and g is the gravitational
constant. The turbulent viscosity and the baroclinic pressure
terms are omitted. An extended discussion on the shallow wa-
ter equations and the mathematical modeling of flows can be
found, for example in Vreugdenhil (1995). Basically, the last
equation of system (1), the mass conservation equation, is of
interest for our transport computations since the conservation
of the transported substance is closely related to that of water.

In the frame of the present work, the software package WA-
QUA/TRIWAQ of the Rijkswaterstaat has been used to carry
out the flow computations. Rijkswaterstaat, or RWS, is the Di-
rectorate-General for Public Works and Water Management in
the Netherlands. This software is also one of the oldest and
most commonly used computation models at the National In-
stitute for Coastal and Marine Management (RIKZ).
WAQUA is a 2D hydrodynamic model which computes
water levels and currents in open water and TRIWAQ is its
3D version. Physical domains are represented by a staggered
type of grid in which a modelled system can be regarded as
consisting of a large number of linked, column shaped quadri-
lateral volumes of water. Fig. 1 reproduced from EDS (2000)
gives an impression of the staggered grid principle.

The corners of the volumes correspond to the grid depth
points, the central points, and to the water level points, see
Fig. 2. Water flows through the sides of the volumes, called
faces, satisfying the conservation principle:

storage ¼ input� output:

WAQUA solves the system of shallow water equation (1)
using an ADI staggered time integration method over two
half time steps. A detailed description of this method can be
found in Stelling (1983). For a cell of quadrilateral shape,
the discretized form of the continuity equation in (1) resulting
from the ADI method reads as follows:

Hnþ1
cell �Hn

cell ¼
t

A

�
Hnþ1

1 Vnþ1
1 þHn

1Vn
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þH
nþ1=2
3 U
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3 l3þH
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4 l4

�
: ð2Þ

In this equation, Hcell is the total water depth at the
central point of a cell. Ue and Ve, e¼ 1,.4, are the normal
velocities at the midpoint of the faces as presented in Fig. 2.
le, e¼ 1,.4, are the lengths of the faces and n is the time

Fig. 1. Definition of the unit volume in WAQUA.
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Fig. 2. Staggered grid in WAQUA. WL: water level point; D: depth point; u, v: velocity points.
index. He, e¼ 1,.4, are the total water depths at the midpoint
of the faces. n is the time index.

3. Transport solver

3.1. Governing equation

In case of negligible density changes, the concentration
of a single phase miscible tracer obeys the general 3D advec-
tionediffusion equation (or transport equation):

vc

vt
þ vuc

vx
þ vvc

vy
þ vwc

vz
¼ v

vx

�
Dh

vc

vx

�
þ v

vy

�
Dh

vc

vy

�

þ v

vz

�
Dv

vc

vz

�
þ S; ð3Þ

where c (x, y, z, t) is the concentration of the tracer, (u, v, w) is
the velocity vector, and S is the external source and sink term
per volume. Dh and Dv are the horizontal and vertical diffusion
coefficients. We assume that these two coefficients represent
the transport by dispersion as well as the less important trans-
port due to molecular diffusion. We still call Eq. (3) as the ad-
vectionediffusion equation since the mathematics of diffusion
is used.

In case of a 2D approach, Eq. (3) can be integrated over the
total water depth to obtain a depth-averaged equation. Let u
represent the depth-averaged velocity vector. Assuming that
the correlation terms resulting from the integration of Eq.
(3) over the vertical are diffusion-like terms to be represented
also by Dh, the depth-averaged transport equation can then be
written under the so-called 2-DH formulation:
vH c

vt
þV$ðHucÞ ¼ VðHDhV cÞ þHS: ð4Þ

This partial differential equation is a conservation law, the
coefficients of which are functions of the flow parameters.

3.2. Finite volume formulation

Finite volume methods are a class of discretization schemes
that have proven highly successful in solving a large variety of
conservation law systems. A general introduction to this class
of methods can be found, for example in Randall (2002) and
Wesseling (1992). The first step in the finite volume formula-
tion consists of choosing a grid to represent the physical do-
main. It is already a very good idea to choose the same grid
as for the flow solver. In fact, the use of different grids results
in general in the necessity of further interpolations to get the pa-
rameters at the required locations. This is not always appreci-
ated because the flow conservation becomes difficult to ensure.

We keep therefore the grid formed by quadrilateral shaped
elements used for the flow. The horizontal area of one element
is denoted by A and the boundary vA is composed of four el-
ements e of length le. Let f ¼ Huc and g ¼ HDhVc Eq. (4)
then becomes:

vHc

vt
þV$f ¼ V$gþHS: ð5Þ

Integrating Eq. (5) over one grid cell and applying Green’s
divergence theorem, we get:
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Z
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e˛vA

�Z
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f$ne ds

�

¼
X
e˛vA

�Z
e

g$ne ds

�
þ
Z

A

HS d A; ð6Þ

where ne denotes the outward unit normal vector to the cell
edge e and the discrete sum is calculated over the edges sur-
rounding the cell. The edge integrated advective fluxesR

e f$ne ds and
R

e g$ne ds are approximated by fele and gele,
where fe and ge are the advective and diffusive numerical
fluxes, respectively. Now, we can write:

A
DHc

t
þ
X

e

ð feleÞ ¼
X

e

ðgeleÞ þAHS; ð7Þ

where t is the time step. The numerical approximation of the
fluxes is such that the second order accuracy in space is en-
sured. For further details concerning this aspect, the reader
is referred to Naifar (2006) and Wilders and Fotia (2000).
Now, we want to move directly to the time integration step
which is of interest for our subject. The time integration of
Eq. (7) is achieved with second order accuracy using the line-
arly implicit trapezoidal rule, which results in the following
difference equation:

A
Hnþ1

cell cnþ1�Hn
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n
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¼�1

2
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e
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e unþ1

e lec
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2

X
e
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e un

e lec
n
e

þ 1

2

X
e

gnþ1
e leþ

1

2

X
e

gn
e le

þ 1

2
AHnþ1Snþ1þ 1

2
AHnSn: ð8Þ

We have chosen to compute the increment of concentration
(cnþ1� cn) at each time step instead of the new concentration
cnþ1 itself. By slightly manipulating Eq. (8), we end up with
the following equation, limited here for convenience to the ad-
vection terms:

A

t
Hnþ1

cell

�
cnþ1� cn

�
þ 1

2

X
e

Hnþ1
e unþ1

e

�
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�
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cell �Hn
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t
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X
e

Hnþ1
e unþ1

e þHn
e un

e

2
lec

n
e : ð9Þ

Here, Hcell represents the total water depth at the cell cen-
ters. Since the flow solver is totally decoupled from the trans-
port solver, the hydrodynamic coefficients Hcell and ue at time
levels n and nþ 1 are both available during the computation of
the solution at time level n. In order to prepare for the data
processing to be presented in Section 4, we propose to change
the time level in the last term of the rhs as follows:

A

t
Hnþ1

cell

�
cnþ1� cn

�
þ 1

2

X
e

Hnþ1
e unþ1

e

�
cnþ1

e � cn
e

�
le

¼�A
Hnþ1

cell �Hn
cell

t
cn �

X
e

Hn
e un

ecn
e le: ð10Þ
Our computations show that this last change do not affect
the properties of the numerical scheme and that mass con-
servation is automatically ensured as will be shown later in
Section 4.

4. Constancy condition and data preprocessing

When solving our advectionediffusion equation, it is im-
portant not to end up with numerical ’wiggles’ in the concen-
tration profile. If monotonicity is ensured, the numerical
scheme produces no artificial extrema as time progresses
(Wesseling, 1992). A minimal monotonicity requirement is
that an initially uniform scalar field remains uniform in the ab-
sence of sources and sinks in the equation. This is the so-called
constancy condition. Any occurrence of changes in the con-
centration profile would mean that some sources and sinks
have been artificially added and in such cases, instabilities
can arise (Gross et al., 2002).

In practice, we found out that we need to ensure three major
issues in order to satisfy the constancy condition. These are the
following:

� the computed flow data have to satisfy exactly the discrete
flow continuity equation up to machine accuracy,
� a consistency must exist between the flow and the trans-

port schemes, and
� when drying and wetting are present in the simulation,

special attention must be paid to the way of implementing
the dryewet procedure in both solvers.

In the following, we go into the details of these three issues.

4.1. Conservative flow computations

In Section 2, we mentioned that flow coefficients are
computed using the package WAQUA/TRIWAQ which
solves the system of shallow water equations using an ADI
scheme.

These computed coefficients are supposed to satisfy Eq. (2)
up to a given accuracy. However, a check of some actual
computations shows that, for a number of cells in the domain,
this is not always the case. This is generally due to the fact
that the maximum number of iterations of some iterative pro-
cedures is reached without obtaining the required accuracy
of the solution, usually when the geometry of the bottom is
highly distorted (EDS, 2000). Although a correction technique
is already implemented in WAQUA/TRIWAQ in order to ensure
mass conservation, it is highly important that the flow coeffi-
cients satisfy the discrete continuity equation up to machine
accuracy. In fact, this directly affects the transport conservative
properties.

In order to ensure this conservation without having to inter-
vene on the flow solver, we propose two correction proce-
dures. The first consists of computing a new total water
depth denoted by ~Hk

cell (with the superscript k indicating the
time level), as follows:
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~H0
cell¼H0

cell

~Hnþ1
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cellþ
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1 Vnþ1
1 þHn

1Vn
1

2
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2 þHn
2Vn

2
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nþ1=2
3 U

nþ1=2
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4 U
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4 l4

�
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8>>>><
>>>>:

ð11Þ

Using ~Hcell instead of Hcell, it can be easily verified that Eq.
(2) is now exactly verified. This correction in fact affects a lim-
ited number of locations and ~Hcell is not expected to differ
much from Hcell, which is verified in the numerical application.

The second type of correction uses a slightly different
method. Here, for the computation of the solution at time level
nþ 1, the transport model reads the required velocities and ele-
vations at time step n and uses these values to compute Hnþ1

cell ac-
cording to Eq. (2) instead of reading Hnþ1

cell from the input. In the
next time level nþ 2, Hnþ1

cell does not have the value previously
computed but it is read again from the input files and it is with
respect to this latter point that the procedure differs from the first
type of correction. This method ensures that Eq. (2) is satisfied
up to machine accuracy everywhere in the domain. However,
this also means that the water depth Hcell may occasionally
have a discontinuous profile in time. Our computations showed
that this has basically no effect on the accuracy of the results.

4.2. Consistency

In order to satisfy the constancy condition, consistency
must hold between the discretization of the flow computations
and the discretization of the transport computation (Naifar and
Wilders, 2004). The following definition is given in Gross
et al. (2002) and the references therein: A discretization of
the advection equation is consistent with continuity if, given
a spatially uniform scalar field as an initial datum, and a gen-
eral flow field, the discretized scalar advection equation re-
duces to the discretized continuity equation.

The issue of consistency between flow and transport com-
putations was addressed by a number of authors. For example,
Lin and Rood (1996) working on the modeling of tracer trans-
port in the atmosphere realized that the inconsistency between
the tracer continuity equation and the underlying equation of
continuity of the air can be deleterious especially for long in-
tegrations. Leveque (1996) formulated a condition to be satis-
fied by the flow parameters. This condition which fits with his
numerical transport scheme is a flow continuity equation under
a given required discrete form. He mentioned a number of nu-
merical flow schemes for which consistency is automatically
obtained. If different schemes were to be used, further velocity
projections are needed to make the velocity field divergence
free. Taking care that the flow solver is consistent with the
transport solver is also a technique proposed by Bonaventura
et al. (2004). Dawson (2000) proposed to add extra correction
term to the discrete transport equation to overcome the non-
conservative velocity field and ensure local conservation. Del-
eersnijder (2001) also proposed to apply a velocity correction
to enforce the continuity equation.
In general terms, it can be concluded that two methods
are generally used to overcome the problem of inconsistency:
either selecting the flow numerical scheme and the transport
numerical scheme in such a way that they are consistent with
each other, e.g. Leveque (1996) and Bonaventura et al.
(2004), or applying corrections, e.g. Dawson (2000) and Dele-
ersnijder (2001). In our case, different approaches and numer-
ical schemes are used to solve flow and transport problems.

We propose a new simple method to ensure consistency be-
tween the two. The idea is to compute new flow parameters to
be used by the transport solver in such way that consistency is
ensured. In fact, we have the advantage that our original veloc-
ity field is not arbitrary and we know exactly how it was com-
puted. According to the definition in the beginning of Section
4, our scheme (10) has to reduce to (2) in case of a uniform
scalar field. Taking for example a uniform concentration in
Eq. (10), we obtain for a quadrilateral cell:

Hnþ1
cell �Hn

cell ¼�
t

A

X
e

Hn
esu

n
esle

¼�t
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�
Hn

s1
un

s1
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s2
un

s2
l2þHn

s3
un

s3
l3þHn

s4
un

s4
l4

�
:

ð12Þ
We use the index s in the rhs to distinguish between the co-

efficients of the flow solver and the coefficients to be used by
our solver. We need to choose the proper water depths and ve-
locities in such a way that (Naifar and Wilders, 2004) remains
satisfied. Looking at Eqs. (2) and (12), one can satisfy the con-
sistency with the continuity equation if the following system
of equations holds:
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>>>>>>:

ð13Þ

One possible choice which satisfies Eq. (13) is the
following:
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ð14Þ

Notice that other choices of H and u which satisfy Eq. (13) are
also possible. Looking at the way they were computed, the
new coefficients will automatically satisfy the required consis-
tency condition. We note finally that the computation of these
new parameters is a laborious preprocessing step required be-
fore proceeding with the transport computation.
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4.3. Drying and wetting

Since we are dealing with transport in coastal regions, some
parts of the domain change from wet to dry and vice versa
following the tidal movements. Here, we do not provide many
details on this issue, but we need to emphasize on the fact
that it may cause violation of the constancy condition if not con-
sidered carefully. Essentially, since the flow and transport com-
putations are decoupled from each other, we have to make sure
that the definition of the wet or dry status of a given cell is con-
sistent between the two solvers. The reader is referred to Naifar
(2006) for further details.

5. Time-integrated flow data

Flow and transport phenomena have different time scales
and therefore it would be very desirable if different time steps
can be used for each of them. Particularly interesting for the
case of uncoupled computations, the possibility of using larger
time steps for the transport would contribute not only to speed
up the computations but also to reduce the required flow data
storage. In the present section, we present a technique which
consist in using a new set of data called ‘‘time-integrated
flow data’’ and which will allow the use of different time steps
for the flow and for the transport.

Section 4.2 emphasized the need for consistency between the
flow and transport solvers and presented a method to compute
flow coefficients. This method requires the adoption of the same
time step as used for the flow computation. The idea behind the
time-integrated flow data consists of computing, out of the avail-
able small time step data, some new flow coefficients at larger
time steps while ensuring at the same time the consistency con-
dition and the conservation property (Naifar and Wilders, 2004).

We can write Eq. (11) for p successive time steps of the
flow model:
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Summing these equations all together and rearranging, we
get:
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; ð15Þ

where N is the new counter of the transport time step.
Obviously, the new transport time step T has to be a multiple
of the flow time step; here, T¼ pt. In analogy to Eq. (12),
we can make the following choices in order to ensure
consistency:
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ð16Þ

The coefficients computed in this manner satisfy the following
new continuity equation written for the new time step T:
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l4Þ: ð17Þ

The storage space required for the new coefficients is only
1/p times the original space, a considerable reduction. The
computational CPU time is also approximately divided by p.

The use of this technique in the 3D case becomes almost
a necessity. In fact, unless special computers with exceptional
storage capacity are used, a 3D problem of an average size be-
comes simply too heavy for a normal PC. The transport
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equation for a uniform concentration gives the condition which
needs to be satisfied by the flow coefficients in the 3D case:
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; ð18Þ

where u is the vertical velocity relative to the layer interface
and zk is the elevation of the horizontal interface number k.
If we want to use a time step T multiple of t, we need there-
fore to satisfy:
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In the special case when WAQUA/TRIWAQ is used as flow
solver, the procedure for computing time-integrated flow data
can be made easier using some special output variables from
this software called ‘‘time integrals’’. These are WPINT, DIS-
UNT, DISVNT, UPINT, and VPINT, defined as follows:
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ð20Þ

where T is such that the time level Nþ 1 in Eq. (19) corre-
sponds to tþ T.

For a given element, these variables satisfy the following
mass conservation equation:
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In this equation, DISUNT may also be DISVNT depending
on the direction of the face. By making a correspondence be-
tween Eqs. (19) and (21), the following choice for the flow pa-
rameters ensures the required conservation property:

HN
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e ¼
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T
; uN ¼WPINTNþ1

T
: ð22Þ

6. Numerical application

6.1. The 2D case

We propose to apply the new rules developed to link the
flow and transport solvers in a numerical simulation of
a real-life case. The proposed application considers the do-
main known as the Kuststrookmodel, representing a strip of
about 400 by 60 km of the North Sea along the Dutch coast.
This domain is represented by a grid originating from the
RIKZ and contains 20,175 cells, see Fig. 3.

First, we proceed with the flow simulation and the check of
the mass conservation of the obtained data, conservation in the
sense of the ADI scheme used for their computation. The
check shows that a correction on the total water depth is re-
quired, and for this purpose, the technique proposed in Eq.
(11) is used. Our computation shows that indeed ~Hcell is
only very slightly different from Hcell.
The next step consists of computing a new flow data set ac-
cording to Eq. (14). Hydrodynamic coefficients are time-de-
pendent variables and therefore have to be available for
every computational time step and for the whole simulation
period. Once the data set is ready, we proceed to the verifica-
tion of the constancy condition. We set the initial concentra-
tion equal to 1 for the whole domain as well as for the
inflows to the domain through the open boundaries. No source
term is added to the system. The simulation over a period of
two months showed that the concentration does not change
confirming therefore that the constancy condition is satisfied.

Then, we simulate a continuous release of a dissolved pol-
lutant at the upstream boundary of the Nieuwe Waterweg. This
location is shown by a black dot in Fig. 3. Using the same time
step of 1 min as for the flow, Fig. 4 shows the propagation of

Fig. 3. Grid of the Dutch coastal region.

Fig. 4. Spreading after 62.5 days (90,000 time steps of 1 min).
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the pollutant after 90,000 time steps (62.5 days). We can see
that the contaminated area extends along the coastline towards
the north and reaches the fragile northern coast, called the
Waddenzee, around two months after the beginning of the re-
lease. This behavior is relatively known, see for example de
Blois (1993), Salomons et al. (1989) or Stijnen (2002), but
has also been proven by the results we have obtained from
the transport module of WAQUA.

Now, we want to evaluate the efficiency of the technique of
using time-integrated flow data presented in Section 5 through
its application to the Kuststrookmodel. Then, we process the
available 1-min data set from WAQUA according to Eq. (16)
to produce a new set with time intervals of 15 min. The re-
quired storage space is already reduced by a factor of 1/15.
Next, we check for the constancy condition for this new
time step, which proves to be satisfactory. The same experi-
ment of pollutant release in the river Rhine is now performed
using the 15-min time step. A comparison between the result-
ing plots shows that the extent of the contaminated region is
almost identical for both time steps.

Table 1, comparing the results obtained in both cases, also
shows very similar figures. In particular, the total mass of pol-
lutant present in the system at 62.5 days and computed using
the obtained concentrations shows that the use of time-inte-
grated data keeps the same mass conservation property as in
the original case of 1-min data. We can therefore conclude
that the use of integrated time steps is an efficient way to ren-
der the computations faster and less cumbersome.

6.2. The 3D case

The techniques of coupling flow and transport solvers and
using time-integrated flow data can be even more interesting
in the 3D case because this latter involves much more data.
The numerical application considers a simpler case which con-
sists of a stretch of river 500 m long and 100 m wide with
a bed presenting some deformations and irregularities as
shown in Fig. 5. In the vertical direction, the domain was sub-
divided into 10 layers of equal thickness. The flow simulation
using TRIWAQ was carried out for a duration of 3 h 20 min
with a time step of 0.6 s. The boundary conditions consisted
of imposing a constant discharge of 5.9 m3/s at the upstream
boundary and a periodical water level at the downstream
boundary according to a sine function. The bottom friction
was estimated using Chezy formula with a coefficient equal
to 70.

As stated earlier, we perform directly the simulations using
the time-integrated flow data because of the large amount of

Table 1

Comparison of the results of the time-integrated flow data

t¼ 1 min t¼ 15 min

Minimum concentration 0 �1.910�8

Cells with negative concentration 0 1

Maximum concentration 0.5612 0.5612

Total mass of pollutant 3.63� 109 3.62� 109
data. For their preparation, we used the TRIWAQ time integrals
presented in Eq. (20) to produce data at time step of 5 s. The
check of the mass conservation of the flow was performed ac-
cording to the second technique presented in Section 4.1.

The numerical experiments started with the check for the
constancy condition. Using the time step of 5 s, the run per-
formed showed that this constancy condition was perfectly sat-
isfied. The concentration remained perfectly equal to the chosen
constant value, in our case c¼ 1, up to machine accuracy.

A continuous release of a miscible pollutant was then sim-
ulated. The release point was located at the upstream boundary
of the stretch, halfway between the right and left banks and
was assumed to take place at the water surface (layer 1).
The computation started with a concentration equal to zero
throughout the domain. The diffusion coefficients were esti-
mated at 0.01 m2/s for the horizontal direction and 0.001 m2/
s for the vertical direction.

Fig. 6 shows for each of the 10 layers a top view of the hor-
izontal concentration profile. Three contour lines represent
concentrations 0.05, 0.5 and 1 (when applied). Fig. 7 shows
a 3D representation of the iso-value c¼ 0.25.

As in the 2D case, the concentration profile was compared
with the one obtained from the transport module of TRIWAQ
and very good correspondence was found. This confirms that
the techniques used for coupling the flow and transport solvers
are also applicable to a 3D problem. Fig. 8 shows the total
mass of tracer present in the domain, computed based on the
resulting concentration profile. The dashed straight line repre-
sents the total mass released, which in our case is linear in
time corresponding therefore to a constant release. This figure
shows a very good conservation of mass during the first 15 min
of the simulation. After that, the solute starts leaving the do-
main from the right boundary and of course the two curves
start deviating from each other. This result confirms among
others that the correction applied to the flow output does not
affect the mass conservation.

7. Conclusions

In this paper, we studied the issue of linking flow and trans-
port models. It is known that the use of an arbitrary hydrody-
namic data set would immediately lead to a loss of mass
conservation. Previous works recommended either the use of

Fig. 5. Grid of the test case.
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compatible schemes for the flow and the transport or to apply
corrections in such a way local conservation is ensured. Here,
we proposed a new method to link a finite volume based trans-
port solver to a flow model using an ADI scheme. It consists in
computing new velocity and water depth parameters in such
a way consistency is ensured. We also proposed a new

Fig. 7. 3D representation of the iso-value 0.25 after 16 min.

Fig. 6. Top view of the concentration at different layers after 16 min.
technique based on the generation of time-integrated flow
data set allowing at the same time the use of a larger time
step for the transport solver than the one used for the flow
and the reduction of the disk storage requirement. The
techniques developed were applied for practical 2D and 3D
cases. The results were compared with the results obtained
with the transport modules of WAQUA/TRIWAQ and good
correspondence was found. The check for the mass conserva-
tion also showed that the developed techniques were indeed
efficient.
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Abstract

Transport time scales are often offered by scientists, and accepted by ecologists, as qualitative indicators of the susceptibility of ecological
components within an embayment. However, rigorous quantitative methods were never presented to confirm this intuition. Transport time scales
in water bodies are classically based on their physical and chemical aspects rather than their ecological and biological character. The direct
connection between a physical time scale and an ecological effect has to be investigated in order to quantitatively relate a transport time scale
to ecology. This concept is presented here with some general guidelines and clarifying examples. To be able to relate physical time scales to
biological processes, a simple tidal prism model is developed that calculates temporal changes in concentration and the related exposure.
This approach provides a quick method to calculate the characteristic time for transport in a large number of embayments, which can also
help in classification endeavors.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: embayment; tidal prism model; characteristic time; concentration; threshold; biology; exposure
1. Introduction

This paper deals with the relationship between transport
time scale of an embayment and biological processes. This
context was discussed before by Abdelrhman (2005, 2006).
The reader is encouraged to refer to these publications and
the references therein for detailed explanations; however,
a general and brief review is presented below. This paper is
non-traditional as it pertains to developing a new understand-
ing of the concept of physical transport time scale and its rel-
evancy to biology. This understanding was obtained by
simplifying (or bypassing) many details in both physics and
biology, without compromising the scientific integrity of the
paper. Idealized examples are offered to clarify the general
definitions and relationships. Applications to real situations
are also presented to demonstrate the practical uses and bene-
fits of this approach.

E-mail address: abdelrhman.mohamed@epa.gov
0272-7714/$ - see front matter � 2007 Elsevier Ltd. All rights reserved.

doi:10.1016/j.ecss.2007.05.008
The general concept of a ‘‘transport time scale’’ has been
used in aquatic studies for decades. Most recently, three re-
lated measures of this time have been emphasized in the
aquatic literature, i.e., ‘‘flushing time,’’ ‘‘age,’’ and ‘‘residence
time’’ (Monsen et al., 2002). According to Monsen et al.,
flushing time is the ratio of the total mass of a constituent
(or water) in a water body to its overall rate of renewal, age
is the time a water parcel at a specified location has spent in
the water body since entering it, and residence time is the
time until a water parcel at a specified location leaves the wa-
ter body. In addition, the ‘‘transit time’’ is another time scale
that considers the total time spent by a molecule from entering
until leaving the embayment (Bolin and Rodhe, 1973; Zim-
merman, 1976; Takeoka, 1984), and the ‘‘turnover time’’ is
the time needed to exchange all the material in the embayment
with new material. All these time scales originate from phys-
ical properties of the water body (e.g., volume, tidal forcing,
freshwater inflow, mixing, exchange) and chemical properties
of constituents (e.g., concentration or mass, decay, partition-
ing). They focus on the movement, exchange, and mixing of

mailto:abdelrhman.mohamed@epa.gov
http://www.elsevier.com/locate/ecss
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water and its constituents, and not on how these relate to the
ecology of a system and its biological components.

When dealing with biological components (endpoint bene-
ficiary of the above-mentioned time scales), one may raise the
following essential questions: Is there a direct quantitative re-
lationship between these transport time scales and biology?
What is this relationship? How can we obtain this relation-
ship? To answer these questions the analysis should include bi-
ological components of interest then proceed to define the
relevant and appropriate transport time scale(s). The main ob-
jective of this paper is to present simple model to address the
above questions. The specific objective is to identify the effect
of constituent loading patterns and the relevant transport times
on the exposure of a biological component in an embayment
(or suite of embayments).

2. Model

In a numerical model, it is customary to start with fine scale
temporal variations in loading and spatial delineations of an
embayment, and then proceed through a simulation to calcu-
late concentration variations. This approach is very meticulous
in defining spatial and temporal changes in concentration and
it is highly recommended when expertise and resources are
available. However, it may not match the biological responses
of interest, which may function on coarser spatial scales and
longer time periods. Meanwhile, management decisions some-
times favor simpler and less sophisticated approaches that can
be applied rapidly to suites of embayments (i.e., classes). The
approach presented here falls in this category. It is based on
tidal prism analysis (e.g., Sanford et al., 1992; Luketina,
1998) with modifications to accommodate temporal variability
in tidal forcing and loading and to produce time-varying con-
centration. It should be emphasized, however, that this tidal
prism model is not designed to resolve details on time scales
less than a tidal phase (flood or ebb) or spatial scales less
than the size of the embayment.

The following simplifying assumptions are made to illus-
trate the method in an idealized embayment (Fig. 1): volume
of freshwater inflow is assumed negligible relative to the vol-
ume of water in the embayment; the embayment is well mixed
with negligible estuarine circulation; semidiurnal tides (as in
the northeastern continental USA) exist throughout the year.
The constituent can be any conservative nutrient, chemical,
contaminant, etc. To simplify the analysis, details about the
constituent’s kinetics, sources, sinks, and partitioning are not
included. The model preserves not only diurnal variations in
tidal ranges and phase duration, but also changes due to
springeneap cycles throughout the year.

During the two phases of any tidal cycle (flooding and eb-
bing, Fig. 1a) the constituent will be loaded to and/or flushed
out from the embayment. The conservation of a tracer mass re-
quires that:

dM

dt
¼ min �mout ð1Þ
where M is the total mass (kg) of the tracer inside the embay-
ment, min is the rate of mass (kg h�1) entering the embayment,
mout is the rate of mass (kg h�1) leaving the embayment, and t
denotes time. The change in mass for each tidal phase (flood
or ebb) can be calculated by numerically integrating Eq. (1)
through the time period for each tidal phase (e.g., Luketina,
1998). To preserve the effect of tidal changes, the method
used here tracks the conservation of mass for each tidal phase
as well as the concentration at the end of that phase (i.e., at
peak flood and at dip ebb). The total change in mass through-
out a full tidal cycle is the sum of changes during these two
phases which can be expressed by:

DM ¼Miþ1�Mi ¼Mi
in-floodþMi

in-ebb�Mi
out-ebb ð2Þ

where Mi is the mass at the beginning of flooding phase for the
ith tidal cycle. The superscript represents the tidal cycle and
the subscripts identify masses entering or exiting during flood-
ing and ebbing periods.

During the flooding period, Tf (Fig. 1a), loading from the
watershed and seaward open boundary of the embayment
causes mass of the constituent to increase inside the embay-
ment by:

Mi
in-flood ¼ nTi

f þMi
entering ð3Þ

where n (kg h�1) is the mass of the constituent loaded to the
embayment from the watershed per hour, Tf (h) is the flooding
period of a general cycle, and Mentering is the mass entering
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through the open boundary, as described below. For simple di-
lution, the mean concentration in the embayment at peak ele-
vation of the flooding phase is given by:

Ci
f ¼

MiþMi
in-flood�

di
f þ ai

f

�
A

ð4Þ

where df (m) is the water depth in the embayment at the begin-
ning of the flooding phase, af (m) is range of flooding tide in-
side the embayment (Fig. 1b), and A (m2) is mean surface area
of the embayment.

During the ebbing period, Te (Fig. 1a), loading from the wa-
tershed will continue but that from the seaward open boundary
will cease (assuming unidirectional flow at the open boundary
at all times). The loaded mass of the constituent would be:

Mi
in-ebb ¼ nTi

e ð5Þ

The volume of water that leaves the embayment during the
ebbing phase, aeA (Fig. 1b), would remove a total constituent
mass:

Mi
out-ebb ¼ Ci

f

�
ai

eA
�
þMi

in-ebb

ai
e

di
f þ ai

f

ð6Þ

where ae is the range of the ebbing phase (in general ae s af)
and Cf is the concentration as given by Eq. (4). The first term
on the right side is for the residing mass that exited during ebb
tide and the second is for that portion of the mass loaded and
departed during the same ebbing phase. Substituting Eqs. (3),
(5), and (6), into Eq. (2), the new constituent mass at the end
of the ebbing phase of the ith tidal cycle (beginning of the fol-
lowing flooding phase) can be calculated from:

Miþ1 ¼Miþ
n

nTi
f þMi

entering

o
þ nTi

e

�
(

Ci
f

�
ai

eA
�
þ nTi

e

ai
e�

di
f þ ai

f

�
)

ð7Þ

The average concentration at dip ebb would be:

Ci
e ¼

Miþ1�
di

f þ ai
f � ai

e

�
A

ð8Þ

Eqs. (7) and (8) identify the net mass and water depth in the
embayment at the end of the ith tidal cycle. These values also
define the starting mass and depth for the succeeding (iþ 1) tidal
cycle when water depth is diþ1

f ¼ di
f þ ai

f � ai
e (see denominator

of Eq. (8)). The calculation can be repeated for any number of
successive tidal cycles until quasi-steady state concentrations
are achieved. However, initial values have to be identified.

Mass entering the embayment through the open boundary,
Mentering (Eq. (3)), consists of two main components, i.e.:

Mi
entering ¼Mi

returningþMi
in-ambient ð9Þ

where Mreturning represents the mass that exited during the pre-
vious (i� 1) tidal cycle and returned during the ith cycle. The
returning mass is calculated from the following equation:
Mi
returning ¼ biMi�1

out-ebb ð10Þ

where b is a factor (�1) representing the fraction of water leav-
ing during ebb and returning during the following flood (see be-
low). In addition, ambient concentrations cause additional mass
to enter the embayment through the open boundary as:

Mi
in-ambient ¼ CoðAai

f � bAai�1
e Þ ð11Þ

Where Min-ambient represents ambient mass that entered the
embayment and Co (kg m�3) is concentration at the seaward
side of the open boundary, away from the exiting plume. In
Eq. (11), the term between the brackets is the net volume of
the new ambient water that enters the embayment during the
flooding phase. Eqs. (10) and (11) embed values from the pre-
vious (i� 1) tidal cycle needed to obtain the solution for the
ith tidal cycle. The starting (initial) mass for the analysis is as-
sumed to match ambient conditions outside the embayment
with concentration Co both in embayment water ðMi�1 ¼
CoAdi�1

f Þ and in the entering water (i.e., Mi�1
entering ¼ CoAai�1

f ).
The return flow factor, b, depends on the relative conditions

in the receiving water with respect to tidal phase, strength of
the coastal flow, and degree of mixing (Sanford et al., 1993).
A graphical relationship (Sanford et al., 1993 e their Fig. 5)
was presented for b in terms of a parameter (denoted here
by Ei) representing the intensity of lateral diffusion outside
the embayment. This parameter is simplified here as:

Ei ¼
ffiffiffiffiffiffiffiffiffi
0:05
p

ðUHTÞ1:5

pPi�1
ð12Þ

where U is amplitude of the coastal tidal current, H is the wa-
ter depth in the coastal area outside the embayment (default
value H ¼ di

f ), T is the tidal period in the coastal area (default
value T ¼ Ti

f þ Ti�1
e ), and Pi�1 ¼ Aai�1

e is the tidal prism that
left the embayment in the previous ebb. Validity of the pre-
sented relationship requires that flow and coastal currents co-
vary (are in phase), and that the plume exiting the embayment
hugs the coast, which are common to many embayments. This
graphical relationship is approximated here by the three loga-
rithmic equations (Fig. 2):

bi¼�0:1002ln
�
Ei
�
þ0:7451

�
r2¼0:8687

�
0:1�Ei<1

ð13aÞ

bi ¼�0:3043ln
�
Ei
�
þ 0:7345

�
r2 ¼ 0:987

�
1� Ei � 5

ð13bÞ

bi ¼�0:072ln
�
Ei
�
þ 0:3605

�
r2 ¼ 0:87

�
5< Ei � 100

ð13cÞ

where r2 values are in reference to digitized estimates from the
above-mentioned graphical relationship at 0.1 increments of b.
The minimum return flow factor is set at 0.0289 when
Ei> 100, and the maximum value is fixed at 0.9758 when
Ei< 0.1. It is worth mentioning that both E and b can change
with time.
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At this stage the simple model to calculate the transport
time and concentration has been established. The spreadsheet
(EXCEL) formulation for the above equations is presented in
Table A (see Appendix).

3. Characteristic time and concentration

The above model was used to obtain temporal changes in
concentration from the estimated yearly load of the constitu-
ent, N (kg y�1), which can be calculated from watershed and
land-use analysis of the watershed (e.g., for nitrogen, Valiela
et al., 1997). A continuous load on a shorter time scale (e.g.,
tide cycle, day, or month) that defines variability on the scale
of biological processing can be calculated after employing rel-
evant and adequate assumptions. For example, knowing that
each year has 8766 h, the average hourly load is n¼ N/
8766 kg h�1.

In theory, the constituent that enters the embayment in one
tidal cycle will exit a few cycles later e based on the overall
residence time of the embayment. Thus, continued loading at
the same rate would result equilibrium concentration after a pe-
riod of time. It is assumed that steady-state concentration is
reached after a period of time when the relative change in con-
centration is less than some tolerance, i.e.:

���� Ciþ1
e �Ci

e

Cequilibrium�Cinitial

����� 3 ð14Þ

where 3 is a non-dimensional tolerance. While the numerator
defines the change of concentration between two successive
tide cycles, the denominator defines the total change in con-
centration between the starting value, Cinitial, and the succeed-
ing steady-state value, Cequilibrium. It is worth mentioning that
as a result of the reduced dilution volume within the embay-
ment during the ebbing phase, ebb concentrations (Eq. (8))
are always greater than flood concentrations (Eq. (4)). To be
on the conservative side for a harmful contaminant, Eq. (14)
and all the following analyses use ebb concentrations. (In
the case of a useful nutrient, flood concentrations would be
more conservative.) The tolerance, 3, can be defined from
the vulnerability of the biological component of interest to
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Fig. 2. Approximated relationships for the return flow factor, b, from simpli-

fication of the methods in Sanford et al. (1992) (their Fig. 5 is presented

here by the dots). See text for details.
the concentration (e.g., as in tapering of concentration from
an instantaneous dump). In the following applications, it is as-
sumed that the steady state for increasing or decreasing
concentrations would be achieved when 3� 10�6. Some ap-
proaches, e.g., for the case of residence time with decreasing
values, assume that the time scale is achieved when concentra-
tion (or mass) reaches a pre-specified ratio from its initial
value, e.g., the e-folding value (1/e¼ 0.37), or 50% and 5%
(Miller & McPherson, 1991).

Assuming an idealized embayment with physical parame-
ters as presented in Table 1, a simple spreadsheet exercise
was conducted (Appendix) to model tidal flushing. It was as-
sumed that n and Co are constant throughout the whole year
(other time-varying scenarios are presented later). To obtain
clear causeeeffect relationships, the return flow factor, b,
was fixed at 0.05. Effects of this parameter are presented later.
Starting with ambient concentration (Co¼ 0.005 kg m�3) in-
side the embayment, curve AB in Fig. 3a presents the change
in concentration due to an arbitrarily chosen annual load of
N¼ 108 kg y�1 (n¼ 11,408 kg h�1). Steady-state concentra-
tion of w0.0125 kg m�3 was reached after 47 tidal cycles. Ter-
mination of loading at any instant in time (e.g., cycle 100,
point B in Fig. 3a) caused the concentration inside the embay-
ment to recede (i.e., curve BC in Fig. 3a) to the ambient value,
imposed by the concentration at the open boundary, in the
same time period of 47 cycles. It is clear that, between the
two limiting values 0.005 kg m�3 and 0.0125 kg m�3, time pe-
riods to reach steady-state concentrations are the same for in-
creasing or decreasing concentrations. Other tests indicated
that for any instantaneous perturbation (increase or decrease
in loading); the embayment needs the same time period (47
cycles) to reach a steady-state concentration. Changing the an-
nual load, N, or the outside concentration, Co, to other values
did not affect this time period; it only affected the value of the
equilibrium concentration inside the embayment. Replacing
ebb concentrations in Eq. (14) with flood concentrations did
not affect the value of CT. Indeed, this time period (47 tide cy-
cle) defines the transport time scale for the idealized embay-
ment (Table 1) and it is referred to as the ‘‘Characteristic
Time’’ (CT) of the embayment.

Nonetheless, effects of the CT on the concentration may not
be evident when temporal changes in loading happen faster
than the CT of the embayment. For example, assuming that
the load can change randomly between �n in each tidal cycle,
a temporal variation in concentration as depicted in Fig. 3b is ob-
tained. Although the mean concentration has the same value
(0.0125 kg m�3) for the steady state in curve 1 (Fig. 3a), its

Table 1

Physical parameters for an idealized embayment

Parameter and unit Value

Surface area, A (m2) 107

Tidal ranges (af¼ ae) (m) 2

Tidal phases (Tf¼ Te) (h) 6.21

Ambient concentration at open boundary, Co (kg m�3) 0.005

Water depth at start, d (m) 6

Annual load, N (kg y�1) 108

Return flow factor, b (for U¼ 28.3 m s�1) 0.05
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Fig. 3. Examples of temporal behavior of overall average concentration for the idealized embayment (Table 1): (a) concentration due to two loading scenarios: the

curve from A to B representing loading from the watershed (108 kg y�1) and the open boundary (Co¼ 0.005 kg m�3), and the curve from B to C following the

cessation of watershed loading after 100 cycles; (b) effect of a random load from watershed (between 0 and 2n, average¼ n) every tidal cycle. Note that any

perturbation needs a CT (47 cycles) to reach steady state with relative change in concentration 3< 10�6.
instantaneous values are different. Each single load that is
delivered to the embayment in a tidal cycle would need to persist
for at least a CT (w47 tidal cycles) to produce a steady-state
concentration in the embayment, but the rapid change in loading
from one cycle to the next does not accommodate this response.
Thus, the CT may not be manifested explicitly in the concen-
tration record, but it can shape the temporal behavior of concen-
tration to some degree. Accordingly, it is hypothesized that
not only CT, but also temporal changes in loading constitute
governing factors for the concentration. This was also acknowl-
edged by Pilson (1985) for residence times in Narragansett Bay.

Water depth and tidal range have direct effects on concen-
tration because they define the dilution volume within the em-
bayment. They also impact the embayment’s CT. For the
idealized embayment (Table 1) with tidal range af¼ ae¼ 2 m,
Fig. 4a indicates that CT has a one-to-one relationship with the
water depth, d. This is expected because the larger the volume
of the water body, the longer it would take to remove the con-
stituent by tidal flushing. On the other hand, for the same em-
bayment with water depth d¼ 6 m, CT shows an inverse
power relationship with tidal range (assuming af¼ ae¼ a)
(Fig. 4b). This is also expected because as the volume of the
tidal prism increases, more material would leave the embay-
ment during ebbing tide, which leads to a shorter flushing
time. Tidal range is used to produce various exposure scenar-
ios in the idealized embayment.

4. Exposure

It is a well-established fact that organisms respond to the
concentration of a constituent in their vicinity. Thus, it is es-
sential to identify not only temporal changes in concentration
of a specified constituent, but also a threshold concentration
for vulnerability of a specified biological component. As com-
monly practiced (e.g., Thomann and Mueller, 1987e page
426), emphasis is placed on the role of constituent concentra-
tion and other factors (e.g., temperature, light, etc.) are
abridged. Only the concentration threshold of the biological
component is included here, other biological factors and
effects are beyond the scope of this work.

Temporal variations in tidal forcing and loading during
a year can cause a biological component to experience con-
trasting CTs within the same embayment. This is examined
by utilizing the idealized example (but with Co¼ 0.0 kg m�3)
to generate a suite of contrasting environments for a biological
component with a hypothetical threshold concentration of
0.007 kg m�3. The power relationship in Fig. 4b was used to
generate 10 scenarios for CTs with values between 20 and
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200 cycles (Table 2). The same total yearly load (N¼
108 kg y�1, Table 1) was used for each scenario; however, it
was delivered to the embayment in increments with non-load-
ing periods in between from 10 to 80 cycles (Table 3). A full
year simulation of the overall concentration in the embayment
with a known CT was generated for every loading scenario.
The percent exposure was calculated from the number of cy-
cles per year when concentration exceeded the threshold value
divided by the total number of tidal cycles per year (i.e., 706
cycles, for semidiurnal tide).

The complex relationship between biology, loading, and
CT is presented in a three-dimensional graph (Fig. 5). It should
be emphasized that this graph represents a biological compo-
nent with a known threshold concentration for vulnerability
(0.007 kg m�3). The four corner regions (A, B, C, and D) on

Table 2

Selected CT values and the relevant tidal ranges in the idealized embayment

CT (tide cycle) aa (m)

20 5.94

40 2.53

60 1.54

80 1.08

100 0.82

120 0.66

140 0.54

160 0.46

180 0.40

200 0.35

a ae¼ af¼ a, calculated from the power relationship in Fig. 4b, a ¼
ð85:177=CTÞð1=0:8132Þ.

CT = 5.7341d
R2 = 0.9883
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Fig. 4. Effect of embayment characteristics on CT for the idealized embay-

ment (Table 1): (a) effect of mean water depth, and (b) effect of tidal range.
the surface highlight this relationship. Region A marks long
exposure times for the biological component when fast loading
exists in an embayment with slow flushing. In contrast, slow
loading in an embayment with fast flushing can cause short ex-
posure (region C) for that biological component. When load-
ing and flushing are both relatively fast, moderate-low
exposure (region B) can occur. Also, when loading and flush-
ing are both relatively slow, moderate-high exposure (region
D) can take place. Notice that the quantitative values of expo-
sure for these regions can be calculated for a specific embay-
ment with known physical and tidal characteristics, loading
behavior of a chemical of interest, and a biological component
with known threshold of vulnerability to that chemical (see
Section 7 for more comments). Exposure in real situations is
presented below.

Two mechanisms can affect concentration and exposure:
tidal variations and loading behavior. These mechanisms de-
pend on the geographical location of the embayment and
also on the time of the year. Fig. 6a presents tidal changes
for the year 2005 in northeastern USA. It indicates that signif-
icant tidal variations can exist in tidal ranges and floodeebb
periods during springeneap cycles. Fig. 6b presents temporal
variations in concentration inside the idealized embayment
when subjected to these tidal changes. It is clear that concen-
trations are lower during spring tides than neap tides. This is

Table 3

Selected loading frequencies and relevant loading increment in the idealized

embayment

Interval between loading events (tide cycle) Loading incrementa (kg)

10 123,905

20 236,878

30 350,167

40 447,436

50 575,275

60 671,154

70 805,384

80 894,872

a Total load N¼ 108 kg y�1 (Table 1).
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diurnal variations.). Units on time axis accommodate tidal variations.
expected due to the larger dilution volumes inside the embay-
ment during spring tides.

Most embayments have time-varying loading. The main
loading sources to an embayment are through atmospheric de-
position, watershed delivery, open boundary exchange, and
benthic release. To illustrate the role of CT, emphasis is put
here on loading from the watershed and exchange through
the open boundary of a conservative constituent. The main
mechanism that delivers the constituent from the watershed
to the embayment is precipitation, as manifested through sur-
face or subsurface pathways of water. Although time lags may
take place and losses may happen along these pathways, the
temporal behavior of the overall delivery would be highly cor-
related with the temporal behavior of precipitation or riverine
input. For example, Fig. 7 shows the average weights of typi-
cal variations in the daily flow rates of streams around Narra-
gansett Bay, RI, USA. The annual load for the idealized
embayment (108 kg y�1, Table 1) was redistributed throughout
the year according to these weights. Fig. 8a presents concen-
trations in the idealized embayment when subjected to this
variable loading. Concentrations showed short-term variability
and did not exhibit any plateaus with steady values (e.g.,
Fig. 3a). Moreover, including tidal variations (i.e., Fig. 6a)
added more variability to concentration and caused low values
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Fig. 7. Average weight of flow as a surrogate for daily loads from the water-

shed of Narragansett Bay, RI, USA, during 2005. The average weight is cal-

culated from river flows of six rivers: Ten Mile River, Pawtucket River,

Hunt River, Pawtuxet River, Blackstone River, and Wading River, USA;

USGS stations #01109403, 01118500, 01117000, 01116500, 01112500,

and 01109000, respectively, available from http://waterdata.usgs.gov/nwis/

rt. Each river flow is normalized by the total yearly flow to produce an

integrated value equal to one. The average of these normalized values

represents the average weight of the flow.

http://tbone.biol.sc.edu/tide/tideshow.cgi
http://waterdata.usgs.gov/nwis/rt
http://waterdata.usgs.gov/nwis/rt
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to decrease by up to �20% and high values to increase by up
to þ40% (Fig. 8b).

5. Application

As a practical example, the above methodology was applied
to 18 embayments on the northeastern coast of USA to simu-
late tidal flushing of nitrogen and calculate the exposure of
phytoplankton to levels greater than those in the open sea.
Based on field measurements in the open sea of this region
concentration of nitrogen was 2.2� 10�5 kg m�3 in surface
water, which produced 0.001 kg dry weight phytoplankton m�3

(personal communications: John Kiddon, U.S. EPA, Atlantic
Ecology Division, Narragansett, RI, USA). Thus, a threshold
for nitrogen concentration was arbitrarily set at twice this value,
i.e., 4.4� 10�5 kg m�3, which is expected to enhance phyto-
plankton concentration. As stated above, adverse biological
effects and biomass calculations are beyond the scope of this
work.

The 18 embayments are located within Narragansett Bay, RI,
USA and they experience the same tidal forcing that is pre-
dicted at New Port, near the open entrance to the bay (Fig. 9).
Tidal variations for 2005 (Fig. 6) were used in these applica-
tions. Yearly loads of nitrogen were obtained from watershed
analysis for embayments in this region (Latimer et al., 2006).
Variations in the daily loads were based on weights extracted
from variations in the daily flow rates from nearby flow stations
as shown in Fig. 7. Table 4 summarizes the physical parameters
and yearly loads of total nitrogen for these embayments.

The predicted exposure of phytoplankton cells to concen-
trations of nitrogen above the specified threshold
(4.4� 10�5 kg m�3) is presented in the last column of Table
4. Exposure values ranged from 0% to 97%. Closer examina-
tion of the results reveals interesting information. For exam-
ple, although the three embayments Allen Harbor (# 25),
Greenwich Bay (# 34) and Kickamuit River (# 36) are not
in the same proximity (Fig. 9) and have very contrasting phys-
ical properties and loading values (Table 4), they all exhibit
w30% to 40% exposure of phytoplankton to nitrogen levels
above the specified threshold. Also, embayments with similar
loads (e.g., Apponaug Cove (# 26) and Easton Bay (# 30) with
w40,000 kg N y�1) did not exhibit the same exposure values
due to the contrast in physical properties (Table 4). The gen-
eral relationship between N-loading and exposure in all 18
systems is presented in Fig. 10. It is clear that there is a loga-
rithmic trend (r2¼ 0.71) between exposure and N-loading in
this region. Similar relationship (not shown) existed when
the threshold was three times that in the open sea (i.e.,
6.6� 10�5 kg m�3). The validity of this relationship for other
regions can be confirmed in future studies. Tide and precipita-
tion (loading behavior) are the two main regional factors that
can impact such relationship.
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Table 4

Physical characteristics, N-loading, and exposure in 18 embayments in RI, USA

IDa Embayment Area (m2) Depth (m) N-load (kg y�1) % Exposure

25 Allen Harbor 313,864 2.91 4209 38.10

26 Apponaug Cove 426,737 1.25 39,296 83.71

27 Bonnet Shores 688,090 4.54 7350 23.23

28 Bristol Harbor 2,062,489 4.10 102,643 72.24

29 Coggeshall Point Harbor 52,334 3.60 117 0.57

30 Easton Bay 2,002,794 4.06 42,152 58.92

31 Fort Wetherill Cove e West 17,865 7.75 38 0.0

32 Fort Wetherill Cove-East 24,396 7.05 106 1.56

34 Greenwich Bay 12,043,644 2.47 136,589 30.45

35 Greenwich Cove 751,782 1.81 23,942 68.41

36 Kickamuit River 2,236,940 1.96 28,538 34.70

37 Mackerel Cove 860,582 5.25 2471 0.71

38 Mount Hope Bay 51,046,904 4.63 1,276,085 64.59

39 Narragansett Bay 411,474,400 8.32 7,338,662 62.18

41 Potter Cove 399,095 2.09 988 0.99

42 Providence-Seekonk River 23,837,646 4.15 4,284,889 97.17

43 Sakonnet Harbor 98,448 2.06 345 1.70

44 Warwick Cove 564,639 1.46 11,579 56.23

a Embayment ID is based on previous studies (e.g., Latimer et al., 2006; Abdelrhman, 2005).

Fig. 9. Eighteen embayments located within Narragansett Bay, RI, USA. Embayment ID numbers are as set in previous studies (e.g., Abdelrhman, 2005; Latimer

et al., 2006).
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Fig. 10. Relationship between N-loading and exposure in 18 embayments in Narragansett Bay, RI, USA.
Concentrations of phytoplankton were measured in the
vicinity of some of the above embayments (personal commu-
nication: Darryl Keith, U.S. EPA, Atlantic Ecology Division,
Narragansett, RI) (Table 5). Visual comparisons between
exposure and chlorophyll-a concentrations indicate that, in
general, as exposure to nitrogen increases, phytoplankton con-
centration increases (Fig. 11). However, this may not always
be the case because other factors (e.g., light, temperature)
can affect phytoplankton growth and concentration. It is worth
mentioning that although the presented systems are located
within the inner (upper) region of Narragansett Bay, they
have contrasting physical properties, N-loading magnitudes,
exposure values, and phytoplankton concentrations. This is es-
pecially pronounced by the very low phytoplankton concentra-
tion and N-exposure in Potter Cove (# 41) compared to the
other three embayments.

6. Return flow

In the above analysis and applications, the return flow factor
(Eq. (10)) was limited to 5% to minimize its effect. When con-
ditions are favorable in the receiving water, the return flow can
have a major effect on concentration inside the embayment. As
indicated by Eqs. (12) and (13), the returning mass varies with
time. The main parameter that controls this returning mass is
the amplitude of the coastal tidal current, U. As U decreases,
lateral diffusion parameter, E (Eq. (12)), decreases and the re-
turn flow factor, b, increases (Fig. 2) causing more mass to re-
turn to the embayment. Fig. 12a shows the effect of this
parameter on the total mass that enters from the open boundary.

Table 5

Concentration of chlorophyll-a (mg m�3) from three surveys in the vicinity of

four embayments (ID# 42, 28, 34, and 41) in Narragansett Bay, RI, USA; in

2005 on July 21, August 30, and October 31

ID Location Phytoplankton concentration

(mg m�3) on

% Exposure

7/21/2005 8/30/2005 10/31/2005

42 Providence River 18.65� 1.83 10.56� 0.78 97.17

28 Bristol Harbor 4.11� 0.72 1.34� 0.25 72.24

34 Greenwich Bay 12.5� 0.66 7.76� 1.26 1.25� 0.8 30.45

41 Potter Cove 3.24� 0.08 0.86� 0.33 0.99
This mass has two components (Eq. (9)): mass returning to the
embayment and mass entering from the ambient water outside
the embayment. Both masses level at high values of U; the for-
mer tapers off and the latter reaches the maximum ambient
mass that can enter from the seaward boundary. For the ideal-
ized embayment, the maximum ambient mass that can enter is
equal to w40% of the load from the watershed. Nevertheless,
when U decreases (e.g., to 1 m s�1) the returning portion con-
stitutes most of the entering mass. For the idealized embay-
ment, returning mass is equivalent to approximately threefold
the mass from the watershed. This added mass elevated con-
centration inside the embayment and lengthened its CT.

The effect of return flow on CT is presented in Fig. 12b for
the idealized embayment. As the amplitude of the coastal cur-
rent increases, CT decreases as in the shown power relation-
ship (r2¼ 0.8348). This relationship is very sensitive to low
values of U, when more of the exiting water returns to the em-
bayment causing increase not only in CT, but also in concen-
tration. Fig. 12c shows the impact of return flow on
concentration: when U¼ 3 m s�1 instantaneous concentrations
show up to 50% increase and when U¼ 2 ms�1 this increase
reaches approximately 100%; but as U drops to 1 m s�1, con-
centration values increase by up to 400%.
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Fig. 11. Relation between calculated exposures and measured phytoplankton

concentrations during various seasons in four embayments (ID# 41, 34, 28,

and 42) in Narragansett Bay, RI, USA (Table 5).
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the embayment, (b) relation between U and CT, (c) effect of U on percent change in concentration relative to the values with springeneap tidal variations (Fig. 8a).

Units on time axis accommodate tidal variations.
It should be emphasized that amplitudes of coastal currents
experience springeneap changes, and that neap periods (with
lower currents and less lateral diffusion) are expected to cause
higher concentration and longer CT inside the embayment.
These currents act as a boundary forcing to the model and
have to be estimated by the user.

7. Discussion

The presented methodology related the embayment’s CT to
biology as demonstrated in Fig. 5. The relationship was based
on a concentration threshold that defined the vulnerability of
the biological component to the constituent. The effect of
CT on concentration was governed by the temporal resolution
of the changes in loading (i.e., frequency and magnitude of
loading events). In general, the temporal variability in tidal
forcing, loading pattern, and return flow factor would prohibit
the explicit manifestation of the effect of CT on concentration
(e.g., Fig. 8). The regions of exposure in Fig. 5 are qualita-
tively defined to visually relate the general paradigm of
biological exposure to physical parameters (tidal forcing, em-
bayment characteristics, and loading behavior). For contrast,
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only the four corners (A, B, C, and D) are discussed, but the
shown surface is continuous and encompasses more than these
corner values. The exact values for such regions will change
according to the threshold concentration and the mentioned
physical parameters. They can be identified by the researcher
to serve the scientific inquiry at steak. (For example, a re-
searcher may choose to define regions as: 0< low� 10%,
10<medium-low� 20%, 20%<medium-high� 40%, and
high> 40%; or any other choices.) It is worth mentioning
that a biological component with known threshold value in
an embayment with known physical characteristics and load-
ing behavior is presented by a spot (point, patch, or a strip)
on the three-dimensional surface in Fig. 5. This paradigm of
exposure is innovatively presented here to stimulate the imag-
ination, but it is left to the researcher to decide the relevant ex-
posure criteria and the position on this paradigm for the
studied embayment.

To elucidate the relationship between biology and CT, em-
phasis was placed on exposure. Instantaneous concentrations,
however, showed changes up to 40% (Fig. 8b) due to
springeneap variations, and exacerbation up to 400% due to
return flow (Fig. 12b). Such high concentrations can cause
traumatic effects on biology especially during sensitive sea-
sons of reproduction and growth. With the help of the pre-
sented simple model, it is possible to identify such periods
of elevated concentrations throughout the year for comparison
with seasonal changes in the biological component of interest.

It should be emphasized that this approach uses approxima-
tions and assumptions (e.g., a well-mixed embayment) that
can be less accurate than the more rigorous numerical ap-
proaches. For example, Abdelrhman (2006) related movement
of water and its associated constituents to the ecological
processes of a system using numerical methods and a relevant
local time scale, referred to as ‘‘local effect time’’ (LET). The
LETs were also based on concentration thresholds for biologi-
cal components and were more appropriate and relevant to eco-
logical components with limited or no mobility (e.g., sea grass
or benthic organisms). LETs were used to quantitatively define
areas susceptible to changes within an embayment.

The presented biological examples and physical settings are
based on the general trends of biology, climate, and tides in the
northeastern USA. Other regions can be treated similarly when
these major regional factors are identified. Moreover, classifi-
cation of embayments based on these regional physical factors
can be enhanced by the presented simple model which pro-
vides quick and efficient means to calculate exposure in a large
number of embayments. Although effects from other loading
mechanisms (e.g., bottom sediment) and source/sink terms
were beyond the scope of this work, they could be easily
included into the developed model.

In summary, the connection between a physical transport
time scale and ecological effects was investigated. As biology
relates to concentration, the ‘‘characteristic time’’ (CT) was
identified as the appropriate transport time scale for an embay-
ment. However, natural changes in tidal forcing, constituent
loading, and return flow seldom allow this time scale to man-
ifest explicitly; instead, a complex relationship exists (Fig. 5).
Although it is usually hypothesized that embayments with
shorter transport times would exhibit better water quality
than those with longer times, Fig. 5 demonstrates that this is
not always true because loading behavior is a governing factor
in this relationship. Thus, caution should be exercised when
these time scales are offered as indicators of the well being
of ecology.
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Appendix. Model (RAHMAN-TP1)

This Appendix describes a simple spreadsheet (EXCEL)
model (see Table A) that can be established by any user
with very elementary knowledge.

The model occupies 26 columns (AeZ) and extends for
a number of rows equal to the simulated number of full tidal
cycles (e.g., 706 for a full year of semidiurnal tide). The first
row is reserved for the column title; it is taken as row #10 in
the spreadsheet. The second row (#11) is for the initial condi-
tions of the simulation in the first tidal cycle. The third row
(#12) contains the full formulation for the model and can be
dragged downward to as many rows as needed to cover the
time period of the simulation (in tidal cycles).

The following seven cells at the top of column B contain
the main model parameters that have to be provided by the
user (see values in Table 1 for the idealized embayment):

B1¼ threshold concentration for biological vulnerability;
B2¼ amplitude of coastal current, U (m s�1) (default¼
100 m s�1 for minimum b¼ 2.89%);
B3¼ embayment surface area, A (m2);
B4¼ concentration in the outside water, Co (kg m�3),
(default¼ 0.0 kg m�3);
B5¼ starting water depth, d (m) (default¼mean depth at
mean low water level);
B6¼ constituent load per year, N (kg y�1);
B7¼ tolerance value for steady-state condition, 3, (default¼
10�6).

The first five columns (AeE) contain tidal information that
has to be provided by the user, available from http://tbone.
biol.sc.edu/tide/tideshow.cgi by entering the station name

http://tbone.biol.sc.edu/tide/tideshow.cgi
http://tbone.biol.sc.edu/tide/tideshow.cgi
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(e.g., Newport, RI, USA) and requesting a tabular list of the
predicted tidal highs and lows during a specified simulation
period. Columns including date, time, and height (above
MLLW) will be generated and can be copied to EXCEL
spreadsheet. Flood and ebb periods and tidal ranges can be cal-
culated by simple subtraction of successive values, using con-
sistent and proper units for time and height.

Column J includes weights of loading from the watershed,
which should also be provided by the user for each tidal
cycle (i.e., each row) as hourly values (for example, the
hourly weight for a yearly load that is distributed uniformly
is 1/8760 h�1). The sum of weights in the year should equal
one. Multiplying this weight by the yearly load (e.g.,
N¼ 108 kg y�1) gives the loading rate (in our example: load-
ing rate¼ (1/8766)� 108¼ 11,408 kg h�1). Multiplying the
loading rate in a specific day by the flood and ebb periods
(h) in that day (see column Z) and summing throughout the
whole year (e.g., 706 cycles) should be equal to the specified
annual load (N kg y�1). A small margin of error (usually <1%)
can exist due to synchronization of hourly and daily loads with
the variable tide periods and using the end of each tidal cycle
as a pointer to the daily weight.

Columns AA and AB are not part of the model, but they
provide lookup information to calculate watershed loads
from daily records of annual riverine flow through the full sim-
ulation period (e.g., one year, 365 days): column AA has the
ID# for the Julian day (i.e., 1e365) and column AB has the
loading weight per hour. The LOOKUP command to include
this information in the model is in column J with the range
of data exactly matching that in columns AA and BB. Surface
water flow can be obtained from http://waterdata.usgs.gov/
nwis/rt) by choosing the data category as real-time for the
Table A

Model description, structure, and spreadsheet (EXCEL) formulation

Col. Title

(row 10)

Description Initial valuesc

(row 11)

Other/predicted values a, c (row 12 and higher)

A Tidal cycle Counter of cycles 1 ¼A11þ 1

B Tf (h) Flood period [Provide]f [Provide]

C af (m) Flood range [Provide] [Provide]

D Te (h) Ebb period [Provide] [Provide]

E ae (m) Ebb range [Provide] [Provide]

F d (m) Water depth ¼B5 ¼F11þC11� E11

G Time (h) Time in h from start ¼B11þD11 ¼B12þD12þG11

H Time (days) Time in days from start ¼G11/24 Sameb

I Day ID# ID# for Julian day ¼ROUND(H11,0) Same

J Selected WT (h�1) Loading weight in an hour ¼LOOKUP(I11,AA$11:

AA$375,AB$11:AB$375)d
Same

K Min-flood (kg) Mass in during flood ¼R11 ¼X12 * B12þ R12

L Min-ebb (kg) Mass in during ebb [Leave L11 blank] ¼X12 * D12

M Mout-ebb (kg) Mass out during ebb [Leave M11 blank] ¼S12 * E12 * B$3þ L12� E12 / (F12þC12)

N E Diffusion parameter [Leave N11 blank] ¼(SQRT(0.05) * B$2^1.5 *

((B12þD11) * 60 * 60)^1.5 * F12^1.5)/

(3.141592654 * B$3 * E11)

O b Return flow factor [Leave O11 blank] ¼IF(N12>100,0.0289,IF(N12>

5,�0.072 * LN(N12)þ 0.3605,IF(N12>

1,�0.3043 * LN(N12)þ 0.7345,IF(N12>

0.1,�0.1002 * LN(N12)þ 0.7451,IF(N12< 0.1,0.9758)))))

P Mreturning (kg) Returning mass [Leave P11 blank] ¼O12 * M11

Q Min-ambient (kg) Mass in from ambient [Leave Q11 blank] ¼B$4 * (B$3 * C12�O12 * B$3 * E11)

R Mentering (kg) Mass entering mouth ¼B$4 * B$3 * C11 ¼P12þQ12

S Cf (kg m�3) Concentration at peak flood [Leave S11 blank] ¼(W11þK12) / (B$3 * (F12þC12))

T Ce (kg m�3) Concentration at dip ebb [Leave T11 blank] ¼W12/(B$3 * (F12þC12�E12))

U CTflood (cycle) CT from flood concentration [Leave U11 & U12 blank] ¼IF(ABS(S13� S12)/ABS(S13� S$12)<B$7,A12,0)

V CTebb (cycle) CT from ebb concentration [Leave V11 & V12 blank] ¼IF(ABS(T13� T12)/ABS(T13� T$12)<B$7,A12,0)

W M (kg) Total mass inside ¼B$4 * B$3 * F11 ¼W11þK11þ L11�M11

X Load rate

(kg h�1)

Load per hour in a day ¼B$6 * J11 Same

Y Exposure ¼1, if Ce> Threshold;

otherwise¼ 0

¼IF(T11>B$1,1,0) Same

Z Cycle load (kg) Load per cycle ¼X11 * (B11þD11) Same

AA Julian day Day ID# 1 ¼AA11þ 1

AB Load weight Weight per hour in a daye [Provide] [Provide]

a Formulations in columns Q and R start from row #13 instead of row #12.
b ‘‘Same’’ means formulation as in row 11 (i.e., drag cell 11 through higher rows).
c [ ] Include special instructions to user.
d Range for LOOKUP command has to match that for columns AA and AB.
e Weights added through the year (365 days) and multiplied by 24 (h/d) should equal one.
f Provide values (see values in Table 1 for the idealized embayment).

http://waterdata.usgs.gov/nwis/rt
http://waterdata.usgs.gov/nwis/rt
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geographic location (e.g., Rhode Island) and highlighting the
USGS station(s) of interest on the map (e.g., Pawtuxet River,
#01116500, or other stations) with the option of time series
for daily data to be provided in separated table during the
specified period (e.g., 01/01/2005 to 31/12/2005). This data
can be copied to the spreadsheet and loading weights calcu-
lated by dividing each daily value by the total value for the
whole period. These daily weights have to be further divided
by 24 h/days to obtain the required hourly weights.

If data are available, loading rate from bottom sediment can
be treated in a similar fashion and added to that from the wa-
tershed. Also, time-varying values for U and Co can be accom-
modated with slight modifications to the model.

Model output includes the time trace (by tidal cycle) of the
embayment average concentration during peak flood and dip
ebb (Cf and Ce) in columns S and T, respectively. The charac-
teristic time, CT, is meaningful only for simulations with
steady loading during a uniform (sinusoidal) tide, otherwise
it should be ignored. CT is marked by the first non-zero value
in columns U and V for flood and ebb concentrations, respec-
tively. Other values in these two columns are irrelevant and
should be ignored. Exposure is calculated by dividing the
number of tidal cycles when concentrations are above the
threshold value (marked by 1 in column Y) by the total num-
ber of simulated tidal cycles (e.g., 706). The relation between
any combination of the various types of mass in the embay-
ment can be inspected by comparing columns K, L, M, P, Q,
R, and W for mass from watershed during flood, mass from
watershed during ebb, total exiting mass during ebb, reenter-
ing mass during ebb, ambient mass entering from outside dur-
ing ebb, total mass entering from mouth during ebb, and total
mass in the embayment at the end of the tide cycle, respec-
tively. Temporal variation in the return flow factor, b, can be
found in column O.
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Abstract

Seawater samples were collected in the lagoon of Nouméa (southwest New Caledonia) along two transects from eutrophic coastal bays to the
oligotrophic barrier reef. Land-based emissions to the lagoon were measured with dissolved and particulate concentrations of chromium (Cr) and
nickel (Ni), used as tracers of both terrigenous and industrial (Ni ore treatment) activities, as well as dissolved and particulate concentrations of
zinc (Zn), used as a tracer of urban effluents. The spatial variability of metal concentrations was related to geochemical and hydrodynamic con-
ditions, i.e., respectively: (1) natural and anthropogenic emission sources, and chemical processes occurring in the water column; and (2) water
residence times. The parameter used to describe the residence time of water masses was the local e-flushing time, i.e. the time required for
a tracer mass contained within a given station to be reduced by a factor 1/e. High metal concentrations were found in coastal areas (up to
9000 ng dissolved Ni L�1), and steeply decreased with distance from the coast (down to 101 ng dissolved Ni L�1 near the barrier reef) to reach
levels similar to those found in remote Pacific waters, suggesting a rapid renewal of waters close to the barrier. Distributions of metals in the
lagoon are controlled upstream by land-based emission sources and later chemical processes. Then hydrodynamics constrain metal distributions,
as shown by the observed relationship between local e-flushing times and the spatial variability of metal concentrations. In addition, a change in
the direction of prevailing winds yielded a decrease of dissolved metal concentrations at the same site by a factor of 2.5 (Cr and Ni) and 2.9 (Zn).
It is suggested that the residence time is a key parameter in the control of elemental concentrations in the lagoon waters, as much as land-based
emission sources.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: trace metals; geochemistry; hydrodynamics; residence time; coastal waters; New Caledonia
1. Introduction

Soils in southern New Caledonia are developed on ultra-
mafic rocks (peridotites) that degrade into residues (laterite
and saprolite layers) highly enriched by weathering in nickel
(Ni) and chromium (Cr), either adsorbed onto iron oxides or
incorporated into their mineral lattice (Becquer et al., 2001;
Quantin et al., 2002). These enriched layers are subjected to
intense mining extraction and strong soil erosion due to

* Corresponding author.

E-mail address: migon@obs-vlfr.fr (C. Migon).
0272-7714/$ - see front matter � 2007 Elsevier Ltd. All rights reserved.

doi:10.1016/j.ecss.2007.05.048
tropical rainfall. The combination of these processes results
in the potential mobilisation of high amounts of terrigenous
fine particles, likely to affect coastal waters by aeolian and
river transports.

Consequently, coastal waters are presumably enriched in
trace metals, mainly cobalt, iron, Ni and Cr (Bustamante
et al., 2003), which may affect the coral reef food webs
(Monniot et al., 1994). The release of dissolved metals from
land-based emission sources may be a significant process for
coastal waters in the lagoon, particularly for the case of Ni, ow-
ing to the mineral input from New Caledonian soils (Ambatsian
et al., 1997; Fernandez et al., 2006). In addition, coastal areas
are subjected to anthropogenic influences in the vicinity of

mailto:migon@obs-vlfr.fr
http://www.elsevier.com/locate/ecss
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the city of Nouméa: industrial activities, chiefly linked to the
treatment of lateritic and saprolitic Ni ores (Doniambo factory,
Nouméa), are superimposed upon wastewater and urban
effluents.

Because Ni mining plays a significant and increasing eco-
nomic role in New Caledonia, a scientific program has been
devoted since 1996 to the impact of its anthropogenic and ter-
rigenous loads on the 2000 km2 southwest lagoon around Nou-
méa, where about half of the island population lives. Several
researches have been conducted on the functioning of this la-
goon, including hydrodynamics and suspended matter trans-
port modelling (Douillet et al., 2001; Ouillon et al., 2004),
biogeochemical cycling modelling (Pinazo et al., 2004),
hydrological variability (Ouillon et al., 2005) and geochemical
analysis of the sediment (Fernandez et al., 2006). Global and
local residence times of water masses were also calculated
for the lagoon so as to bring additional tools in the analysis
of its biological functioning (Jouon et al., 2006; Mari et al.,
2007; Torréton et al., 2007).

In that context, this paper presents a complementary study
devoted to the measurements of metal concentrations in the
water column from the coast to the barrier reef and to their
analysis against the magnitude of the incoming metal inputs
and the physical forcing of the water circulation (wind, tide,
residence time).

2. Study area

2.1. Characteristics of the lagoon

The lagoon of New Caledonia, located 1500 km east of
Australia, covers a total area of 23,400 km2 (Fig. 1). The New
Caledonia Reef is the second widest tropical reef system in
the world after the Australian Great Barrier Reef. The southwest
lagoon of New Caledonia, around Nouméa, is a nearly enclosed,
relatively shallow site (on average 17.5 m deep), surrounded by
oligotrophic oceanic water and connected to the ocean by nar-
row passes through the reef.

Two major factors control circulation in the southwest la-
goon of New Caledonia: tide and wind (Douillet, 1998). The
most frequently encountered wind regime is the southeasterly
trade wind (average speed 8 m s�1, direction 110�, more than
2/3 of the yearly wind occurrence). A description of the result-
ing current regime is given in Douillet et al. (2001). Under
trade wind forcing, swell penetration into the lagoon is negli-
gible, and windewave growth is limited by a fetch of a few
tens of kilometres.

2.2. Adjacent land use

The near-shore environment is subjected to terrestrial in-
puts and, especially in the bays around the city of Nouméa,
to both industrial and urban inputs that increase general pro-
ductivity in these areas. Industrial emission sources (treatment
of Ni ores) are likely to introduce Cr and Ni in the lagoon wa-
ters. Urban emission sources presumably give off amounts of
zinc (Zn), which is an ubiquitous urban tracer (Migon, 2005).
Grande Rade (from station D01) is overall characterised by
urban and industrial activities (Doniambo factory). Sainte-
Marie Bay (from station N04) is mostly affected by waste-
water and urban effluents, but not under the influence of
industrial inputs (Mari et al., 2007). Its main terrigenous Cr
and Ni incoming fluxes are due to the Coulée River loads, ow-
ing to Cr and Ni ore deposits comprised in its watershed (Fer-
nandez et al., 2006).

3. Methods

3.1. Sampling

Seawater samples (2.5 L) were collected using a Teflon pump
along two transects from the coast to the barrier reef in the south-
west lagoon of New Caledonia (Fig. 1). Samples were collected at
5 m depth at six stations, along the two transects, during two sam-
pling campaigns: 22 November 2004 (D01, D08, D22, M05, M10
and M41, from Grande Rade to the outer edge of the coral reef)
and 29 November 2004 (N04, N12, N33, M33, M10 and M41,
from Sainte-Marie Bay to the outer edge of the coral reef). Eutro-
phication in the bay of Grande Rade is mainly of industrial origin,
due to the close proximity of a large Ni smelt, while in the bay of
Sainte-Marie, eutrophication is mostly due to wastewater outfalls
from the Sainte-Marie area (i.e., urban origin). Conductivity,
Temperature and Depth (CTD) profiles were recorded using
a SeaBird SBE 19 probe at each sampling station.

Hydrological and chemical characteristics during the two
sampling campaigns are summarised in Table 1.

3.2. Metal analysis

Seawater samples were filtered on cellulose acetate
membranes (Sartorius 11107-025 N, diameter 25 mm, porosity
0.2 mm). Dissolved and particulate concentrations of Cr, Ni and
Zn were measured. Exchangeable metallic forms in the dis-
solved phase were fixed on Chelex (Bio-Rad) resins in mini-
chromatographic columns (Bio-Rad). The chemical forms fixed
on the resin were eluted with 10 mL HNO3 2.5 M and stored in
Teflon PFA bottles. The quality of the exchange on the resin was
checked with 10 mL more of the same acidic solution (resin
blank). Dissolved samples were UV-irradiated according to
the protocol proposed by Sander and Koschinsky (2000) to
turn all Cr in its oxidised from Cr(VI): 50 mL H2O2 and 20 mL
HCl were added to 10 mL of sample to increase the oxidation
potential prior to the irradiation. The irradiation was carried
out during 1 h at 85 �C using a 707 UV-Digester (Metrohm).
This procedure guaranteed that all H2O2, likely to interfere
with the voltammetric analysis of Cr, was removed. The partic-
ulate phase was mineralised as follows: the organic matrix was
destroyed with an oxidizing attack (HNO3), and mineral alumi-
nosilicate matrixes were destroyed with HF. The sample was
freeze-dried in 7 mL Teflon flasks, used for the mineralisation.
The mineralisation protocol was:

(1) Nine hundred microlitres HNO3 65% were added to each
flask. These flasks were sealed and put into larger Teflon
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Fig. 1. Sampling stations in the southwest lagoon of New Caledonia.
bottles (60 ml) that act as expansion cells, overcome acidic
evaporation by leaks and help to prevent contamination.
This apparatus was left 2e3 h in an oven at 60 �C, and
then 3e4 h at 150 �C, after which bottles and flasks
were brought to room temperature and left open under
laminar flow hood until a black dry residue remained.

(2) Two hundred microlitres HNO3 65% and 200 mL HF 40%
were added to the remainder. The flasks and bottles were
closed and put in an oven 2e3 h at 60 �C, and then 3e
4 h at 150 �C, prior to open evaporation at room tempera-
ture under laminar flow hood, until a white dry residue was
obtained. This residue was ultrasonically dissolved in
1 mL HNO3 1 N. The samples were then made up with
Milli-Q water (resistivity: 18 MU cm) to 10 mL.

It was assumed that Cr(III) in particulate samples was oxi-
dised during the mineralisation procedure, due to the use of
HNO3. Blanks for voltammetric analysis were irradiated fol-
lowing the same protocol. Zn samples were analysed by differ-
ential pulse anodic stripping voltammetry with a hanging
mercury drop electrode. The instrumental sensitivity (i.e.,
smallest legible signal, arbitrarily evaluated to 1 mm) was
20 ng L�1, using a standard electrolysis time of 5 min. Nickel
was analysed by adsorptive cathodic stripping voltammetry.
Nickel measurements were performed by adding a complexing
agent (dimethylglyoxime 5 � 10�4 M) and buffering at pH
9.16. The limit of detection was 3 ng L�1, with a standard
electrolysis time of 5 min. This analytical technique has
been described in detail by Van den Berg (1986). Chromium
was analysed by adsorptive cathodic stripping voltammetry.
Chromium measurements were performed by adding a com-
plexing agent (diethylenetriaminepentaacetic acid 0.015 M)
and buffering at pH 5.2. This analytical technique has been de-
scribed in detail by Sander and Koschinsky (2000).

For each metal, three standard additions were used to deter-
mine the metal concentrations. Measurements were performed
with an EG&G Princeton Applied Research 264A polaro-
graphic analyser in conjunction with a 303A static Hg drop
electrode. A medium Hg drop electrode was used as the work-
ing electrode (1.6 mm2 surface area). The auxiliary electrode
was a Pt wire and the Ag/AgCl reference electrode was filled
with a saturated solution of ultrapure KCl. The analytical pro-
cedure was checked using open ocean seawater reference ma-
terial (NASS-4) provided by the National Research Council,
Canada. The results were within the quoted standard deviation
intervals. Reagent/manipulation blanks were always under the
detection limits. Measurement reproducibility was always
<5%. The preparatory manipulations of samples and voltam-
metric measurements were carried out in Class 100 laminar
airflow benches located in a clean room. All reagents were
provided by Merck (Darmstadt, Germany), quality Suprapur.

3.3. Dynamical and meteorological parameters

In order to gain understanding of the interaction between
hydrodynamics and geochemistry, one must first identify the
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Table 1

Hydrological and chemical characteristics during the two sampling campaigns. Local e-flushing times (LeFT) are given by Jouon et al. (2006)

Date Stations Temperature

(�C)

Salinity Tide regime Wind speed

(m s�1)

Wind direction

(Degree)

Rain the

week prior

to sampling

(mm)

LeFT (days)

22/11/2004: Between

09:00 and 10:00

AM

D01 24.8 36.1 Low tide at 10:20 AM

(0.65 m), high tide at

04:29 AM (1.20 m)

8.4� 1.1 113.8� 11.3 2.2 46.9

D08 25.1 36.1 40.8

D22 24.6 36.0 31.0

M05 24.1 35.8 5.6

M10 24.1 35.8 0.4

M41 23.6 35.7 0.0

29/11/2004: Between

09:00 and 10:00

AM

N04 24.7 36.1 High tide at 09:38

AM (1.55 m), low tide

at 03:46 PM (0.70 m)

9.9� 0.2 118.8� 3.4 7.8 17.1

N12 24.7 36.2 12.9

N33 24.6 36.0 12.4

M33 24.0 35.8 0.5

M10 23.6 35.8 0.4

M41 23.0 35.7 0.0
hydrodynamic processes likely to affect the spatio-temporal
distribution of elemental concentrations in the lagoon, and de-
fine parameters to quantify these processes.

The velocity field is relevant when the same water mass is
studied at different stages from a Lagrangian point of view. In
that case, and in association with hydrological measurements,
it can be used to study the dilution factor of dissolved elements
or the transport of suspended matter (e.g., Naudin et al., 1997).
The velocity field is less relevant to compare different water
masses. In that case, parameters deriving from hydrodynamics
enable to analyse the kinetics of biological reagents or the
moving of organisms with respect to the water masses (see
a review in Jouon et al., 2006).

Several global and local transport time scales have been de-
fined (e.g., Deleersnijder et al., 2001; Monsen et al., 2002).
Each of these hydrodynamic parameters is associated to
a unique calculation method which involves either the compu-
tation of input and output fluxes, the computation of the trans-
port equation for a dissolved tracer, or the computation of
series of trajectories. In their paper, Jouon et al. (2006) have
compared different methods and listed the names of the associ-
ated time scale parameters found in the literature.

In the present work, the concentrations of dissolved and par-
ticulate metals are analysed against a typical scale for the re-
newal of a given water column, namely the local e-flushing
time, expressed in days, as defined by Jouon et al. (2006).
This parameter indicates the time required for a tracer mass
contained within a given station (control volume) to be reduced
by a factor 1/e. It is variously called in the literature ‘‘flushing
time’’ (Monsen et al., 2002), ‘‘residence time’’ (Shen and Haas,
2004; Wang et al., 2004) or ‘‘e-folding time’’ (Delhez et al.,
2004). The local e-flushing time was calculated for all the sam-
pling stations from a 3D hydrodynamic model adapted to the
topographic, tidal and meteorological constraints of the Nou-
méa lagoon (Jouon et al., 2006). Fig. 2 presents the resulting
field of the local e-flushing times calculated for trade wind
rate (constant southeastern wind 110�, 8 m s�1) and a periodic
tide evolution resulting from M2 and S2 harmonics that are the
major tidal constituents within the lagoon (Douillet, 1998).
This modelling exercise provides estimates of the renewal rates
of the water masses in the lagoon (i.e., local e-flushing times),
which can be regarded as mean values, considering that the ini-
tial parameters used in the model are annual averages of wind
conditions.

Wind speed and direction were continuously recorded at
a meteorological station located on the Maı̂tre Island, situated
between the two transects, close to the sampling station M33
(see location in Fig. 1, wind data in Fig. 3). Fig. 3 and Table
1 show that the wind conditions that prevailed during the two
sampling days were trade wind conditions close to the average
situation. The local e-flushing times presented in Fig. 2 are
thus supposed applicable to the two sampling campaigns.

4. Results and discussion

4.1. Spatial distributions

Concentrations of dissolved and particulate Ni, Cr and Zn
at all sampling stations are presented in Table 2. Two major
features appear as following: (1) metal concentrations are sig-
nificantly different along the transect D01eM10 and along the
transect N04eM10; and (2) metal concentrations steeply de-
crease from the bays to the barrier reef.

The variation of metal concentrations along the two tran-
sects is shown in Fig. 4. The concentrations of dissolved metals
strongly decrease from the coastal stations to the barrier reef:
although the lagoon stretches over only 20 km from the bays
to the barrier reef, concentrations decrease as steeply as, e.g.,
from 9000 down to 101 ng Ni L�1 from D01 to M41. The
steepest decrease is found for Ni. The decrease of particulate
metal concentrations exhibits the same trend, although it is
less marked than that of the dissolved phase. Similar patterns
have been already observed in the superficial sediment of the
lagoon, with a more important decrease from the bays to the
barrier reef for Ni, compared, for example, with Cr (Ambatsian
et al., 1997). Dissolved and particulate concentrations of Ni are
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higher than those of Cr or Zn by a factor ranging between 2 and
45, approximately.

Dissolved Cr and Ni concentrations measured close to the
barrier reef (e.g., at stations M10 and M41) are comparable
to those encountered in the surface waters of the Pacific
Ocean (Table 3), i.e. among the lowest values reported in
the Southern Hemisphere (Apte et al., 1998).
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Fig. 2. Local e-flushing time distribution around Nouméa. The control volume

considered for calculation is the southwest lagoon of New Caledonia as de-
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4.2. Natural and anthropogenic emission sources

Concentrations of dissolved Ni (and, to a lesser extent, of
Cr) are significantly higher in Grande Rade, under the in-
fluence of the Doniambo factory, than in Sainte-Marie Bay,
where urban influences prevail (9000 ng Ni and 587 ng
Cr L�1 at D01 vs 1800 ng Ni and 142 ng Cr L�1 at N04), while
Zn exhibits very similar dissolved concentrations at the two
sites D01 and N04: 538 and 522 ng L�1, respectively (Table
2). Zinc is greatly enriched in urban runoff, compared with
other metals transported by the sewerage network (Angelidis,
1995; Wiesner et al., 1998). For the specific case of New
Caledonia, another significant source of Zn may be the weath-
ering of Zn sheet roofs by tropical rainfall (J.M. Fernandez,
personal communication). This probably explains that the Zn
inputs to the two bays are very similar, contrarily to Cr and Ni.

Dissolved Zn concentrations in the barrier reef area are sig-
nificantly higher than those found in remote Pacific areas
(Table 2). This metal is mainly of urban origin, among which
a great part is linked to motor vehicle use, owing to tyre wear
(Wiesner et al., 1998; Migon, 2005) and, therefore, it is spread
over the lagoon waters, to a large extent, by the atmospheric
transport route. It is hypothesized that most of Zn loads are
emitted from the southward region of Nouméa, relative to
the transects, and atmospherically transported and spread
over the lagoon. Aeolian inputs of Cr and Ni are relatively
less important because under the influence of prevailing winds,
plumes from the Dumbea factory do not significantly affect the
transect area, which is only subjected to terrigenous aeolian in-
puts, therefore.

4.3. Geochemical processes

The difference between D01 (industrial) and N04 (urban) is
even higher for particulate Ni concentrations (5818 and
505 ng L�1, respectively, i.e. a factor of w11.5). Nickel is sig-
nificantly released from the sediment to the lagoon waters and
then does not coprecipitates with ambient calcium carbonate
(CaCO3), the remaining fraction of particulate Ni being asso-
ciated with iron oxides (Ambatsian et al., 1997). It is believed
that the availability of iron oxides is significantly higher in the
industrial loads of Grande Rade, compared with the natural in-
puts of the Coulée River watershed. As a result, the trapping of
Ni onto iron oxides might be less efficient in Sainte-Marie
Bay. Conversely, particulate Cr concentrations are slightly
lower in D01 than in N04 (130 and 186 ng L�1, respectively,
i.e. a factor of w0.7), despite supposedly higher emission
sources of total Cr in D01. This might be due to sorption pro-
cesses. Chromium is known to adsorb onto various surfaces,
such as:

(1) Iron oxides and hydroxides (Eary and Rai, 1987; Sander
and Koschinsky, 2000).

(2) Organic matter. The reduced form of Cr, Cr(III), com-
monly found in marine environments together with the
oxidised species Cr(VI), is believed to significantly adsorb
onto particulate organic matter, which process may be
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Table 2

Dissolved and particulate concentrations of Ni, Cr and Zn at all stations, in ng L�1

Sampling site Ni Cr Zn

Dissolved Particulate Dissolved Particulate Dissolved Particulate

M41 e 22/11/04 101 163.0 4.3

M41 e 29/11/04 174 14.2 69.3 27.9 117.0 15.9

M10 e 22/11/04 651 50.7 166.0 4.5 370.0 33.0

M10 e 29/11/04 260 37.3 69.0 29.6 127.0 19.3

M05 470 42.0 113.5 2.2 454 95.0

D22 1800 267.4 317.0 6.0 176 64.3

D08 4000 2106.5 520.0 26.3 715 285.4

D01 9000 5818.0 587.0 129.7 538 368.0

M33 442 51.7 115.6 47.0 176 27.0

N33 755 53.8 114.0 108.0 51 34.8

N12 1300 616.1 258.0 147.6 310 149.0

N04 1800 504.5 142.0 185.8 522 226.0
enhanced in seawater because of alkaline pH (Kerndorff
and Schnitzer, 1980; Poulton et al., 1988). On the one
hand, in more or less oxidised surface waters, at seawater
pH, the main Cr species are oxyanions in the Cr(VI) form
such as CrO4

2�, HCrO4
� and Cr2O7

2� (Sadiq, 1992) and the
concentration of Cr(III) is very low. On the other hand, the
oxidation of Cr(III) to Cr(VI) is very slow in natural
marine environments, and Cr(III) is involved in the faster
sorption processes (Richard and Bourg, 1991). Significant
amounts of Cr(III) have been found in hydrothermal
plumes in Pacific waters (North Fiji Basin), supposedly sta-
bilised by organic complexation (Sander and Koschinsky,
2000), and in open surface waters (Van den Berg et al.,
1994).

(3) CaCO3 surfaces. However, it is a common consensus that
such surfaces play a minor role in the adsorption of Cr,
particularly at seawater pH (Poulton et al., 1988; Zachara
et al., 1988).

Taking into account the diversity of sorption processes for
Cr, as well as the numerous factors that control these
processes, the present data set does not enable to explain the
different behaviours of particulate Cr in Grande Rade and
Sainte-Marie Bay, compared with, e.g., Ni.

Concentrations of particulate Zn are comparable in D01
and in N04 (368 and 226 ng L�1, respectively, i.e. a factor
of w1.6), which is consistent with the environmental charac-
teristics of Grande Rade and Sainte-Marie Bay as well as with
the ubiquitous character of Zn.

Distributions of trace metals in seawater are largely con-
trolled by the biota (Bruland et al., 1991; Mackey et al.,
2002). However, biological uptake and remineralisation at
depth are not taken into account in the observed metal concen-
tration variations in the present data. Except in the close vicin-
ity of the barrier reef, metal concentrations are not of the same
order of magnitude as the requirements of algal growth or bio-
accumulation in plankton. It is assumed that such processes do
not significantly affect the metal concentrations in the lagoon,
where the prevailing causes of spatio-temporal variability of
Cr, Ni and Zn are local geochemistry and hydrodynamics.
4.4. Role of hydrodynamics

The very low concentration levels of dissolved Ni and Cr
close to the barrier reef (Table 2) indicate that the processes
occurring in the coastal margin (atmospheric or riverine in-
puts, coastal effluents) are of negligible importance in deter-
mining Cr and Ni concentrations in the barrier reef area.
Indeed, taking into account: (1) the significance of land-based
emission sources of Cr and Ni derived from terrigenous ero-
sion and mining activities; and (2) the relatively short distance
from the bays to the barrier reef (w20 km), the concentrations
at the barrier reef are unexpectedly low, and similar to open
ocean values.

What is the specific influence of hydrodynamics on the
spatio-temporal variability of metal concentrations? The
low concentration of dissolved metals at the barrier reef
and the strong concentration gradient from the coast to the
barrier suggest a rapid renewal of waters close to the barrier
reef, with the input of oceanic waters along the barrier.
The relationship between the residence time of water masses
(described by computed e-flushing times) and the spatial var-
iability of metal concentrations (Fig. 5) confirms the role of
hydrodynamics on the distributions of metal concentrations.
A similar relationship between e-flushing times and other
biogeochemical parameters has been previously evidenced
at the same sampling sites (Mari et al., 2007; Torréton
et al., 2007).

Regression lines between total concentrations and resi-
dence times give the following correlation coefficients (R2):
0.743, 0.881 and 0.553 for Ni, Cr and Zn, respectively, for
the 12 sampling stations (Fig. 5). These results show that the
water renewal explains a significant part of the variance of
metal concentrations in the water column. This part is very
significant for Ni and Cr, but much less for Zn, which is in
agreement with the peculiarities of Zn emission and transport
discussed above, i.e., the significance of diffuse urban sources
and of medium-range aeolian transport. For total Ni and Cr
concentrations, Fig. 5 clearly shows that two sub-sets of data
may be distinguished, one corresponding to the enriched and
slowly renewed waters that include stations D01, D08, D22,
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Fig. 4. Metal concentration variation from the bays to the barrier reef.
N04, N12 and N33, and the other corresponding to the rapidly
renewed waters, as explained in Section 3.3.

Although no measurements of fluxes entering the bays are
available, the account of local potential sources of metal emis-
sion clearly shows that the highest loads are emitted in Grande
Rade, in the vicinity of the Doniambo factory and in the zone
of ore ship discharge, close to the station D01. The highest res-
idence times are found in this area. Even if it is difficult to pre-
cisely quantify the respective contributions of the intensity of
inputs and hydrodynamic processes, it is clear that the combi-
nation of these two factors controls to a large extent the distri-
bution of metals.

A comparison of the respective contributions of residence
time and distance between the stations and the emission sour-
ces showed that, although usually believed a major regulating
parameter of the distribution of metal concentrations, the
distance was of minor importance. Fig. 6 shows that local
e-flushing times explain to a large extent the variability of
Table 3

Mean dissolved Cr, Ni and Zn concentrations at stations M10 (inside edge of the lagoon) and M41 (outside edge of the lagoon), compared with other sheltered

Pacific values (all expressed in ng L�1). For New South Wales coastal waters, Apte et al. (1998) have hypothesized that fluvial inputs or processes occurring in the

coastal margin were of limited importance in determining trace metal concentrations

Metal Present work Apte et al. (1998)a Mackey et al. (2002)b Noriki et al. (1998)c Sander et al. (2003)d Ellwood (2004)d Nakayama et al. (1981)e

Cr M10: 116 e e e <200 e 480

M41: 116.15

Ni M10: 260 180 117 70e622 e e e

M41: 137.5

Zn M10: 248.5 <2 e e e 0.4e0.9 e

M41: 117

a New South Wales coastal waters.
b Western open Pacific.
c Equatorial Pacific.
d Sub-Antarctic Pacific (offshore New Zealand).
e Pacific Ocean.



763C. Migon et al. / Estuarine, Coastal and Shelf Science 74 (2007) 756e765
N
i c

on
ce

nt
ra

tio
n 

(n
g 

L-1
) 

0
0 10 20 30 40 50

0 10 20 30 40 50

0 10 20 30 40 50 0 10 20 30 40 50 0 10 20 30 40 50

0 10 20 30 40 50 0 10 20 30 40 50

0 10 20 30 40 50 0 10 20 30 40 50

2000

4000

6000

8000

10000

12000

14000

16000

0

2000

4000

6000

8000

10000

12000

14000

16000

0

2000

4000

6000

8000

10000

12000

14000

16000

LeFT (d)

Zn
 c

on
ce

nt
ra

tio
n 

(n
g 

L-1
) 

0

200

400

600

800

1000

LeFT (d)

0

200

400

600

800

1000

LeFT (d)

0

200

400

600

800

1000

C
r c

on
ce

nt
ra

tio
n 

(n
g 

L-1
) 

0

200

400

600

800

0

200

400

600

800

0

200

400

600

800

Total

Total

Total

Dissolved

Dissolved

Dissolved

Particulate

Particulate

Particulate

Fig. 5. Total, dissolved and particulate metal concentrations as a function of the local e-flushing time (LeFT).
metal concentrations, while the influence of the distance from
the sources is very low (except for particulate Cr). This suggests
that, basically, the decrease of concentrations with distance
from the emission source is strongly driven by local e-flushing
times. This may also explain why the decrease of Ni concentra-
tion from the bays to the barrier reef area is steeper than that of
Cr: as far as one moves away from the emission source, the local
e-flushing time prevails over the decreasing of metal concentra-
tions with distance. As a result, the observed decrease of con-
centrations may be independent on the nature of the metal, as
well as on its initial concentration level in the bays.

The correlation between concentrations and residence times
is overall better for dissolved metals than for particulate
metals (0.792 against 0.672 for Ni, 0.882 against 0.103 for
Cr, but 0.394 against 0.749 for Zn). Dissolved concentrations
are better correlated with residence times because e-flushing
times are computed from the local evolution of the concentra-
tion of a dissolved tracer.
Seawater was sampled twice at two different dates at only
two stations (M41 and M10), with contrasted meteorological
configurations, 22 November was characterised by constant
trade wind rate, while 29 November followed a change into west-
ern winds of variable strength (Fig. 3). It is likely that this change
yielded an incoming flux of metal-depleted oceanic water. This
flux is believed to come from west and from the outer edge of
the reef. As a result, dissolved metal concentrations were signi-
ficantly different at M10 between 22 and 29 November: 166e
69 ng L�1 (Cr), 651e260 ng L�1 (Ni) and 370e127 ng L�1

(Zn). At M41, dissolved Cr concentrations fell from 163 down
to 69.3 ng L�1. Surprisingly, Ni dissolved concentrations
increased (from 101 up to 174 ng L�1). This might be the result
of an analytical contamination, but the sampling station M41 is
located out of the lagoon, where waters are already very depleted
in metals, hence it is probably less (or not) sensitive to the impact
of incoming oceanic water. Dissolved Zn concentrations were
not measured at M41 on 22 November.
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As well, particulate Ni and Zn concentrations slightly
decreased at M10 (50.7e37.3 and 33.0e19 ng L�1, respec-
tively). Particulate Cr concentrations were very low at M10
(4.5 ng L�1). In trade wind rate, M10 is sheltered from wind
waves by islands (Fig. 1) and from swell that does not penetrate
into the lagoon. On the contrary, when western winds prevail,
swell and water masses from the outer edge of the reef may
contribute to local sediment remobilisation. Owing to the low
metal concentrations at M10, it is likely that sediment mobili-
sation driven by incoming water masses became the most
important process and yielded an increase of particulate Cr
concentrations on 29 November (29.6 ng L�1).
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Fig. 6. Correlation coefficients of simple linear regressions for metal concen-

tration vs local e-flushing times, and vs distance from the emission source, and

multiple linear regression for metal concentration vs local e-flushing times and

distance from the emission source. Taking into account the low impact of river

loads, the ‘‘mean’’ emission source is assumed as the centre of Nouméa. LeFT

means local e-flushing time.
5. Conclusions

The magnitude and variability of Cr, Ni and Zn concentra-
tions in the lagoon are controlled upstream by land-based
emission sources: industrial (Grande Rade) and terrigenous
(Sainte-Marie Bay) are superimposed upon a common urban
source from the city of Nouméa. The raw metal loads then un-
dergo a variety of chemical processes (sorption, precipitation,
dissolution, release from sediment, etc.). However, owing to
the specific circulation of the lagoon, the fate of dissolved
and particulate metal concentrations is strongly constrained
by hydrodynamics. The residence times of water masses point
out their rapid renewal in the vicinity of the barrier reef. This
is likely to counterbalance the high loads of Cr and Ni that en-
ter the lagoon waters, and actually results in unexpectedly low
concentration levels in waters close to the barrier reef. Except
for Zn, of which the atmospheric input is believed to be spread
over the whole surface of the lagoon, the peculiar combination
of prevailing winds and lagoon hydrodynamics in the region of
Nouméa finds here expression in a possible ‘‘cleaning’’ of sur-
face waters with the rapid flushing of water masses.

As pointed out by the present data set, the fitting of metal
concentrations on hydrodynamic models is difficult because
of the combined influence of other parameters such as the lo-
cation and strength of emission sources, and geochemical pro-
cesses. The analysis may be improved by additional sampling
at the same stations, for the same metals, during various epi-
sodes of wind forcing, in particular during episodes of low
wind forcing. The analysis of episodes of nonsteady and ape-
riodic atmospheric forcing will require to adapt the methods of
computation of local residence times.
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Abstract

Hydrodynamic modeling can be used to spatially characterize water renewal rates in coastal ecosystems. Using a hydrodynamic model
implemented over the semi-enclosed Southwest coral lagoon of New Caledonia, a recent study computed the flushing lag as the minimum
time required for a particle coming from outside the lagoon (open ocean) to reach a specific station [Jouon, A., Douillet, P., Ouillon, S., Fraunié,
P., 2006. Calculations of hydrodynamic time parameters in a semi-opened coastal zone using a 3D hydrodynamic model. Continental Shelf
Research 26, 1395e1415]. Local e-flushing time was calculated as the time requested to reach a local grid mesh concentration of 1/e from
the precedent step. Here we present an attempt to connect physical forcing to biogeochemical functioning of this coastal ecosystem. An array
of stations, located in the lagoonal channel as well as in several bays under anthropogenic influence, was sampled during three cruises. We then
tested the statistical relationships between the distribution of flushing indices and those of biological and chemical variables. Among the vari-
ables tested, silicate, chlorophyll a and bacterial biomass production present the highest correlations with flushing indices. Correlations are
higher with local e-flushing times than with flushing lags or the sum of these two indices. In the bays, these variables often deviate from the
relationships determined in the main lagoon channel. In the three bays receiving significant riverine inputs, silicate is well above the regression
line, whereas data from the bay receiving almost insignificant freshwater inputs generally fit the lagoon channel regressions. Moreover, in the
three bays receiving important urban and industrial effluents, chlorophyll a and bacterial production of biomass generally display values exceed-
ing the lagoon channel regression trends whereas in the bay under moderate anthropogenic influence values follow the regressions obtained in
the lagoon channel. The South West lagoon of New Caledonia can hence be viewed as a coastal mesotrophic ecosystem that is flushed by
oligotrophic oceanic waters which subsequently replace the lagoonal waters with water considerably impoverished in resources for microbial
growth. This flushing was high enough during the periods of study to influence the distribution of phytoplankton biomass, bacterial production
of biomass and silicate concentrations in the lagoon channel as well as in some of the bay areas.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

As pointed out by Monsen et al. (2002), in aquatic systems,
planktonic biomass and nutrients are carried in a fluid medium
and it is therefore essential to understand the hydrodynamic
processes that transport water and its constituents. Since Vollen-
weider’s work showing the link between the biogeochemical
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processing of phosphorus in lakes and the residence time of
waters (Vollenweider, 1976), several studies on estuaries have
shown relationships between variable water retention or flush-
ing indices and the distribution of phytoplankton blooms (Doer-
ing et al., 1994; Lucas et al., 1999), phytoplankton community
composition (Ferreira et al., 2005), bacterioplankton abundance
(Painchaud et al., 1996) and community composition (Crump
et al., 2004).

In coral reef areas, Andrews and Muller (1983) proposed that
in a lagoonal patch reef of the Great Barrier Reef, a part of the
variance of nutrient concentrations could be explained by tidal
movements. Moreover, using literature values from several
coral reef lagoons, Delesalle and Sournia (1992) revealed a neg-
ative relationship between phytoplankton biomass and esti-
mates of exchange rates between these lagoons and the open
ocean. In the Tuamotu Archipelago (French Polynesia), the
size of the aperture connecting atoll lagoons to the ocean was
shown to be one of the key parameters defining nutrient regime
(Dufour et al., 2001) and trophic status (Torréton et al., 2002).

These studies reporting the link between potential flushing of
semi-enclosed atolls and the biological or chemical properties
of those atolls demonstrate the importance of water circulation
in determining the distribution of chemical and biological vari-
ables in coral reef environments. However, none of these studies
focused on this link at local scales, i.e. none have attempted to
relate flushing rates and the distribution of biogeochemical vari-
ables on an array of stations within the same water body.

Nutrient concentrations and plankton biomass and activities
are higher in the South West lagoon of New Caledonia than in
the surrounding ocean and are not uniformly distributed
(Bourguet et al., 2003; Briand et al., 2004; Jacquet et al.,
2006). Apart from local eutrophication in the bays near Nou-
mea City, differences are also observed in the main lagoon
channel. The southern part, which is closer to oceanic inputs
flushing the lagoon, usually had lower nutrient concentrations
and plankton biomass and activity than in the northern part
(Jacquet et al., 2006).

A recent paper focused on computations of hydrodynamic
time parameters in the South West lagoon of New Caledonia
using a 3D hydrodynamic model (Jouon et al., 2006). In an
attempt to connect physical forcing to biogeochemical func-
tioning of the SW lagoon of New Caledonia, the aim of this
study was to test the statistical relationships between the dis-
tribution of flushing indices determined on an array of stations
in the SW lagoon of New Caledonia (Jouon et al., 2006) and
the distribution of biological and chemical variables acquired
during three oceanographic campaigns in the same lagoon.

2. Material and methods

2.1. Study site

New Caledonia is surrounded by a 23,400-km2 lagoon.
Noumea City (home to w60% of the total population of
New Caledonia) is located on the south-west coast. The sur-
rounding lagoonal area is known as the South West Lagoon
of New Caledonia. It has an average depth of 17.5 m and
varies in width from 5 km (northern limit) to 40 km (southern
limit). It is separated from the open ocean by a barrier reef,
bisected by three main passes (Fig. 1). Around Nouméa
City, four bays were sampled. The Sainte-Marie Bay receives
urban waste waters from the Sainte-Marie area. The Grande
Rade and Koutio Bay also receive urban effluent, as well as
industrial effluents originating from the nickel smelt. In con-
trast, the Dumbéa Bay is under the terrigenous influence
from the Dumbéa River and receives neither urban sewage
nor industrial effluents.

2.2. Hydrodynamics

The flushing lag (in days) indicates the minimum time
required for a particle entering the southwest lagoon of New
Caledonia (open ocean) to reach the station in question. More
precisely, assuming that lagoon water presents a concentration
of a passive tracer of 1 and that incoming waters from outside of
the lagoon present a concentration of 0, the flushing lag repre-
sents the time required to decrease the local grid mesh concen-
tration by 5% (Jouon et al., 2006). This value is selected to
minimize the importance of computation errors. Local e-flushing
time represents the time needed to attain a local grid mesh con-
centration of 1/e from the precedent step where numerical
drogues present a concentration of 0.95. Both flushing lag and
local e-flushing time at the different stations were computed
from MARS3D, a hydrodynamic model implemented over
the study area. The accuracy of the time scales is guaranteed
by the validation of the advection dispersion of dissolved
tracers in the model (Lazure and Salomon, 1991a,b; Douillet
et al., 2001; Plus et al., 2003; Ouillon et al., 2004). The compu-
tation methods used are the same as those of other readily used
computation methods (Thomann and Mueller, 1987; Delhez
et al., 2004) which inherently take into account the significance
of the time scales used (Jouon et al., 2006).

This model was adapted to compute the free surface eleva-
tion, the 3D currents, the transport of suspended particulate
matter (Douillet, 1998; Douillet et al., 2001; Ouillon et al.,
2004) and the hydrodynamic time parameters (Jouon et al.,
2006) under tide and wind forcing in the Southwest lagoon
of New Caledonia. MARS3D is a finite difference model in
s coordinates. The computation grid is of the Arakawa C
type modified as described in Lazure and Salomon (1991a).
The horizontal grid spacing is 500 m. 10 s levels (Blumberg
and Mellor, 1987) are used to discretize the vertical dimen-
sion. The top and bottom boundary conditions are ‘‘slip condi-
tions’’ (Blumberg and Mellor, 1987; Deleersnijder et al., 1992)
with wind friction at the top of the surface s level and friction
on the bottom of the deepest s level. The turbulence model
used is of the Pacanowsky and Philander (1981) type. The
advection scheme is a Total Variation Diminishing (TVD)
scheme (e.g. Sweby, 1984).

2.3. Sampling

Lagoon water was collected during three campaigns per-
formed in September 2000 (cold season; 91 stations), June



768 J.-P. Torréton et al. / Estuarine, Coastal and Shelf Science 74 (2007) 766e776
N

20°S

22°S

165°E

166°E 168°E

166°10' 166°20'

22°20'

22°30'

Land
Reefs

N

N
ou

m
éa

P
ir
o
g
u
e
s
 R

iv
e
r

C
o
u
lé

e
 
R

iv
e
r

D
u
m

b
é
a
 R

iv
e
r

Sainte-Marie Bay

Grande Rade 

Koutio Bay

Maitre Is. station

Dumbea Bay 

N
o
u
m

é
a

Grande Rade 

Koutio Bay

Sainte-Marie Bay 

167°E

Dumbea Bay

Fig. 1. The South West lagoon of New Caledonia and the sampling sites. Large grey symbols represent lagoon channel stations. Small dark symbols figure bay
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2003 (cold season; 79 stations) and October 2004 (dry season;
83 stations) using the R/Vs Alis and Louis Hénin. Conductiv-
ity, temperature, in vivo fluorescence and turbidity profiles
were simultaneously recorded using a SeaBird SBE 19 profiler
and Seapoint Fluorometer and Turbidity Meter, respectively.
Water samples were collected at 3 m depth and were immedi-
ately processed on board.

2.4. Chlorophyll a and nutrients

Chlorophyll a (Chl-a) was analyzed fluorometrically on
methanol extracts (Holm-Hansen et al., 1965) following
filtration onto Whatman GF/F filters of replicate 300 ml sam-
ples. Ammonium was fluorometrically determined on a Turner
TD-700 immediately after collection on three unfiltered 40 ml
replicates, using the o-phthaldialdehyde method (Holmes
et al., 1999). Unfiltered replicate samples (40 ml each) were
immediately frozen until nitrate þ nitrite (NO3 þ NO2), phos-
phate (PO4) and silicate analyses. Nitrates were reduced to
nitrites and NO3 þ NO2 concentrations were determined ac-
cording to Raimbault et al. (1990) on a BranþLuebbe Autoan-
alyzer III. Phosphates and silicates (dissolved and colloidal)
were determined according to Grasshoff et al. (1983) on the
same autoanalyzer.
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2.5. Bacterial abundance and production

Water samples (1.5 ml) for bacterial enumeration were pre-
served with 7.5 ml glutaraldehyde (Sigma Grade II) and stored
in liquid nitrogen. Heterotrophic bacteria were enumerated on
a FACScan flow cytometer (Becton Dickinson) equipped with
an air-cooled laser providing 15 mW at 488 nm and with
a standard filter setup after SYBR green coloration (Marie
et al., 1997). Bacterial production of biomass was determined
from thymidine incorporation as in Briand et al. (2004). The
biomass production rates were computed using the average
of empirically determined conversion factors (2.9 � 1018

cells mol�1 of thymidine, unpublished data) and 12.4 fg
C cell�1 (Fukuda et al., 1998).

3. Results

3.1. Meteorological conditions

During the three oceanographic cruises, wind was recorded
on Maı̂tre Island in the middle of the southwest lagoon of New
Caledonia (see location on Fig. 1 and wind data on Fig. 2). In
September 2000, wind intensity and direction remained rela-
tively constant (mean trade wind, 110�, 8 m s�1) prior to as
well as during the cruise. In June 2003, wind intensity varied
more than during the preceding campaign with an average of
5 m s�1 and more elevated values at the beginning and at the
end of the cruise. Wind direction remained that of mean trade
wind (110�) during most of the cruise. In October 2004, wind
had generally the same direction (110�); however, its intensity
varied widely with higher values a few days before and during
the beginning of the cruise (average � SD 10.2 � 2.8 m s�1)
and lower values (5.1 � 3.3 m s�1) during the latter part of
the cruise. This last part of the cruise was also characterized
by large diel variations in wind intensity. On average, wind ve-
locity was 7.2 m s�1 during this campaign.

In summary, although wind intensity and direction varied
slightly around the mean trade wind (110�, 8 m s�1), the devi-
ations persisted for only short periods. The mean trade wind
was thus relevant to force the numerical simulations providing
the hydrodynamic time parameters that were then compared to
the biological and chemical parameters measured during the
cruises.

3.2. Flushing indices

The estimated flushing lags of the water masses at the sam-
pling stations vary from w0.1 day for the southernmost sector
of the lagoon up to 48 days at the head of the Grande Rade un-
der the combined influences of a typical periodic tide (compo-
nents M2 and S2; see tide analysis in Douillet, 1998) and
a uniform SE trade wind (110�) of 8 m s�1. Under the same
forcing conditions, the local e-flushing times at the sampling
stations vary from a few minutes for the southernmost sector
of the lagoon up to 47 days at the head of the Grande Rade
(Fig. 3).
3.3. Physico-chemical characteristics and nutrients

The physico-chemical characteristics varied little among
stations. Salinity averaged 35.21 (range 34.69e35.36), 35.32
(range 34.19e35.57) and 35.90 (range 35.54e36.31) in
September 2000, June 2003 and October 2004, respectively.
Temperature averaged 22.9 �C (range 22.2e23.4), 22.7 �C
(range 22.1e23.5) and 23.3 �C (range 22.5e25.0) in Septem-
ber 2000, June 2003 and October 2004, respectively.

Dissolved inorganic nitrogen (DIN) concentrations varied
widely among stations and averaged 0.10 mM (range 0.01e
2.85), 0.12 mM (range 0.01e1.27), and 0.16 mM (range
0.01e6.17) during the three campaigns. Maximum values
were recorded at the heads of the bays subject to urban and in-
dustrial effluents whereas minimum values occurred in the
main lagoon channel. Dissolved inorganic phosphorus concen-
trations generally followed the same distribution as DIN and
averaged 0.09 mM (range 0.03e0.57), 0.04 mM (range 0.00e
0.45), and 0.06 mM (range 0.00e0.66) during the three
campaigns.

3.4. Phytoplankton biomass and bacterial
production of biomass

Chlorophyll a (Chl-a) values varied widely among stations
and averaged 0.42 mg L�1 (range 0.13e1.98), 0.52 mg L�1

(range 0.13e3.64), and 0.47 mg L�1 (range 0.11e3.54) during
the three campaigns. Bacterial abundance varied far less spa-
tially with 0.76 � 106 ml�1 (range 0.43e1.46), 0.70 �
106 ml�1 (range 0.37e0.98), and 0.47 � 106 ml�1 (range
0.24e1.18) during the three campaigns. Bacterial production
of biomass displayed considerable variation between stations
with whole campaign averages of 0.26 mg C L�1 h�1 (range
0.02e1.64), 0.27 mg C L�1 h�1 (range 0.02e2.02), and
0.37 mg C L�1 h�1 (range 0.08e2.86) in September 2000,
June 2003 and October 2004, respectively. In general, Chl-a,
bacterial abundance and bacterial production (BP) values
were distributed similarly to nutrient concentrations, i.e. values
were maximal at the heads of the bays receiving urban and
industrial effluents, and decreased down to lagoon channel
values at the mouth of the bays. However, BP varied more
between stations (36- to 114-fold) than phytoplankton biomass
(16- to 31-fold), and bacterial abundance (3- to 5-fold) did.

3.5. Relationships between biological variables and local
e-flushing times in the lagoon channel

Statistical relationships were generally significant between
biological and chemical variables and local e-flushing time
when all sampling sites were considered (Table 1). However,
as most enrichment in the lagoon originates from the heads
of the bays, where local e-flushing times are considerably
higher than in the main lagoon channel, there could be an
artificial increase in the significance of statistical relationships.
We therefore determined the statistical linear relationships
between biological and chemical variables and local e-flushing
time only in lagoon channel stations (Table 2). In the bays the
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Fig. 2. Wind measurements during and before the three oceanographic cruises in (A) September 2000, (B) June 2003, and (C) October 2004. Cruises dates are

indicated by wider bars.
distribution of biological and chemical variables vs. local
e-flushing time can be compared to the linear relationships
in the channel in Fig. 4.

Chemical variables showed generally non significant rela-
tionships with local e-flushing time in the main lagoon channel
(not shown). Silicate was the only nutrient displaying signifi-
cant relationships with flushing indices over the three cruises
(Table 2). This is probably due to the fact that silicate (Si) is
not a limiting nutrient for primary production (Jacquet et al.,
2006). Indeed, as the Si:DIN ratio is always much higher
than 1, we can therefore expect the turnover time of silicate
to be low compared to other nutrients.

Among biological variables, Chl-a and BP generally dis-
played highly significant correlations with local e-flushing
times in lagoon channel stations (Fig. 4, Table 2). For example,
during the September 2000 cruise, the southernmost part of the
lagoon displayed a bacterial production rate of (average � SE)
0.07 � 0.01 mg C L�1 h�1, with local e-flushing times corre-
sponding to 0.021 � 0.016 day. BP was slightly higher
(0.15 � 0.04 mg C L�1 h�1) in the lagoon channel facing Nou-
méa City (6 stations, Fig. 1) with local e-flushing times corre-
sponding to 0.81 � 0.20 day. Finally, BP in the northern part
was nearly 3-fold higher than in the southernmost stations
with 0.19 � 0.02 mg C L�1 h�1 for local e-flushing times aver-
aging 5.2 � 1.7 days. BP in the oceanic waters that flush the
lagoon was 3.5-fold lower than in the Southern lagoon with
on average 0.0019 � 0.002 mg C L�1 h�1 (unpublished data).

3.6. Relationships between biological variables and local
e-flushing times in the bays

In Sainte-Marie, Dumbea and Koutio Bays, silicate displayed
values above the lagoon channel regression lines (Fig. 4). The
only exception occurred in June 03, when atypically elevated
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Fig. 3. Local e-flushing times determined under medium tide and 110� and 8 m s�1 Trade Winds in the SW lagoon of New Caledonia.
values were observed in the lagoon channel. Conversely, in the
Grande Rade, silicate concentration generally fitted well with
the lagoon channel relationships. Chl-a and BP values exhibited
similar distributions versus local e-flushing times, with Dumbea
Bay values sitting along the lagoon channel regression lines and
Sainte-Marie Bay and Koutio Bay values falling well above the
regression line (Fig. 4).

Scatter plots of biological or chemical variables as a func-
tion of flushing lags or as a function of the sum of flushing
lags and local e-flushing times followed similar trends in the
Table 1

Significance of the linear relationships between biological or chemical variables and local e-flushing times in different areas of the SW lagoon channel of New

Caledonia. Chl-a, chlorophyll a; BP, bacterial production; Si, silicate concentrations; r, correlation coefficient; P, significance level; n, number of points.

*P < 0.10; **P < 0.05; ***P < 0.01; ****P < 0.0001; otherwise not significant

September 2000 June 2003 October 2004

r P n r P n r P n

Chl-a Channel 0.42 *** 46 0.34 ** 48 0.27 * 49

Sainte-Marie Bay 0.56 ** 15 0.55 * 10 0.84 *** 10

Grande Rade 0.89 ** 5 0.85 * 5 0.63 5

Koutio Bay 0.74 4 0.63 4 0.71 4

Dumbea Bay 0.67 *** 18 0.55 ** 15 0.56 ** 15

Channel and Dumbea 0.70 **** 64 0.51 **** 63 0.47 **** 64

All stations 0.49 **** 88 0.41 **** 82 0.40 **** 83

BP Channel 0.32 ** 46 0.29 ** 47 0.44 *** 50

Sainte-Marie Bay 0.68 ** 10 �0.12 9 0.79 *** 10

Grande Rade 0.92 ** 5 0.41 5 0.57 5

Koutio Bay 0.45 4 0.70 4 0.70 4

Dumbea Bay 0.35 17 0.11 15 0.38 15

Channel and Dumbea 0.52 **** 63 0.41 **** 62 0.73 **** 64

All stations 0.48 **** 82 0.65 **** 80 0.64 **** 84

Si Channel 0.58 **** 49 0.33 ** 41 0.34 ** 50

Sainte-Marie Bay 0.32 15 �0.44 10 0.66 ** 10

Grande Rade 0.87 * 5 0.60 5 0.62 5

Koutio Bay 0.95 * 4 �0.99 ** 4 0.82 4

Dumbea Bay 0.54 ** 18 0.04 15 0.54 ** 15

Channel and Grande Rade 0.79 **** 54 0.80 **** 53 0.70 **** 55

All stations 0.59 **** 91 0.69 **** 75 0.57 **** 84



772 J.-P. Torréton et al. / Estuarine, Coastal and Shelf Science 74 (2007) 766e776
Table 2

Model II linear relationships between biological and chemical variables and

local e-flushing times (days) in the SW lagoon channel of New Caledonia.

Si, silicate (mM); Chl-a, chlorophyll a (mg L�1); BP, bacterial production

(mg C L�1 h�1); NS, not significant

Cruise Variable Slope � SE Intercept � SE r P n

Sept. 00 Chl-a 0.010 � 0.001 0.160 � 0.010 0.412 0.004 46

Sept. 00 BP 0.011 � 0.002 0.043 � 0.012 0.318 0.031 46

Sept. 00 Si 0.106 � 0.013 1.092 � 0.094 0.576 0.000 49

June 03 Chl-a 0.021 � 0.003 0.195 � 0.018 0.344 0.015 48

June 03 BP 0.015 � 0.002 0.091 � 0.012 0.287 0.050 47

June 03 Si 0.275 � 0.042 2.438 � 0.236 0.330 0.035 48

Oct. 04 Chl-a NS 49

Oct. 04 BP 0.013 � 0.002 0.079 � 0.013 0.439 0.001 50

Oct. 04 Si 0.079 � 0.011 1.292 � 0.078 0.341 0.015 50
channel, with comparable or slightly lower significance levels.
In the bays, deviations from these trends were also similar to
those observed with local e-flushing times.

4. Discussion

4.1. Underlying assumptions for the link between local
e-flushing times and spatial distributions of
nutrients and biological variables

Technically, local e-flushing time is the time required for
the concentration (initially set to 1 throughout the whole con-
trol volume) in a grid cell to drop down to 1/e � 0.95 from the
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moment it has reached 0.95. The concentration in each grid
cell decreases as more water coming from outside the control
volume reaches the mentioned grid cell. Local e-flushing time
is meant to quantify the replacement process of water in a grid
cell. The choice of the advection scheme and size of grid space
discretization as well as horizontal and vertical parameteriza-
tions of turbulence are of crucial importance for the results of
the Hydrodynamic Time parameters (HTs) computations.
These various choices will influence the conservation of the
front formed between the incoming 0 concentration water
and the 1 concentration water initially inside the control vol-
ume. The better the front is conserved, the shorter the local
e-flushing time will tend to be, with all other parameters being
equal elsewhere. However, these choices do not have a major
influence on the relative distribution of local e-flushing time,
nor on the relationship between e-flushing time and biological
or chemical variables as is the main focus of this study.

The version of MARS 3D used in the present study does not
solve the heat transport equations and thus the simulation does
not reproduce stratification. The lack of stratification amplifies
the impact of vertical turbulence. This results in an evolution
of the concentration front that is similar in the bottom and sur-
face sigma-layers of the model, leading to identical computed
HTs in these two layers of the simulated area.

4.2. Representativeness of 3-m deep samples
compared to the whole water column

HTs are therefore considered to be representative of the
whole water column (Jouon et al., 2006); however, biological
and nutrient data were collected from 3-m deep samples dur-
ing the three cruises. Whether or not the 3-m deep samples can
be considered as representative of the whole water column can
be assessed by comparing chlorophyll in vivo fluorescence at
3 m to water column average. On average, 3-m deep samples
were 87% (�3%; 95% confidence limits) of water column
means with no significant differences between the cruises. If
we assume that the vertical distribution of nutrients and other
biological variables in this generally well mixed water column
follows the same distribution as phytoplankton, then it can be
considered that the 3-m deep samples give a reasonable
approximation of the whole water column.

4.3. Relationships between nutrient concentrations
or biological variables and local e-flushing
times in the lagoon channel

Several attempts have been made to relate biological or
chemical properties of different water bodies to flushing rates
(Delesalle and Sournia, 1992; Dufour et al., 2001; Torréton
et al., 2002). Most of these studies, especially in coral reef
areas, performed these correlations on the scale of the entire
water body. One important aspect of this work is that we
determined these relationships on local scales, i.e. on a vast
array of stations within the same water body.

Linking biological or chemical variables to flushing by
oceanic waters implicitly assumes that these variables are
continuously supplied at a similar rate over the area consid-
ered. It can be argued that these assumptions may not be cor-
rect for chemical or biological variables of a terrestrial or
riverine origin, such as silicate. However, in this system, Si
values decrease sharply with distance from the river mouth
and quickly reach values very similar to lagoon channel aver-
ages (Fig. 5). This suggests that, at least during the periods ex-
amined, flushing by oceanic waters was high enough, relative
to freshwater inputs, to verify this assumption.

Similarly, resources (nutrients and organic carbon) for phy-
toplankton and bacterioplankton growth are supplied at higher
rates in the bays receiving important urban and industrial efflu-
ents (Grande Rade, Sainte-Marie Bay). However, as with the
distribution of silicate, Chl-a and BP both decrease drastically
along coastelagoon channel transects and values at the mouth
of the bays are generally very similar to lagoon channel aver-
ages (Fig. 6). This again suggests that, over the three campaigns,
flushing with oceanic waters was important enough compared
to organic and inorganic anthropogenic inputs to make this as-
sumption sustainable.

4.4. Relationships between nutrient concentrations
or biological variables and local e-flushing
times in the bays

In this study silicate concentrations display significant
relationships with local e-flushing times in the main lagoon
channel. Sainte-Marie Bay, Dumbea Bay and Koutio Bay, char-
acterized by significant freshwater inputs, display Si values
well above the regression line of Si vs. local e-flushing times
for the main lagoon channel (Fig. 4). The only exception is
the June 2003 cruise where atypically elevated Si values
were observed in the lagoon channel. However, as these silicate
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measurements were determined on only one sample, sample
contamination cannot be ruled out. In contrast to the other
bays, Si concentrations in the Grande Rade, characterized by
almost insignificant freshwater inputs, generally fit well within
the main lagoon channel relationship. Moreover, when the two
sites are combined, the correlation coefficients are higher than
if the relationships are examined separately (Table 1).

Bacterial abundance (BA) presents almost no significant
relationship with e-flushing times (not shown). This could be
due to the severe top-down pressure (i.e. grazing) generally ex-
erted on BA. Whereas BA varied by only 3-fold at the most dur-
ing each cruise, BP varied by a factor of 100, yielding a pattern
similar to that reported by White et al. (1991) who commented
that BA generally varies by 2 orders of magnitude less than BP.
Phytoplankton biomass, as assessed by Chl-a concentrations,
varied more extensively (16- to 31-fold) among stations than
bacterial biomass during the three cruises. The cross-channel
gradients also varied as much as the bay-to-channel gradients,
showing decreasing trends persisting at all seasons (Jacquet
et al., 2006). Additionally, bacterial abundance is generally
determined with a lower precision (10% on average, not
shown) than BP or Chl-a (3% on average, not shown).

In contrast to BA, bacterial production of biomass presents
significant relationships with local e-flushing times. BP may be
considered as a sensitive index of resources available for mi-
crobial growth (Ducklow, 1990) and values differ widely
within the lagoon environment. Thus while the actual concen-
trations of nutrients are not well correlated with local e-flushing
times, the impact of those nutrients on BP is well correlated.
Moreover, in the bays, the scatter plots of bacterial production
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rates vs. e-flushing times deviated from the relationships in the
lagoon channel in a different way than silicate concentrations
vs. e-flushing times did. Indeed, Grande Rade, Sainte-Marie
Bay and Koutio Bay, which are characterized by important
urban and industrial effluents, generally display values well
above the regression trends (Fig. 4). Conversely, Dumbea
Bay stations present BP values that fit well with the regression
lines. The difference between the Si and BP relationships for
the Grande Rade is probably due to two factors: heterotrophic
bacteria do not require Si, and Grande Rade is not subject to
riverine influences. Similarly, the difference in relationship be-
tween the lagoon channel and the Dumbea Bay for BP and Si is
also due to the fact that while the Dumbea River is an important
source of Si to the system, it is relatively poor, in comparison to
the other bays, in terms of bioavailable resources for bacteria.
Moreover, those sites with both important riverine influences as
well as high concentrations of available resources for bacterial
growth (Sainte-Marie Bay and Koutio Bay) show the same dis-
tributions for Si and BP relative to the lagoon channel transect
(i.e. higher than the regression line).

Analogous patterns can be observed for Chl-a distributions
across the lagoon channel, while in the bays, deviations from
the lagoon channel regressions lines are comparable to those
observed for BP.

The South West lagoon of New Caledonia can be viewed as
a coastal mesotrophic ecosystem flushed by oligotrophic oce-
anic waters that replace lagoon waters with water considerably
impoverished in resources for microbial growth. This flushing
was high enough during the periods of study to shape the dis-
tribution of phytoplankton biomass, bacterial production of
biomass and silicate concentrations in the lagoon channel as
well as in some of the bay areas.

4.5. Limits

Hydrodynamic timescales are sensitive to hydrodynamic
forcing conditions. Tartinville et al. (1997), Geyer (1997)
and Deleersnijder et al. (1998) have demonstrated that hydro-
dynamic time scales can be rather sensitive to wind stress. In
this lagoon, hydrodynamic timescales are computed assuming
the wind to be constant for periods of time up to 90 days, an
assumption that is unlikely to occur in this system.

Constant wind is of course a simplification and local
e-flushing time has to be considered as a time and space vary-
ing quantity. However, taking a constant wind frees us from
the sensitivity of local e-flushing time to the time variation
of the wind field. In addition to this, the averaging of results
over 12 different runs starting at each hour of a tidal cycle fur-
ther frees us from the sensitivity of local e-flushing time to the
phase of the tide at which the simulation is started. These two
strategies remove the time varying property of computed local
e-flushing time. Undoubtedly, the development of an inverse
model (Delhez et al., 2004) would have been the best way
to undertake HTs computation conserving the time varying
aspect of the HTs. However, without having to develop an
inverse model, one could have an idea of the effect of the
variation of wind conditions on the local e-flushing time
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distribution by conducting a sensitivity analysis on wind vari-
ation effects.

It is important to recognize that although local e-flushing
time does explain some of the variance in the biological and
chemical parameters, it does not explain all. For example, in
Table 1 we show that local e-flushing time sometimes only
explains around 16% of the variability on the whole SW lagoon.
However, given that the biological and chemical parameters
used are generally considered non-conservative parameters,
this is perhaps not surprising and further highlights the impor-
tance of large scale physical processes on controlling biologi-
cal and chemical parameters. Alternatively, it can be argued
that a more simple method of estimating these relationships
would be to use mixing diagrams (Rochelle-Newall and
Fisher, 2002). However, one of the caveats of using mixing
diagrams is the need to have correctly defined, non-varying
endmembers, at least on the time scale of the measurement
(Cifuentes et al., 1990). In the SW lagoon, although we have
a clearly identifiable, effectively constant oceanic endmember,
this is not the case for the coastal endmember where we have
several coastal sources that are relatively heterogeneous both
spatially and temporally. Moreover, the lack of significant sa-
linity gradient in this system means that another index would need
to be used, such as distance from the coast. We therefore tested
the correlations between chemical and biological parameters
and distance. We found that while the correlations between
the parameters and distance were generally significant for
the bays viewed separately, this was not the case for the lagoon
channel (data not shown). This lack of correlation in the
lagoon channel is due to the fact that while local e-flushing
time is approximately linear with distance inside each bay,
there is no correlation between distance and local e-flushing
time either in the lagoon channel, or between local e-flushing
time and distance when the entire data set is considered. Thus,
in summary, although local e-flushing time does not describe
all of the variance of the parameters, it does provide a rela-
tively robust way to predict the distribution of biological and
chemical variables, at least in this system.

5. Conclusion

This study demonstrates the pertinence of using flushing
indices determined from hydrodynamic modeling to explain
the distribution of planktonic and chemical variables at the
scale of the SW lagoon of New Caledonia. Our flushing indices
were calculated for dominant meteorological conditions (i.e.
110� trade winds averaging 8 m s�1 and average tides). Wind
and tide driven circulation of water is undoubtedly of critical
importance for the rate and distribution of planktonic processes
in this coastal ecosystem. It is also probable that flushing will
also exert a significant influence on short-term temporal varia-
tions of planktonic processes. Indeed, an annual survey at two
stations in the SW lagoon showed that short-term (1e2 weeks)
variations of bacterioplankton and phytoplankton biomass and
production are of the same order of magnitude as seasonal var-
iations (unpublished data). The next step will be to assess local
variations of flushing lags over this annual cycle in order to
determine their importance in constraining biological pro-
cesses in this ecosystem characterized by moderate seasonal
variations of physical variables.
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