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Understanding advective-diffusive transport of trace constituents in natural fluid flows is
an important challenge in Earth and environmental sciences with many diverse applications,
including simulating the fate of contaminants, inferring the location of their source, and model
assessment (e.g., [7,21]). Eulerian and Lagrangian methods are routinely used, including
novel representations of mixing processes that resort to the so-called fractional-order diffu-
sion. Moreover, geophysical and environmental fluid-flow models routinely produce huge
amounts of output, and to make sense of these results sophisticated interpretation methods are
required. Among these methods, an approach that is becoming progressively more popular
consists in using real, or hypothetical, tracers to tag fluid masses and estimate associated
timescales, such as age, residence time, and transit time. These timescales lead to very useful
diagnoses that are increasingly applied in interdisciplinary environmental studies (e.g. [2,5]).

This special issue presents a number of studies that are relevant to the above-mentioned
field of research. Groundwater, soil water, riverine, estuarine, marine and ocean flows are
considered, as well as the transport of sinking particles in water.
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The article of Hanert [12] presents a family of non-local dispersion models that do not
assume Brownian motion but rather assume the random displacements of the particles fol-
low a heavy-tail Levy distribution, which allows for large displacements. It is seen that such
a hypothesis leads to fractional-order Eulerian transport models, which cannot be discre-
tised efficiently by standard finite-difference and finite-element methods. Instead, non-local
numerical methods, like the spectral-element method, are shown to be better suited to solve
that equation.

Gräwe and Wolff [9] present a Lagrangian particle-tracking model to simulate short-term
suspended particulate matter transport. It is well known that Lagrangian transport schemes
are quite attractive for such applications, mostly because they give a straightforward physical
interpretation of the processes involved and are well suited to massive parallel computers.
The authors present three different tracking schemes and apply them to a realistic winter
storm event. They show that particle-tracking schemes can accurately reproduce the dynam-
ics provided that the divergence of the diffusivity tensor is handled carefully.

The paper of Ababou et al. [1] deals with the problem of identifying contaminant sources
given certain solute distributions in environmental flows. The authors present a novel, sta-
ble, and convergent particle-tracking scheme (RAW: Reverse Anti-diffusive Walk) able to
back-diffuse concentration plumes, that is, diffusion backwards-in-time. This study is an
interesting, theoretical exploration that extends the authors’ previous works on Lagrangian
particle methods to the challenging task of back-tracking a diffusion process in time in order
to identify pollution sources. As stated by the authors the proposed numerical schemes are
limited to known isotropic diffusion and, therefore, still need to be generalized to tackle real-
world multiple-source identification problems involving heterogeneous transport parameters.

Tosco and Sethi [20] present a comparison between two very different computational
approaches for the delineation of well-head protection zone areas in porous media, an impor-
tant practical problem in hydrogeology. Deterministic well-capture zones (purely advective)
are defined using the widely used reverse particle-tracking approach. Probabilistic well-
capture zones (advective and dispersive) are estimated using a backward probability model
derived from the adjoint of the advection-dispersion equation. Both types of capture zone
areas are compared using simplified synthetic 2-D aquifer configurations. They can dis-
play important differences in shape and extent, thus showing the importance of including
the dispersion/diffusion phenomena in calculations addressing the delineation of well-head
protection zones.

In Lemieux and Sudicky [14], the concept of groundwater age is applied to study the
impact of the Wisconsinian glaciation on the Canadian continental groundwater flow sys-
tems. Large-scale coupled surface-subsurface water flow and glaciation solutions originating
from the authors’ previous works are exploited by solving for the transient evolution of
groundwater mean age. The authors show that mean age in regions affected by the ice sheet
advance and retreat is younger than it was at the last interglacial period. This result also
holds for frozen groundwater in the permafrost area, which suggests that significant parts
of this water is of glacial origin. Estimated ages (up to 42 Myr) are in good agreement with
the observations made in the Great Lake region (up to 50 kyr). Meltwater penetration-depth
estimates (up to 3 km) are also in good agreement with the observations made in the Illi-
nois, Michigan and Williston basins, and in the Canadian Shield. This paper is important as
a means of understanding the large-scale impact of an ice sheet on groundwater systems.

In Darracq et al. [3], the distributions of advective solute travel times through hydrological
catchments is studied for two hydrological catchments in Sweden. The travel-time distribu-
tions are essential for understanding how local water flow and solute transport and attenu-
ation processes affect the catchment-scale transport of solute, for instance, with regard to
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biogeochemical cycling, contamination persistence, and contamination load. Results show
that in these hydrological catchments travel times are largely determined by the ground-
water component and hence the physical properties describing flow through the subsurface
groundwater body such as the hydraulic gradient, porosity, and hydraulic conductivity. Dif-
ferent hypotheses on the spatial variability of these properties have a considerable effect on
catchment travel time.

In Mattern and Vanclooster [16], the authors estimate the travel time of percolation water
through a deep vadose zone of the Brusselian aquifer by combining a transfer-function model
and a physically-based model, and considering time-variable percolation rates. A log-normal
probability-density function is chosen for the transfer-function model, in accordance with
a porous medium exhibiting a log-normal distribution of pore velocities. The Hydrus-1D
model is applied to numerically solve for the 1-D Richards and advective-dispersive solute
transport equations. The important discrepancies between the results from the two types of
models are explained by the conceptual differences between the two modelling approaches
and the uncertainty associated to the parameterization of the physically-based flow and trans-
port models.

Gualtieri [10] examines the values of the transverse diffusion coefficient for depth-inte-
grated simulations of tracer transport in river flows. Numerical results obtained by means of
the classical k-ε closure scheme compare rather favourably with experimental data. This find-
ing is of importance for a wide range of tracer transport simulations as well as for estimating
the associated diagnostic timescales.

In de Brauwere and Deleersnijder [4], the concept of residence time is seen to be very
efficient to assess depth-integrated models of the fate of decaying and sinking particles.
A comprehensive sensitivity analysis is carried out with, and without, stratification.

Seeking inspiration in Mercier and Delhez [17], Gong and Shen [8] estimate the age
of sediment in the water column and at the seabed in an estuary, where it helps diagnose
transport of material adsorbed on sediment particles. Not surprisingly, the magnitude of
the settling velocity and the critical shear stress are seen to impact critically the timescales
obtained. These timescales are useful for a range of problems, including the prediction of
eutrophication and the fate of contaminants.

Huang et al. [13] estimate water ages in an estuary from the travel-time median of dye
released at the entrance of the estuary. At several locations in the estuary this age is seen to
be well-correlated with an empirical power law of the river flow. It is underscored that water
age is an important indicator of estuarine water quality and, hence, is important in ecosystem
assessment.

Orre et al. [18] discuss the transport of 129I in the northern North Atlantic Ocean. In
simulations using a global ocean circulation model, the authors find reasonable agreement
with field measurements of the isotope. They then study the transport characteristics of their
model flow using transit-time distributions, and discuss propagation of other passive tracer
anomalies through the sub-polar Atlantic and Nordic Seas.

In Terenzi and Hall [19], new solutions are derived for one-dimensional advection-dilution
and advection-diffusion models with non-constant coefficients. These solutions are used to
compare tracer fluctuations due to temporal variations in the transport with those due to tem-
poral variations in the boundary conditions. When applied to CFC observations in the North
Atlantic Deep Western Boundary Current (DWBC) it is shown that fluctuations resulting
from boundary conditions dominate near the source region, while transport fluctuations act-
ing on background tracer gradients dominate away from the source. This contrasts a common
view that fluctuations in tracers, such as CFCs, temperature, and salinity, in the subtropical
and tropical DWBC are propagated signals from the northern formation region.
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Dutay et al. [6] gauge the impact of geothermal heating of the sea floor and abyssal vertical
mixing on an ocean general circulation model, evaluating their results with 3He data. They
find that in order to produce realistic 3He simulations, both geothermal heating and enhanced
vertical mixing are necessary.

Maltrud et al. [15] present results from simulations of age-related passive tracers in
a 1/10◦ resolution global ocean model. This is the first time age tracers have been analyzed
in a global model that resolves eddying motions. A century-long simulation is performed
including five global Boundary Impulse Response functions (BIRs), which are used to char-
acterize the related Transit Time Distribution functions (TTDs), and hence the variability in
water-mass ventilation timescale in the presence of eddies. The authors show that variabil-
ity is largest at short timescales, but at longer timescales there is a remarkable conformity
between the ensemble of BIR realisations. Furthermore, variations in the BIR first moment
over transit time compared to the corresponding ensemble average are typically only a few
percent. Invoking the study of Haine et al. [11], these results imply that only a few BIR
realisations may be necessary for a reasonable estimate of the TTD.

All of these papers testify to the wide range of applications and the usefulness of tracer
and timescale methods. Clearly, this field of research is alive and well. The field has not yet
reached full maturity, however, and can be confusing to the newcomer. In particular, similar
concepts and equations are sometimes given different names by different authors — even
for flows in the same medium. For oceanography alone, Wunsch [22] deplored this situation
back in 2002 and, unfortunately, there has been no sign of improvement since then. Attempts
towards unification should be made, which, hopefully, would lead to a coherent set of defi-
nitions, equations and notations that would be applicable to most, if not all, geophysical and
environmental fluid flow problems.

The guest-editors are indebted to the authors and anonymous reviewers for their contri-
butions to this special issue. Eric Deleersnijder is a research associate with the Belgian Fund
for Scientific Research (F.R.S.-FNRS). His work was performed under the auspices of the
Interuniversity Attraction Pole TIMOTHY (www.climate.be/timothy), which is funded by
the Belgian Science Policy office (BELSPO) under contract IAP6.13.
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Abstract Tracer transport in complex systems like turbulent flows or heterogeneous porous
media is now more and more regarded as a non-local process that can hardly be represented
by second-order diffusion models. In this work, we consider diffusion models that assume
that tracer particles follow a heavy-tail Lévy distribution, which allows for large displace-
ments. We show that such an assumption leads to a fractional-order diffusion operator in
the governing equation for tracer concentration. A comparison of three Eulerian numerical
methods to discretize that equation is then performed. These consist of the finite difference,
finite element and spectral element methods. We suggest that non-local methods, like the
spectral element method, are better suited to transport models with fractional-order diffusion
operators.

Keywords Tracer transport · Fractional calculus · Lévy distributions · Spectral element
method

1 Introduction

For many environmental problems, it is important to be able to describe the transport dynam-
ics without having recourse to a direct numerical simulation of all the processes taking place
in the system, which often requires excessive computational resources. For efficient and
practical predictions, simpler and more manageable models should be sought in order to
capture the phenomena of interest without having to calculate all the details of the complex
system. Examples include moisture, pollutants and chemical components in the atmosphere;
salinity and temperature in the ocean; sediments in rivers and lakes, contaminants and nutri-
ments in heterogeneous porous media, etc.

E. Hanert (B)
Department of Environmental Sciences and Land Use Planning, Université Catholique de Louvain,
Place Croix du Sud 2/16, 1348 Louvain-la-Neuve, Belgium
e-mail: emmanuel.hanert@uclouvain.be
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Dispersion processes in complex systems are generally described by a second-order advec-
tion–diffusion equation (ADE). The assumption underlying this model is that turbulent dis-
persion, like molecular diffusion, can be described by Fick’s law, which states that particle
flux is directly proportional to the spatial concentration gradient. Fick’s law therefore assumes
that the spatial concentration gradient is causing particles movement in a turbulent flow. This
assumption is contradicted by observations that suggest that particles in a turbulent flow do
not “push” each other as it is the case for Brownian motion but are rather dispersed by the
velocity fluctuations. A number of studies have shown that Fickian diffusion was unsatisfac-
tory to simulate tracer transport in environmental flows (see for instance [1,24,27,28,31]).
All these studies have highlighted the dependence of the eddy viscosity on the size of the dis-
persion cloud. Different Lagrangian [10,12,19] and Eulerian [4] modelling approaches have
been proposed to account for the observed non-Fickian dispersion patterns. The limitations
of eddy diffusivity models are further discussed in a recent paper by Cushman-Roisin [8].

Despite the apparent shortcomings of the second-order diffusion operator to represent dis-
persion in complex systems, it is still used in the majority of today’s models of environmental
flows. However, a number of recent studies advocate the use of non-local and scale-dependent
dispersion models to simulate the transport of tracers in complex systems. Such models are
usually based on fractional-order diffusion operators (see for instance [2,7,22,30]). They
have been used to model tracer transport in systems such as saturated and unsaturated soil
layers [5,16,18,25], river flows [11,20] or the atmospheric boundary layer [9]. For these
applications, the use of fractional temporal models is sometimes required as well [33].

Although non-local tracer transport models are now an active field of research, they are
still in their infancy and many questions remain. One of them concerns the numerical methods
that should be used to efficiently discretize the fractional-order diffusion operator. If such
models are to be used operationally to simulate complex environmental systems, they have
to achieve good accuracy at the same computational cost as traditional models. In this work,
we compare three different Eulerian numerical methods: the finite difference, finite element
and spectral element methods.

2 Theory

In laminar homogeneous flows, the dispersion of tracer particles is mainly driven by the mean
flow velocity and by local interactions between particles that result in regular and isotropic
random displacements. These random displacements constitute a Brownian motion. Since
all these random fluctuations can be assumed to be independent and identically distributed,
and the variance of their sum can be assumed to be finite, then de Moivre’s Central Limit
Theorem (CLT) indicates that the sum of all the random displacements will follow a Gauss-
ian probability distribution function whose center moves with the fluid mean velocity. In one
dimension, this probability distribution function is a solution of the following second-order
ADE:

∂c

∂t
+ v

∂c

∂x
= K

∂2c

∂x2 . (1)

The concentration c can be seen as the probability distribution function of a large number
of tracer particles that experience a deterministic drift of velocity v and a normal random
fluctuation with standard deviation equal to

√
2K t , where K is a macroscopic diffusion

coefficient. Einstein [13] first made the link between the second-order ADE and Brownian
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motion. It should be noted that Eq. 1 can also be obtained by using Fick’s parameterization
of the concentration flux.

In turbulent heterogeneous flows, particles can be transported over large distances by the
fluctuations of the flow velocity. In that case, although local interactions are still possible,
longer and non-local interactions should also be taken into account. In addition to that one
should also allow for non-isotropic random displacements than can arise from the heteroge-
neous nature of the system. The resulting ensemble of random displacements, in the limit
where the ensemble size tends to infinity, does not necessarily have a finite variance. The
standard version of the CLT can therefore not be applied. Instead, the generalization due
to Lévy–Gnedenko [17,21] can be used. That version of the theorem does not rely on the
assumption that the sum of all the fluctuations has a finite variance but instead assumes that it
has a power-law tail distribution decreasing as |x |−α−1 with 0 < α ≤ 2. If we further assume
that the probability of particle jumps to the right is 1−β

2 and jumps to the left is 1+β
2 with

−1 ≤ β ≤ 1, then the sum of all these fluctuations will tend to a stable Lévy distribution
with exponent α and skewness parameter β [14]. Such a distribution does not usually have
an explicit expression but can be expressed in terms of its Fourier transform. If we define the
Fourier and inverse Fourier transforms as:

F(ω) = F( f ) =
∞∫

−∞
f (x)e−iωx dx,

f (x) = F−1(F) = 1

2π

∞∫

−∞
F(ω)eiωx dω,

we can then define the Lévy distribution as follows:

Sα(β, γ, δ; x) ≡

⎧⎪⎨
⎪⎩

F−1
{

exp
(

iδω − γ α|ω|α(1 − iβsgn(ω) tan
απ

2

)}
α �= 1,

F−1
{

exp

(
iδω − γ α|ω|α(1 + iβsgn(ω)

2

π
log |ω|

)}
α = 1,

(2)

where the real parameters γ ∈ [0,∞) and δ ∈ (−∞,∞) are called the scale and the location
of the distribution. The former is a measure of the width of the distribution while the latter
indicates the position of the center of the distribution. These parameters are similar to the
mean (µ) and variance (σ 2) but the latter cannot be defined when α < 2. Indeed, the heavy-
tail behavior of stable distributions leads to an infinite variance and undefined mean for all
α < 2. Although Lévy distributions do not generally have an analytical expression, there
are two noteworthy exceptions: (i) The Gaussian/normal distribution which corresponds to a
Lévy stable distribution with exponent α = 2 and variance σ 2 = 2γ and (ii) the Cauchy dis-
tribution which is a Lévy distribution with exponent α = 1. In these two cases, the skewness
parameter β is irrelevant.

In Fig. 1, we show two Lévy distributions with exponents α = 2 and α = 1.75. For both
cases, the other parameters have the following values: β = 0, γ = 1 and δ = 0. We also
show the dispersion pattern obtained when one particle is randomly displaced by fluctua-
tions following these distributions without any deterministic drift. In both cases, the particle
random displacement consists in 104 steps. When α = 2, the particle motion is Brownian
and is characterized by a succession of disordered displacements of similar length. When
α = 1.75, the motion is still mostly Brownian but the particle now has a non-negligible
probability to jump over larger distances. As the value of α decreases, the thickness of the
distribution’s tails increases and hence the probability of large jumps increases as well.
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Fig. 1 Top row: Lévy distributions with parameters α = 2 (left) and α = 1.75 (right), β = 0, γ = 1 and
δ = 0. Bottom row: Illustration of the displacement of single particle that is randomly moved by fluctuations
following these distributions. The total number of steps made by the particle is equal to 104. Note that the
distribution’s tails are thicker when α = 1.75

Following the same approach as Benson et al. [3], we can show that the Lévy distribution
is the solution of an ADE of fractional order α. Since the Fourier transform of the usual
mth (m ∈ N) order derivative is F{ f (m)} = (iω)mF{ f }, we can define the left and right
fractional-order derivatives as

∂α

∂xα
f (x, t) = F−1 {(iω)αF{ f }},

∂α

∂(−x)α
f (x, t) = F−1 {(−iω)αF{ f }}.

It can be shown (see for instance Podlubny [26] for details) that these expressions are equiv-
alent to the Riemann–Liouville fractional derivatives defined as:

∂α

∂xα
f (x, t) = 1

	(n − α)

∂n

∂xn

x∫

−∞

f (y, t)

(x − y)α−n+1 dy,

∂α

∂(−x)α
f (x, t) = (−1)n

	(n − α)

∂n

∂xn

+∞∫

x

f (y, t)

(y − x)α−n+1 dy,

where n = 1+[α] and [α] is the largest integer not greater than α, i.e., n = 2 for 1 < α ≤ 2,
and 	(.) is Euler’s gamma function.

By using these differential operators and assuming α �= 1, we can define the following
fractional-order ADE:

∂c

∂t
+ v

∂c

∂x
= Kα

1 − β

2

∂αc

∂xα
+ Kα

1 + β

2

∂αc

∂(−x)α
. (3)
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The analytical solution of Eq. 3 can be found by taking its Fourier transform:

∂C

∂t
+ (ivω)C = Kα

1 − β

2
(iω)αC + Kα

1 + β

2
(−iω)αC, (4)

where C(ω, t) = F{c(x, t)}. The solution of (4) then reads:

C(ω, t) = exp

[
−(ivω)t + Kα

1 − β

2
(iω)αt + Kα

1 + β

2
(−iω)αt

]
. (5)

Using the following relations:

(iω)α = |ω|α
(

cos
πα

2
+ isgn(ω) sin

πα

2

)
,

(−iω)α = |ω|α
(

cos
πα

2
− isgn(ω) sin

πα

2

)
,

we can express (5) as

C(ω, t) = exp
[
−(ivω)t + Kαt cos

πα

2
|ω|α

(
1 − iβsgn(ω) tan

πα

2

)]
,

and the solution of Eq. 3 thus reads

c(x, t) = Sα

(
β,

(
−Kαt cos

πα

2

)1/α
,−vt; x

)
.

It is interesting to note that the width of the distribution grows like t1/α , which clearly illus-
trates that fractional-order diffusion is “faster” than the usual second-order diffusion as soon
as α < 2.

3 Three Eulerian numerical methods for the fractional-order ADE

In this section, we present different numerical techniques to solve the fractional-order ADE
on a finite computational domain [0, L]. In that case, we have to redefine the right and left
fractional derivatives as follows:

∂α

∂xα
f (x, t) = 1

	(n − α)

∂n

∂xn

x∫

0

f (y, t)

(x − y)α−n+1 dy, (6)

∂α

∂(−x)α
f (x, t) = (−1)n

	(n − α)

∂n

∂xn

L∫

x

f (y, t)

(y − x)α−n+1 dy, (7)

to account for the restricted domain of definition of f . We consider three different Eulerian
numerical methods to solve Eq. 3: the finite difference (FD), finite element (FE) and spectral
element (SE) methods.

3.1 Finite difference method

A FD discretization of the fractional-order ADE can be obtained by using the so-called
Grunwald fractional derivative [26] instead of the Riemann–Liouville derivatives (6) and
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Fig. 2 First Grunwald weights wk for different values of the exponent coefficient α and k = 0, 1, . . . , 10.
When α = 2, only weights corresponding to k = 0, 1 and 2 are non-zero. As soon as α < 2, all the other
weights become positive and see their value increase as α decreases. Note that the y-axis is logarithmic and
discontinuous between positive and negative values

(7). In that case, the left and right fractional derivatives are expressed as:

∂α f

∂xα
= lim

M→∞

∑M
k=0 wk f (x − (k − 1)
x)


xα
, (8)

∂α f

∂(−x)α
= lim

M→∞

∑M
k=0 wk f (x + (k − 1)
x)


xα
, (9)

where

wk = 	(k − α)

	(k + 1)	(−α) k = 0, 1, 2, . . . .

and M is a positive integer, and 
x = L/M . The Grunwald derivative can be interpreted
as a generalization to non-integer orders of the fundamental definition of derivatives in
terms of quotient of differences. It can be shown that the Grunwald and Riemann-Liouville
fractional-order derivatives are equivalent [26]. Note that in (8)–(9), a shifted Grunwald
formula has been used for stability reasons [23].

The coefficients wk , also called Grunwald weights, illustrate the non-locality of the
fractional-order derivatives as soon as α < 2. As shown in Fig. 2, the importance of
points faraway from the point under consideration increases as α decreases. Unlike integer-
order derivatives, the fractional-order differential operator is a global operator that takes into
account the global behavior of the function and not just the local slope.

The expression of the Grunwald formula suggests a simple way of discretizing the
fractional-order ADE in space by means of the FD method. A discrete approximation of
(3) can be obtained by truncating (8)–(9) and using a finite space increment 
x . Such a FD
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scheme can easily be implemented and generalized to higher dimensions. It is only first-order
accurate in space but Tadjeran et al. [32] have proposed a method to improve the accuracy
to second order. For instance, to solve Eq. 3 over the one-dimensional domain [0, L], the
following FD scheme could be used:

dci

dt
+ vi

ci+1 − ci−1

2
x
= Kα

1 − β

2

∑i
j=0 w j ci− j


xα
+ Kα

1 + β

2

∑N−i
j=0 w j ci+ j


xα
, (10)

where the domain has been divided in N segments of finite size 
x = L
N . Equation 10 has

to be combined with suitable boundary conditions and discretized in time as well.
As can be seen from (10), the FD stencil used to discretize the fractional-order derivative

covers the whole domain as soon as α < 2. This could obviously be expected as fractional-
order derivatives are global operators that have more similarities with integrals than with
traditional derivatives. However, since the FD method usually requires a large number of
nodes to obtain a precise result, the resulting increase in the computational cost can be
important. In 1D, the number of operations required to compute the fractional-order deriva-
tive at a given node will be about N/3 times larger than the number of operations required to
compute a second-order derivative. Moreover, the use of an implicit time integration scheme
seems totally prohibitive as it would require to solve a full-matrix system of equations.

3.2 Finite element method

The FE method has first been applied by Fix and Roop [15] and Roop [29] to the
fractional-order ADE. Unlike the FD method, the FE method does not discretize the dif-
ferential operators but rather approximates the exact solution by a linear combination of
basis functions φi , which are usually piecewise polynomials defined on a partition of the
computational domain. The solution of (3) is thus expressed as:

c(x, t) ≈ ch(x, t) =
N∑

j=1

c j (t)φ j (x), (11)

where the superscript h denotes the discrete solution and the c j ’s are unknown coefficients.
Before deriving the discrete equations that will allow us to compute the expansion coef-

ficients, we shall first rewrite the fractional derivative as follows:

1 − β

2

∂αc

∂xα
+ 1 + β

2

∂αc

∂(−x)α

= ∂n

∂xn

⎡
⎣ 1 − β

2	(n − α)

x∫

0

c(y, t)

(x − y)α−n+1 dy + 1 + β

2	(n − α)

L∫

x

c(y, t)

(y − x)α−n+1 dy

⎤
⎦

≡ ∂n

∂xn
Gαβ(x, c).

That allows us to express the fractional derivative of c as the integer-order derivative of a
space-averaging function Gαβ , which could also be expressed in terms of the convolution of
c(x, t)with xn−α−1. For most environmental systems, 1 < α ≤ 2 and n is thus equal to 2. In
that case and provided that we are able to compute Gαβ , the discrete equations can be derived
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by using exactly the same standard Galerkin formulation as for the second-order ADE:

L∫

0

∂ch

∂t
φi dx +

L∫

0

v
∂ch

∂x
φi dx = Kα

L∫

0

∂2Gαβ(x, ch)

∂x2 φi dx,

= −Kα

L∫

0

∂Gαβ(x, ch)

∂x

∂φi

∂x
dx +

[
Kα
∂Gαβ(x, ch)

∂x
φi

]L

0

,

for i = 1, . . . , N . By replacing ch by the expansion in (11), we obtain the following set of
N discrete equations:

N∑
j=1

⎛
⎝

L∫

0

φiφ j dx

⎞
⎠ dc j

dt
+

N∑
j=1

⎛
⎝

L∫

0

vφi
∂φ j

∂x
dx

⎞
⎠ c j

=
N∑

j=1

⎛
⎝−Kα

L∫

0

∂φi

∂x

∂Gαβ(x, φ j )

∂x
dx

⎞
⎠

︸ ︷︷ ︸
≡Di j

c j , (12)

where we have assumed, for simplicity, that the non-local diffusive flux Kα
∂
∂x Gαβ(x, ch) is

vanishing on the boundaries.
Since φ j is usually a low-order polynomial, its fractional derivative can be computed ana-

lytically (see Appendix for more details). Numerical calculations are also possible provided
that the singularity at x is handled carefully. In Fig. 3, we show a piecewise linear basis func-
tion, the corresponding space-averaging function Gαβ and the fractional derivative of order

α−1, i.e.,
∂Gαβ (x,φ j )

∂x , for different values of α. It can be seen that the global space-averaging
effect increases as α decreases. The decentering effect of the skewness parameter β is also
illustrated. In this case, Gαβ would have been symmetric for β = 0.

Like the FD method, the FE method results in a full diffusion matrix as the fractional-order
derivative of a basis function is no more a local-support function. As a result, the compu-
tational cost of the numerical model is expected to substantially increase when going from
second-order to fractional-order diffusion. Moreover, the calculation of the integrals involv-
ing the fractional-order derivative of a basis function might be costly. In that respect, linear
basis functions are particularly interesting as their first derivative is constant. The diffusion
term can thus be expressed as follows:

Di j = −Kα
∂φi

∂x

∣∣∣[xi−1,xi ]

xi∫

xi−1

∂Gαβ(x, φ j )

∂x
dx − Kα

∂φi

∂x

∣∣∣[xi ,xi+1]

xi+1∫

xi

∂Gαβ(x, φ j )

∂x
dx

= − Kα
xi − xi−1

[
Gαβ(x, φ j )

]xi
xi−1

+ Kα
xi+1 − xi

[
Gαβ(x, φ j )

]xi+1
xi

,

where we have used the fact that φi is linear and only defined on [xi−1, xi ] and [xi , xi+1]
(See Fig. 3a). Regarding conservation, the use of a Galerkin formulation and the integration
by parts of the diffusion term guarantees that mass is going to be conserved globally.
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Fig. 3 Example of (a) a linear FE basis function φ j , (b) the corresponding space-averaging function
Gαβ(x, φ j ), and (c) the fractional derivative of φ j for α = 1.2 (.-), 1.4 (--), 1.6 (..), 1.8 (−) and β = 0.5.
Note that although φ j is a local-support function, its fractional derivative is not

3.3 Spectral element method

The main disadvantage of the FD and FE methods is that they both result in full diffusion
matrices that could render the computational code inefficient. These methods thus require
quite more operations to solve the fractional-order ADE than to solve the second-order ADE.
This issue is related to the fact the both the FD and (standard low-order) FE methods are
local methods that usually update one degree of freedom (dof) by using only a small number
of neighboring dof’s. As a result, the FD and FE methods require a large number of dof’s to
provide an accurate solution but are well-suited to local (i.e., integer-order) differential oper-
ators as they result in sparse system matrices. However, when applied to non-local differential
operators, such numerical methods could become inefficient.

Therefore a non-local numerical method, like the SE method, might be better suited to
solve Eq. 3. That method is quite similar to the FE method and also approximates the exact
solution c with a discrete solution ch defined by Eq. 4. The main difference is that the basis
functions φ j are now high order functions defined over the whole computational domain.
Sines and cosines are typically used for periodic problems while Chebyshev or Legendre
functions are used for non-periodic ones (see for instance Boyd [6] for more details). With
the SE method, each dof directly depends on all the dof’s defining the solution. Such methods
are thus of order N , where N is the number of dof’s, and the convergence rate is exponen-
tial. As a result, to obtain a given level of accuracy, the SE method requires a much smaller
number of dof’s than the FD and FE methods. Moreover, as the SE method always requires
the calculation of integrals of complex functions over the entire computational domain, the
solution of a fractional-order ADE is not expected to be substantially more expensive. To our
knowledge, the SE method has never been used to solve the fractional-order ADE.
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If Chebyshev basis functions and a Galerkin formulation are used, the resulting set of
discrete equations is similar to (12) with the exception that (i) φi is a Chebyshev polynomial
of degree i and (ii) dx should be multiplied by the weightw(x) = (1 − (2x/L − 1)2)−1/2 in
all the integrals in order to make use of the orthogonality property of Chebyshev polynomials.
In that case, the discrete equations read:

N∑
j=1

⎛
⎝

L∫

0

φiφ jw(x) dx

⎞
⎠ dc j

dt
+

N∑
j=1

⎛
⎝

L∫

0

vφi
∂φ j

∂x
w(x) dx

⎞
⎠ c j

=
N∑

j=1

⎛
⎝Kα

L∫

0

φi
∂2Gαβ(x, φ j )

∂x2 w(x) dx

⎞
⎠

︸ ︷︷ ︸
≡Di j

c j ,

for i = 1, . . . , N . It should be noted that the diffusion term has not been integrated by parts.

This is mainly because the diffusive flux φiw
∂Gαβ (x,ch)

∂x does not vanish on the boundaries of
the domain since φi is a global function that is generally not equal to zero on the boundary.
As a result (and unlike with the FE method), the flux term has to be computed even when
Dirichlet boundary conditions are imposed, which makes it rather cumbersome.

As the SE methods requires less dof’s to obtain an accurate solution, there will be less
evaluations of Gαβ(x, φ j ) and less integrals to compute. Moreover, since Chebyshev func-
tions are polynomials of increasing order, their fractional-order derivative can be computed
analytically. Figure 4 shows a fourth order Chebyshev basis function, the corresponding
space-averaged function Gαβ and the fractional derivative for different values of α.
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Fig. 4 Same as Fig. 3 but for a fourth-order Chebyshev polynomial. In this case, both the basis function φ4
and its fractional derivative are global functions
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4 Numerical example

In this section, we compare the three numerical discretizations of the fractional-order ADE
introduced in the previous section. In order to assess the efficiency and accuracy of the three
methods, we consider a one-dimensional benchmark problem introduced by Tadjeran et al.
[32]. The problem consists in finding c(x, t) such that

∂c(x, t)

∂t
= d(x)

∂1.8c(x, t)

∂x1.8 + q(x, t) for x ∈ [0, 1] and t > 0, (13)

with d(x) = 	(2.2)x2.8/6, q(x, t) = −(1 + x)e−t x3, c(x, 0) = x3, c(0, t) = 0 and
c(1, t) = e−t . In that case, the exact solution of (13) reads:

c(x, t) = e−t x3.

Equation 13 has been discretized with FD, FE and SE schemes and solved until t = 1. At the
end of the simulation, the numerical solutions have been compared with the exact solution.

Figure 5 shows the rate of convergence of the three methods. For the FE and SE schemes,
the relative error has been computed in the L2 norm. For the FD scheme, a root mean square
error has been computed. The integrals defining the FE and SE diffusion matrices have been
computed numerically by means of Gauss and Gauss–Laguerre quadrature rules, respec-
tively. As expected, the convergence rates for FD, FE and SE schemes are linear, quadratic
and exponential, respectively. As mentioned previously, the linear convergence rate of the
FD scheme can be increased to quadratic by using the approach proposed by Tadjeran et al.
[32]. Since all the schemes result in a full diffusion matrix, the computational cost per dof
is similar for the three schemes. It therefore appears that the SE scheme is the most efficient
since it requires much less dof’s to achieve the same accuracy. For instance, to achieve a 0.1%
relative error, the FD, FE and SE schemes require about 80, 30 and 5 dof’s, respectively.
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Fig. 5 Convergence analysis of the FD, FE and SE methods for Tadjeran et al.’s [32] test case. Note that
approximatively 80, 30 and 5 dof’s are needed for the FD, FE and SE schemes, respectively, to achieve an
error level of 10−3
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5 Conclusion

Just as the Gaussian distribution is a special case of a Lévy distribution, second-order trans-
port models are just a special case of fractional-order transport models. Such models allow
the representation of a much larger array of processes, ranging from local molecular diffusion
to non-local diffusion in complex heterogeneous systems. The non-local nature of fractional-
order transport models requires a specific numerical treatment as traditional methods like the
FD and FE methods are not designed to efficiently discretize non-local spatial differential
operators.

Such operators are non-local in the sense that they can be expressed in terms of the inte-
gral of the solution over the entire computational domain. They are therefore better suited to
non-local numerical methods, like the SE method, which naturally take the global behavior
of the solution into account. The computational cost of the method does not significantly
increase when moving from an integer-order to a fractional-order transport model. In addition
to being more efficient than the FD and FE methods, the SE method also achieves a higher
rate of convergence.

Further work will be required to design an optimal SE scheme for fractional-order trans-
port models. For instance, the efficiency of the SE method could be further improved by
deriving basis functions that would diagonalize the diffusion matrix, i.e., basis functions
that are eigenfunctions of the fractional-order diffusion operator. In addition to that model
parameters estimation and mathematical properties like stability, positivity, and uniqueness
of the solution will have to be rigorously assessed before using such a numerical scheme for
realistic environmental problems.

Appendix: analytical results

In this section, we present some analytical results useful for calculating the fractional deriv-
atives of FE and SE basis functions. Since both sets of basis functions are polynomials, we
can assume that φ j has the following expression:

φ j (x) =
m∑

k=0

ck xk .

The left Riemann–Liouville derivative of φ j then reads:

dαφ j

dxα
=

m∑
k=0

ck
dαxk

dxα
= 1

	(n − α)

m∑
k=0

ck
dn

dxn

x∫

0

yk

(x − y)α−n+1 dy, (14)

where n is such that n−1 < α ≤ n. The expression of the right Riemann–Liouville derivative
is similar to (14). The integrals of the powers in (14) can be computed analytically by using
the following primitives:

∫
y0

(x − y)α−n+1 dy = − (x − y)n−α

n − α∫
y1

(x − y)α−n+1 dy = (x − y)n+1−α

n + 1 − α
− x(x − y)n−α

n − α∫
y2

(x − y)α−n+1 dy = − (x − y)n+2−α

n + 2 − α
+ 2x(x − y)n+1−α

n + 1 − α
− x2(x − y)n−α

n − α
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... = ...∫
yk

(x − y)α−n+1 dy =
k∑

i=0

(−1)i+1
(

k
i

)
xk−i (x − y)n+i−α

n + i − α
.

As an example, let us consider the FE basis function represented in Fig. 3. It can be expressed
as:

φ j (x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0 x < x j or x ≥ x j+1,

x−x j−1
x j −x j−1

x j−1 ≤ x < x j ,

x j+1−x
x j+1−x j

x j ≤ x < x j+1.

For that basis function, the left Riemann–Liouville derivative reads:

dαφ j (x)

dxα
= 1

	(n − α)

× dn

dxn

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 x < x j−1,

1
x j −x j−1

(x−x j−1)
n−α+1

(n−α)(n−α+1) x j−1 ≤ x < x j ,

1
x j −x j−1

[
(x − x j )

n−α ( x−x j
n+1−α − x−x j−1

n−α
)

+ (x−x j−1)
n−α+1

(n−α)(n−α+1)

]

+ 1
x j+1−x j

[
(x − x j )

n−α ( x−x j
n+1−α − x−x j+1

n−α
)]

x j ≤ x < x j+1,

1
x j −x j−1

[
(x − x j )

n−α ( x−x j
n+1−α − x−x j−1

n−α
)

+ (x−x j−1)
n−α+1

(n−α)(n−α+1)

]

+ 1
x j+1−x j

[
(x − x j )

n−α ( x−x j
n+1−α − x−x j+1

n−α
)

+ (x−x j+1)
n−α+1

(n−α)(n−α+1)

]
x ≥ x j+1.

It can be seen that for 1 < α ≤ 2, n = 2 and the expression above diverges at the mesh
nodes. However, in the FE formulation (12), only derivatives of order α − 1 are considered.
In that case, n = 1 and the fractional derivative of a basis function remains bounded.
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Abstract Suspended particulate matter (SPM) dynamics in ocean models are usually
treated with an advection–diffusion equation for one or more sediment size classes cou-
pled to the hydrodynamical part of the model. Numerical solution of these additional partial
differential equations unavoidably introduces numerical diffusion, i.e. in the case of sharp
gradients the possible occurrence of artificial oscillations and non-positivity. A Lagrangian
particle-tracking model has been developed to simulate short-term SPM dynamics. Mod-
elling individual sediment particles allows a straightforward physical interpretation of the
processes. The tracking of large numbers of individual and independent particles (up to
25 million in total in a single sediment class) can be achieved on high performance computer
clusters, due to efficient parallelisation of particle tracking. The movement of the particles is
described by a stochastic differential equation, which is consistent with the advection–diffu-
sion equation. Here, the concentration profile is represented by a set of independent moving
particles, which are advected according to the 3D velocity field, while the diffusive displace-
ments of the particles are sampled from a random distribution, which is related to the eddy
diffusivity field. To account for erosion a new parameterisation is proposed. Three numerical
particle tracking schemes (EULER, MILSTEIN and HEUN) are presented and validated in
idealised test cases. Finally, the particle tracking algorithms are applied to a realistic scenario,
a severe winter storm in the East Frisian Wadden Sea (southern North Sea). The comparison
with observations and an Eulerian SPM transport model seems to indicate a somewhat better
fidelity of the Lagrangian approach.

Keywords Lagrangian particles · Random walk · Stochastic processes · SPM transport

1 Introduction

The behaviour of particles in turbulent flows has been studied for many years, ranging for
meteorology [4,8] to ocean dynamics [20,35,36]. Extensive literature exists on the treatment
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of Lagrangian trajectories, ranging from highly idealised flows to situations as complex as
the unstable convective boundary layer or frontal zones. The level of understanding of these
types of models has greatly increased over the years. In the same time the need to predict the
transport of particles, pollutants or biological species has resulted in a rapid rise in the use
of these numerical models.

The random walk simulation model enables the observation of phenomena on scales
much smaller than the grid size, as well as the tracing of the movement of individual par-
ticles, thereby describing the natural processes more accurately. Furthermore, information
on integrated properties like: residence/settling time or individual tracks are easily extracted
from the simulations. Concentrations of particles can be directly calculated from the spatial
positions of the particles and, more importantly, when and where required. Additionally,
errors due to numerical diffusion inherent in methods such as finite differences or finite ele-
ments, are avoided, particularly in areas where high concentration gradients exist, such as
close to point sources or frontal zones. Although there are methods to circumvent these diffi-
culties [10], their implementation is problematic in complex geometries, where it is difficult
to control the potential sources of error.

The development of particle tracking methods (or random walk/random dispersion meth-
ods) started by tracking neutrally buoyant particles, i.e. water parcels [18,35]. Hunter [14]
and Visser [35] also showed that due to the high spatial variability of turbulence, the tracking
algorithms need special modification to avoid numerical artefacts. In recent years a catalogue
of test cases was developed to compare the performance of tracking schemes and also to val-
idate the models [4,11,28]. Deleersnijder et al. [11] extended the test catalogue to particles
that have a finite sinking velocity. By this, particle tracking schemes dealing with sediment
or buoyant particles could be validated against an analytical solution.

The random walk schemes for modelling SPM dynamics are quite attractive, because they
give a straightforward physical interpretation of the processes and automatically account for
suspension and bed load. Because of these advantages Lagrangian schemes became more
common in the SPM modelling community [9,16,26]. Nevertheless most of these models
used only small number of particles O(104). Nowadays with easy access to high performance
computer clusters, the tracking of individual particles can be parallelised with high efficiency
and therefore makes huge particle numbers feasible [9]. This means to deal with particles in
the order of >107. This is still negligible, by realising that a bucket of muddy water contains
more individual particles, compared to the ability of state of the art Lagrangian schemes.
Nonetheless increasing the number of particles leads to a better statistical description and
makes the answers (a Lagrangian model can give) more reliable.

In this paper, random walk schemes associated with individual particles with a finite sink-
ing velocity are established for the multidimensional case. These schemes are not new, but the
analysis will show there limitations and advantages. In the first section the underlying theory
is shortly summarised, the numerical schemes are established and the assumptions made
are explained. In Sect. 2 the tracking schemes are validated against simplified analytical test
cases, two 1-D and a 2-D test. In the third section the particle tracking schemes are applied to
a realistic test. The model is used to simulate the short-term SPM dynamics during a severe
winter storm in the East Frisian Wadden Sea. Finally, conclusions are given in Sect. 4.

2 The Lagrangian model

Dealing with concentration fields (SPM, pollutants, biology, etc.), the time evolution of these
fields is usually formulated as partial differential equations (PDEs) in an Eulerian framework.
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∂t C = −∇ · (u C − K · ∇C) (1)

∇ · u = 0

The first equation is an advection–diffusion equation for the concentration field C of a passive
tracer, that is coupled to a 3D velocity field u, that shall be divergence free. The diffusivity
tensor K is symmetric and positive definite. In the following only diagonal diffusivity tensors
are considered

K =
⎡
⎣ K H 0 0

0 K H 0
0 0 K Z

⎤
⎦ (2)

where K H is the horizontal and K Z the vertical diffusivity. Hence, the three spatial dimen-
sions are decoupled. Instead of solving the PDE, one can transform the whole solution process
into the solution of a system of stochastic differential equations (SDEs) also called Langevin
equations. The basic idea is to interpret the concentration field C(x, t) as a transition density
field and reinterpret Eq. 1 as a Fokker-Planck equation, i.e. a deterministic PDE with regard
to transition density functions. This can be solved by the following system of SDEs defined
in the Îto sense [1]:

dX(t) = (u + ∇ · K)dt + √
2K dW(t) (3)

Here X(t) is the position vector of the particles and dW(t) is a Wiener noise increment with
the following properties. W(t) is a Gaussian process with independent increments for which
holds

〈W(t)〉 = 0; Std (W(t)− W(s)) = √|t − s|I (4)

where I is the identity matrix. Therefore the noise process has a vanishing mean 〈·〉, its
standard deviation scales as

√
dt and the increments are uncorrelated.

The first term on the right hand side of Eq. 3 represents the deterministic part, whereas the
second term is the stochastic term. In the case of vanishing turbulent diffusivity, the system of
equations reduces to a system of ordinary differential equations (ODEs). Because the ocean
is a turbulent environment, turbulent diffusion has to be included. This is incorporated via
the stochastic term. The particles experience a random displacement due to eddies of average
size

√
2Kdt . Because the turbulent diffusivity K = K(x, t) is spatially highly variable, the

term ∇ · K needs to be added to the deterministic part. This corrects for an artificial noise
induced drift [14,35].

2.1 Numerical approximation

Because the diffusivity tensor is diagonal, the three spatial directions can be treated sepa-
rately in developing a numerical approximation to the 3D Langevin equation. Focussing for
simplicity on the vertical dimension the following equation needs to be discretised.

d Z(t) = (w + ∂z K Z (z)) dt + √
2 K Z (z) dW (t) (5)

This equation can further be simplified to

d Z(t) = a(z) dt + b(z) dW (t) (6)

where a = w+∂z K Z (z), represents the deterministic part and b = √
2K Z (z) is the stochastic

part. Again Eqs. 6 and 5 are only valid in the Îto interpretation [1]. Instead of writing Eq. 6
in differential form, it is also common to use the integral representation
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Zt = Z0 +
t∫

0

a(Zs) ds +
t∫

0

b(Zs) dWs (7)

A straightforward translation of Eq. 6 into a numerical scheme, is simply to replace dt by�t
and dW by �W . This is equivalent to assuming that a(Zs) and b(Zs) in Eq. 7 are constant
and can be taken out of the integrals. Therefore, the lowest order approximation reads as

Zn+1 = Zn + a�t + b�Wn (8)

This is also known as Euler scheme. In the following, this approximation is named EULER.
This scheme is commonly used [4,20,24,28,35]. Although this is a straightforward approach,
some difficulties arise in the case of SDEs. To define the accuracy or order of convergence
for stochastic scheme two cases have to be distinguish. For SDEs the order of convergence
is separated into weak and strong [1,15]. A method is said to have weak/strong order of
convergence of γ if there exists a constant � such that

|〈p(Zn)〉 − 〈p(Z(τ ))〉| ≤ � �tγ : weak
〈|Zn − Z(τ )|〉 ≤ � �tγ : strong

(9)

for any fixed τ = n�t ∈ [0, T ] and�t sufficiently small. Zn represents the true solution and
Z(τ ) is the approximation. p(·) is an arbitrary function (in most cases a probability density
function). The weak criterion asks for the difference in a distribution, whereas the strong
criterion accounts for the difference in the trajectory.

As discussed after Eq. 4 the increment �W scales as
√
�t , hence the whole EULER

scheme is only of order
√
�t in the strong convergence. Since we are interested in the time

evolution of a sediment distribution rather than individual trajectories of single sand grains,
the weak convergence is used. In this case the EULER schemes is or order �t in the weak
sense.

To develop numerical schemes, that have a higher accuracy in the strong definition, the
assumption that a(Zs) and b(Zs) in Eq. 7 are constant is not valid any more. Using the
appropriate Taylor approximation for the integrals, see e.g. [1,15], the next higher order
approximation reads as

Zn+1 = Zn + a�t + b�Wn + 1

2
bb′ [(�Wn)

2 −�t
]

(10)

where b′ is the spatial derivative. This is also known as the MILSTEIN scheme. This scheme
is of order�t in the weak and strong convergence. Additional accuracy is gained by including
information of the derivative of the noise term b. If this scheme is used in numerical algo-
rithms, the term bb′ can cause problems due to round off errors. To avoid this, a symmetry
property of Eq. 6 can be used. By replacing b again by

√
2K Z (z) and computing the term

bb′ explicitly it turns out that it is equal to ∂z K Z (z). After some rewriting the schemes read
as follow

Zn+1 = Zn + w�t + ∂z K�t + √
2K�W : EULER

Zn+1 = Zn + w�t + ∂z K (�W )2+�t
2 + √

2K�W : MILSTEIN
(11)

As stated above the EULER scheme is commonly used, but it is easily appreciated that a
higher accuracy is gained here by a simple multiplication of �W · �W and one addition.
There are no approximations involved and the extra computational cost is negligible.
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To further improve the accuracy of the numerical schemes, more terms in the Taylor
approximations have to be included [15]. Due to the slow convergence of the numerical
schemes for SDEs, the extra computational costs are so far prohibitive. Therefore, a multi
step scheme is proposed, similar to Runge-Kutta schemes for ODEs.

Zn+1 = Zn + 1

2

(
a(Z̃)+ a

)
�t + b�Wn (12)

with

Z̃ = Zn + a�t + b�Wn (13)

Equation 12 is a stochastic version of the trapezoidal method also known as HEUN scheme.
Note that the predictor step (13) is only applied to the deterministic part, the stochas-
tic part is not corrected to keep the numerical approximation consistent with Eq. 6 [15].
The HEUN scheme, like the MILSTEIN scheme, is of order �t in the strong and weak
convergence.

At this stage, the question might arise, why three algorithms are presented with the same
accuracy. All three algorithms should behave identical in predicting the time evolution of an
initial concentration, because they have the same order of convergence (in the weak sense).
Assume the limit of vanishing diffusivity, here the MILSTEIN scheme becomes identical
to the EULER scheme. This is not the case for the HEUN scheme. Due to the predictor–
corrector step, the accuracy is higher. Therefore, in the case of advection-dominated prob-
lems, differences will be visible. This should not be the case if diffusion dominates. However,
especially Sect. 3.3 will show the limitation of the EULER scheme. Moreover, near bound-
aries, the proper approximations of the particle trajectories become important to resolve for
instance the boundary layer.

2.2 Boundary conditions

The treatment of boundary conditions is always a critical issue in ocean modelling, espe-
cially in coastal regions. The moving sea surface, the sea bottom and lateral boundaries
like islands or beaches have to be considered appropriately. For example, in the frame-
work of PDEs, the sea surface is an impermeable boundary and a no flux condition is nor-
mally imposed (at least for suspended particulate matter). This no flux condition can be
easily violated by overshooting of the trajectories of simulated particles, due to either too
large time steps or the random nature of the stochastic increment �W . This can lead to a
crossing of the boundary. To correct this, a straightforward approach would look like this:
When a particle crosses the boundary (due to a too large random displacement), it is sim-
ply reflected back into the domain by the amount it penetrates into the boundary domain.
It would be advantageous in general to minimise the number of particles that crosses the
boundaries in the first place. The first solution that comes to mind is to reduce the time
step of the particle displacement. However, this would also lead to additional computa-
tion time in ‘open water’. A more expensive method is the use of a higher-order numerical
scheme. This may perhaps not completely prevent the crossing from happening, but it will
at least reduce the number of times that it does occur. This was also mentioned by Stijn et al.
[34].

In the following all boundaries are treated as reflective boundaries (no flux condition), if
not stated otherwise.
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3 Idealised test cases

In the following section two simple 1-D test cases are described and a 2-D test is considered.
Because the equations which need to be solved are SDEs, special care is taken for the

stochastic increment�W . The increments are computed by a state of the art random number
generator: the Mersenne Twister [19]. This generator produces uniform random numbers
in the interval [0,1]. Because the particle numbers are quite large, standard generators are
limited by their periodicity. Moreover the Mersenne Twister produces uncorrelated random
numbers in higher dimensions. These random numbers are transformed to Gaussian random
numbers by the Box-Müller algorithm [23].

3.1 1-D diffusion

Firstly, the numerical algorithms are applied to a diffusion test in a bounded region. This can
be visualised as a one dimensional water column that is bounded by the sea surface and the
sea floor. The model is discussed in detail in Deleersnijder et al. [11] or Spivakovskaya et al.
[28]. The governing PDE for this case is written as

∂C

∂t
= ∂

∂z

(
K Z (z)

∂C

∂z

)
(14)

This describes a simple diffusion equation. The diffusivity K Z (z) has the following form

K Z (z) = 6z(1 − z) (15)

This parabolic profile is a good approximation of the diffusivity profile in the upper mixed
layer, but it is also a good description for a shallow, well-mixed, coastal region [6,37]. More-
over, the parabolic profile is until now the only realistic profile, for which analytical solutions
exists (beside constant diffusivity). For simplicity, time dependence is not considered. The
boundary (BC) and initial conditions (IC) are

BC:

[
K Z (z)

∂C

∂z

]
z=0,1

= 0; IC: C(0, z) = δ(z − z0) (16)

i.e. “no flux” boundary conditions are imposed at the boundaries of the normalised domain
[0,1]. The initial condition is a delta like concentration peak.

The Langevin equation for the particle trajectories takes the following form

d Z(t) = ∂z K Z (z)dt + √
2 K Z (z) dW (t) (17)

Using this setup, an explicit solution for the dispersion of the initial peak is

CA(t, z) = 1 +
∞∑

n=1

(2n + 1)Pn(2z − 1)Pn(2z0 − 1) exp(−6n(n + 1)t) (18)

where Pn(z) denotes the n-th order Legendre polynomial. Figure 1a presents the analytical
solution for different time steps obtained for z0 = 0.5.

To compare the performance of the three numerical algorithms (EULER, MILSTEIN,
HEUN) the root mean square error (RMS) is computed

RMS =
√√√√1

4

4∑
n=1

1

100

100∑
i=1

[CA(zi , tn)− CP (zi , tn)]2 (19)
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Fig. 1 Analytical solution of a the 1-D diffusion test for different moments of the simulation using Eq. 18
and b the residence time for the parabolic diffusivity profile Eq. 15 for ws = 5
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Fig. 2 RMS of the dispersion test: a for fixed particle number N = 106 and b for fixed time step�t = 10−4

the four time steps tn are given in Fig. 1a. CA(tn) is the analytical solution (18) and CP (tn) is
the prediction of the Lagrangian models. To estimate CA(tn) the water column is binned into
100 equally sized boxes and the concentration is obtained by a box counting approach. The
results are shown in Fig. 2. All three schemes converge to the analytical solution if either the
step size is decreased or the number of released particles is increased. The HEUN scheme
shows the smallest error whereas the EULER scheme has the largest deviation. All three algo-
rithms converge to the true solution, by decreasing the step size, with the same rate, because
they have the same order of convergence (see Sect. 2.1). Further by increasing the number of
particles N , the approximated solution comes closer to the analytical one. This is due to the
intrinsic nature of random processes, because the results include statistical errors proportional

to N− 1
2 .

3.2 1-D residence time

In the previous test, the settling velocity ws was set to zero to obtain an analytical
solution. This might be appropriate for tracking water parcels, for buoyant particles, this
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Fig. 3 RMS of the residence time test: a for fixed particle number N = 106 and b for a fixed time step
�t = 10−4 s

assumption is no longer valid. However, imposing a finite sinking velocity makes it impos-
sible to formulate an analytical solution. Nevertheless, an exact solution for the adjoint
problem of finding the residence time θ(z) is known [11,12]. To obtain the residence time
θ(z0) a number of particles are released at a distance z0 from the bottom, and then the time
is tracked until all particles have crossed the bottom. The boundary and initial condition read
again as

BC:

[
K Z (z)

∂C

∂z

]
z=1

= 0; IC: C(0, z) = δ(z − z0) (20)

The boundary condition at the sea floor is now modified. The sea floor is no longer a rigid
boundary, but represents for instance the pycnocline. The boundary condition changes from
no flux condition to an absorbing type. This means that if a particle reaches the boundary it
is immediately removed from the computational domain. Thus

BC: C(t, 0) = 0 (21)

The diffusivity profile remains the same (15).
The analytical solution can be written as

θ(z) = z +
(

z

1 − z

)µ
B1−z(1 + µ, 1 − µ) (22)

where B1−z(1 + µ, 1 − µ) is a generalised incomplete beta function and µ = ws/6. The
analytical solution is shown in Fig. 1b.

The Langevin equation for the particle trajectories takes now the following form

d Z(t) = (ws + ∂z K Z (z)) dt + √
2K Z (z) dW (t) (23)

To compare again the performance of the three algorithms a non-dimensional sinking veloc-
ity of ws = 5 is applied. To approximate the residence time, the average time is computed
until all particles have left the domain. The results are shown in Fig. 3. Again, the HEUN
scheme performs best. The difference between the EULER and MILSTEIN scheme is nearly
vanishing.
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3.3 2-D correlation test

One of the most important properties a Lagrangian stochastic model must fulfil is to
maintain an initially uniform distribution of particles for all time (in the absence of an
advection field)—the well mixed condition (WMC). The test is based on the fact that if
a WMC does not exist, then a significant correlation would exist between the perturba-
tion field C ′(x, y, t) = C(x, y, t) − C̄ and the perturbation diffusivity field K ′

H (x, y) =
Kh(x, y) − K̄ H . Here C̄ is the initial well mixed concentration and K̄ H is the xy-averaged
diffusivity field. By this, the approach of Brickman and Smith [4] is adopted to demonstrate
the WMC. Contrary to their work, the following diffusivity field is chosen

K H (x, y) = K0

[
cos

(
2πn

Lx
x

)
+ 1

] [
cos

(
2πn

L y
y

)
+ 1

]
(24)

where K0 = 20 m2/s, Lx = L y = 40 km and n an integer number. The domain has a resolu-
tion of�x = �y = 200 m. The time step is set to�t = 30 s. In the experiments 106 particles
are released and uniformly distributed in the computational domain. Further, the diffusivity
field is chosen to have a vanishing gradient at the boundaries (which are again reflective).

The SDEs are

d X (t) = ∂x K H dt + √
2K H dWx (t)

dY (t) = ∂y K H dt + √
2K H dWy(t)

(25)

Although the diffusivity field has an analytical formulation, the diffusivity field is only given
at the discrete grid points. The spatial derivatives are computed using a second order approx-
imation of the gradient. The values are bilinear interpolated to the position of the particle. n
is now the test parameter. By increasing n, the spatial variation in the diffusivity field is also
increasing. It is expected that for higher n the numerical schemes start to fail, due to errors
in the approximation of the ∂x K H and ∂y K H terms. To show that the schemes really fail due
to discretisation errors, a fourth scheme is applied. This is called EULER-analytic. Here the
diffusivity field as well as the spatial derivatives are provided by analytical functions (24).

To test now for the WMC, the normalised correlation coefficient is calculated as

ρ(t) = 1

σCσK ′
H

i∑ j∑
C ′

i j K ′
H i j (26)

where σ is the standard deviation of the perturbation fields. To compute significance levels at
a given time step, the C ′ field was repeatedly randomised and the test statistic ρ̃ recalculated.
A histogram of 5,000 ρ̃ values was constructed and ±ρ̃ values corresponding to 95% of the
histogram area were computed. If the actual ρ is outside the ±ρ̃95 range, then it is deemed
significant and if this is true for all time steps and number of particles, then it is considered
that the WMC is not satisfied.

In Fig. 4 the performance of the schemes is shown. Here, for the first time, clear differ-
ences are visible. The EULER scheme starts to fail the WMC test for n = 3, the MILSTEIN
scheme follows at n = 8 and the HEUN scheme starts to deviate from a uniform distribution
for n = 11. The excellent performance is due to the predictor–corrector step of the HEUN
scheme. By this the ∇K H term is better approximated. The same holds for the MILSTEIN
scheme. The first order correction terms to the EULER scheme (see Eq. 11) is a modification
of the ∇K term and can therefore be better estimated. The performance of the EULER-
analytic scheme shows, that the failure of the EULER scheme is indeed caused by the insuf-
ficient estimation of the ∇K H term. This algorithm starts to fail for n = 11 and is therefore

123



30 Environ Fluid Mech (2010) 10:21–39

0 12 24 36 48

10
−2

10
−1

Time in hours

|C
or

re
la

tio
n 

co
ef

fic
ie

nt
|

0 12 24 36 48
Time in hours

0 12 24 36 48
Time in hours

EULER
MILSTEIN
HEUN
EULER−analytic
95% significance .

(A) (B) (C)

Fig. 4 Absolute value of the correlation coefficient ρ(t) of the WMC test: a n = 3, b n = 8 and c n = 11
and the ρ̃95 significance level. Plotted are the averages of five independent runs

similar to the HEUN scheme. This performance boost, by providing analytical functions to
the schemes, was also expected by Brickman and Smith [4].

4 3D realistic test case

In this test, the Lagrangian model is applied to a real scenario. The study site (see Fig. 5c) is
part of the East Frisian Wadden Sea, which is located in the southern part of the North Sea
along the northwestern part of the German coast. It consists of several barrier islands and
tidal basins with large tidal flats between those islands and the main coast. The tidal basins
are connected via tidal inlets with the North Sea. The tidal range is about 3 m during spring
tide and about 1 m during neap tide. Because the tidal inlets connect the North Sea with the
tidal flat areas, peak velocities can reach up to 1.5 m/s. In this setup the model is used to
estimate the SPM dynamics during a winter storm (Britta 31 October 2006 to 2 November
2006, see Fig. 6) by considering different sediment fractions. The numerical experiments are
based on a coupled system of models comprising a hydrodynamic core model General Estu-
arine Transport Model (GETM, [5]), a wave model Simulating WAves Nearshore (SWAN,
[3]) and the Lagrangian SPM module attached to GETM.

This realistic test case is performed with the identical model setup as described in Lettmann
et al. [17] besides the SPM transport method outlined above. For a more detailed discussion
of the model setup, the coupling between the hydrodynamic module and the wave module
and for validation of the model results the interested reader is referred to Lettmann et al. [17].
In the following only model details are discussed that are essential for this study.

4.1 Hydrodynamics

GETM [5,7] is a prognostic 3-D hydrodynamical model especially suited for shallow coastal
regions under the influence of tidal currents where substantial areas are prone to drying and
flooding during a normal tidal cycle. The model is based on the horizontal momentum equa-
tions, the continuity equation and two prognostic equations for the turbulent kinetic energy
and its dissipations rate influencing the vertical eddy viscosity coefficient. In horizontal
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Fig. 5 Location of study site and model area. The model topography (positive downward, unit is meter) of the
Wadden Sea model is shown in c. The red triangle in that panel marks the position of the time series station,
from where measured SPM concentrations in the Wadden Sea area are obtained. The blue box in a denotes
the extension of the model domain used for wave modelling in the North Sea area, while the green box marks
extension of the model domain used for wave modelling in the German Bight. The red triangles in b denote
the positions of the wave buoys used for validation of the model data
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Fig. 6 Time series of water depth and wind speed measured at the pile station (see Fig. 5c) in October/
November

directions, GETM uses a constant momentum viscosity/diffusivity (K H = 1 m2/s). This
hydrodynamic core model has been applied and validated in various recent studies (see e.g.
[17,29–33]). In the current setup the model has a horizontal resolution of 200 m and uses 20
sigma-levels in the vertical.
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The waves in the East Frisian Wadden Sea during the storm surge event have been mod-
elled using a nested system of different model domains, with increasing spatial resolution.
The largest area with the coarsest resolution of 20 km grid spacing covers the whole North
Atlantic. This enlarged area is needed to determine also the wind generated waves in the
Atlantic, which could reach the North Sea, e.g. in the form of swell. Embedded into this large
domain is a model domain of the North Sea area (see blue box in Fig. 5a) with a 5 km grid res-
olution. The wave boundary conditions for this model domain are obtained from the Atlantic
domain. Finally the third nested domain covers the area of the German Bight with a resolution
of 2 km (see green box in Fig. 5a). From this third model area the wave boundary conditions
are obtained for the wave simulations in the Wadden Sea with a grid resolution of 200 m.

The bottom shear stress τb being responsible for sediment erosion and deposition is mod-
elled as a non-linear combination of a current induced component τcurrent and a wave induced
component τwave [27], which was used also by [13] and [22]:

τb = [
(τm + τwave cos(φ))2 + (τwave sin(φ))2

]1/2
(27)

τm := τcurrent

[
1 + 1.2

(
τwave

τwave + τcurrent

)3.2
]

Here, φ denotes the angle between the direction of wave propagation and current flow.

4.2 Lagrangian model setup

4.2.1 Particle properties

In the simulations five sediment fractions of size 40, 80, 120, 160 and 200µm are considered
with a density of 2,650 kg/m3. The sinking velocity of the i th particle fraction is calculated
after a formula from Soulsby [27], which is valid for non-cohesive irregular sand grains:

wi
s = ν

d

{√
10.362 + 1.049 D3

s − 10.36

}
(28)

Ds =
[

g

ν2

(
ρS

ρW
− 1

)]1/3

d

Here, g denotes the acceleration due to gravity, ρS and ρW the sediment and water density
in kg/m3, ν the kinematic viscosity in m2/s and d the sediment diameter in m.

A second important quantity that influences the SPM dynamics is the critical bottom shear
stress τc. This is the shear stress, which must be reached by the fluid to erode sediment from
the bottom into the water column. Soulsby [27] provided an empirical formula for that critical
shear stress, which is given by:

τc = gd(ρS − ρW )ψc (29)

ψc := 0.3

1 + 1.2 Ds
+ 0.055 (1 − exp(−0.02 Ds))

To determine the critical shear stress for a sediment fraction, they are modelled as separate
pools, which do not interact with each other. Therefore, the different sediment fractions erode
and deposit separately from each other. Each fraction uses its individual critical shear stress.
In Table 1 the important properties are listed.
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Table 1 Sinking velocities and
critical shear stress for the
different sediment fractions after
formulas

d (µm) ws (cm/s) τc (N/m2)

40 0.09 0.099

80 0.35 0.134

120 0.77 0.154

160 1.32 0.169

200 1.95 0.180

4.2.2 Deposition/erosion

At this point, the differences in the Eulerian and Lagrangian description enter the setup.
Describing SPM dynamics with the help of PDEs, deposition/erosion is commonly modelled
by a Partheniades [21] type deposition/erosion flux. For the erosion this reads as

Fero ∝
{(

τb
τc

− 1
)

τb > τc

0 τb < τc
(30)

While this formulation is well suited for PDEs, it cannot be used in a Lagrangian framework.
Because the SPM dynamics is described with discrete particles, they can be either in deposi-
tion or in suspension. Therefore, the erosion formulation needs a modification. To compute
a characteristic velocity at the bottom boundary layer, the bottom stress is used: u∗ = √

τb,
where u∗ is defined as the friction velocity. By this, the modification of the erosion formula
for a discrete particle reads as

�z =
{√

τb − τc�t�(τc, τb) τb > τc

0 τb < τc
(31)

where �(·) is the Heavyside step function. The assumption is that due to the bottom shear,
eddies are generated that can lift up a particle into the water column. These eddies lead to
a vertical displacement of

√
τb − τc�t . This formulation allows a smooth transition from

particles in deposition to suspension. This can also be interpreted as an energy approach,
where the turbulent kinetic energy in the bottom boundary layer has to reach a certain thresh-
old, to be converted into potential energy to lift the particle against gravity. Although this is
straightforward, it causes some problems. Assume that τb > τc in a certain area. According
to Eq. 31 all particles, which are in deposition, would suddenly go into suspension, which is
far from being observed. Therefore �(τc, τb) was introduced

�(τc, τb) =
{

1 U > τc
τb

0 else
(32)

where U is an uniform random number in the interval [0,1]. The motivation is the following:
the ratio τc

τb
varies in the interval [0,1] for τb > τc. If the ratio is close to zero, the bottom

stress is much larger than the critical shear. Therefore, the probability that a particle goes
into suspension is quite high. On the other hand, if the ratio is close to one, the transition
from deposited particle to suspension just started and hence the probability to be eroded is
low. Thus, there is a certain probability that a particle remains in deposition; even the bottom
shear stress is lager than the critical bottom shear stress.

To account for deposition no explicit formulation is used. If during a time step, a particle
hits the sea floor it is marked as in deposition. If the bottom shear is below the critical shear
it remains in deposition otherwise it is treated according to (31).
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4.2.3 Boundary conditions

In the following, the sea surface and solid land boundaries are treated as reflective boundaries.
The east/west open ocean boundaries (Fig. 5c) are being periodic. Hence particles leaving
the domain at the eastern boundary, enter the domain again at the western boundary and vice
versa. Further, if the particle leaves the domain in the back barrier region, it enters the domain
in the same region on the other boundary. The same holds for the open ocean region. By this
approach the conservation /modelling of the SPM flux in the back barrier island region and
in front of the islands is incorporated. This also allows keeping the number of particles in
the domain fixed. If particles cross the northern boundary, they get a new position randomly
chosen in the computational domain.

4.3 Numerics

The forcing of the Lagrangian model is taken from GETM. This hydrodynamic model pro-
vides the full velocity field (u, v, w), the bottom stress τb, the sea surface elevation ζ and
also the vertical eddy viscosity (based on a k–ε model), which is set equal to the sediment
diffusivity. To compute the physical properties at the position of the particle, a trilinear
interpolation is used. In the vertical, the velocity profiles in the bottom boundary layer are
computed by logarithmic interpolation. The vertical diffusivity K Z is locally (in the grid box
of the particle) approximated by a cubic fit. This also gives an analytic expression for the
local vertical gradient.

The flow field is computed by GETM in advance and the whole fields were written out
every 15 min (this was a trade-off between accuracy and storage capacity). An experiment
with a time step of 5 min (not shown here) did not significantly change the outcome of the
Lagrangian model. The particle-tracking algorithm uses a time step of 60 s in the horizontal,
with a linear interpolation of the external 15 min GETM fields. In the vertical, a time step of 3 s
is used, also with linear interpolation of the external fields. The horizontal time step is chosen
such that a particle does not cross two grid cells during a time step (by advection and diffu-
sion). Visser [35] proposed a much stronger restrictions on the time step for the integration.
The gradient correction in Eq. 3 is valid only if the integration time step is sufficiently short:

�tz ≤ min

(
1

∂2
z K Z

)
(33)

Because a constant horizontal diffusivity (K H = 1 m2/s) is used, this inequality only limits
the vertical time step. With the chosen time step, this requirement is fulfilled.

The Lagrangian model runs in a parallel version, where the computational load is dis-
tributed over four CPUs. For each sediment class 25 × 106 particles are released in the
computational domain where the depth is less than 8 m. This can be estimated to be the depth
of closure. The model run starts at the 22 October 2006 to allow for a sufficient spin up.

4.4 Model validation

To validate the numerical modelling system with respect to concentrations of SPM, time
series of SPM were measured/estimated (at the time series station, see Fig. 5c) via an opti-
cal method (multispectral transmissiometer), which is described in more detail in [25]. The
measurements were taken at a fixed water depth, 1.5 m below low tide.
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Fig. 7 Modelled and measured concentrations of suspended matter at the pile station during storm Britta
in November 2006. The data were normalised to indicate the temporal dynamics. Measured data using a
multispectral transmissiometer are also depicted. Shown are the results of the HEUN and EULER method.
Additionally a time series simulated by the Eulerian SPM module of GETM is shown [17]

Table 2 Error measures for the
normalised simulated time series

EULER MILSTEIN HEUN GETM SPM

ME −0.036 −0.027 −0.012 0.032

RMS 0.223 0.210 0.187 0.229

r2 0.271 0.320 0.437 0.293

In Fig. 7, a comparison of modelled SPM concentration and measurement at the pile sta-
tion is shown. Further a time series of SPM is plotted, computed by the Eulerian SPM module
of GETM [17]. Because the Lagrangian SPM module deals with a finite number or particles,
the comparison with the measurements is made by computing the normalised SPM concen-
tration, scaled in the interval [0,1]. To keep the figure clear, the time series of the MILSTEIN
scheme is skipped. Because a constant horizontal diffusivity is used, the MILSTEIN scheme
reduces to the EULER scheme (in the horizontal plane). Further, it is placed approx. between
the HEUN and the EULER scheme and the additional curve would not give any new insight.

Figure 7 shows, that the Lagrangian model can reproduce the measurements quite well.
The phase and the magnitude are matched. Comparing the performance of the EULER and
HEUN scheme, the EULER scheme underestimates the peaks. Further, the scheme tends to
smooth the dynamics. The differences in phase are nearly vanishing.

To quantify the performance of the different schemes, better than by visual inspection,
in Table 2 different error measures are given. Because at the current state of sediment trans-
port modelling, commonly accepted validation methods are still lacking, three simple error
measures are used [38].

The mean error (ME) is the mean of the differences between predicted Y and observed
X values. It is a measure of the overall forecast bias: a positive ME indicates that the model
results on average overestimate the measured data. It is a measure of the overall transport and
is independent of lag errors or amplitude errors. The ME is important to quantify budgets.

ME = 1

N

∑
yi − xi (34)
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The root mean-squared error (RMS) is the most commonly used measure of numeric pre-
diction quality:

RMS =
√

1

N

∑
(yi − xi )2 (35)

A common method to determine the linear relation between two series of X and Y is the
linear correlation coefficient, r , given by the covariance σxy of X with Y , divided by the
product of the standard deviation σx of X and the standard deviation σy of Y :

r = σxy

σxσy
(36)

The statistical measure r2 (or explained variance) is derived by squaring the correlation coef-
ficient, which can be understood as the percentage of variance that the two series have in
common.

To have a valid assessment of absolute errors, the accuracy of the field data should also
be taken into account. Bartholomä et al. [2] estimated the uncertainty in their measurements
to a factor of 2. They further stated that the absolute concentrations in measured suspended
matter are presumably underestimated.

The ME indicates that the three particle tracking schemes underestimate the overall trans-
port, but this might be caused by the normalisation. Further, the HEUN scheme has the
smallest bias. The same holds for the RMS. The HEUN scheme performs best, whereas
the EULER scheme has the largest RMS. r2 also highlights the performance of the HEUN
algorithm. The comparison of the EULER and MILSTEIN scheme shows that the later one
has the better scores. Both schemes deviates only in the discretisation of the vertical particle
movement, thus the impact of the higher order scheme (in the strong sense) in the treatment
of boundaries is visible.

Interesting to note is the difference between the Eulerian and Lagrangian approach. The
GETM SPM module overestimates the total transport (ME), but this is in agreement with the
statement of Bartholomä et al. [2]. The Eulerian approach shows a phase lag of approx. 1 h,
which is not visible in the Lagrangian approach. This also explains the poor performance in
Table 2. Further the results indicate that the erosion of sediment (and distribution in the water
column) in the Eulerian module is slower than in the Lagrangian approach. Moreover, the
particle tracking schemes show sharper peaks. This is quite interesting, because both models
are based on the same hydrodynamics. A possible explanation is that although GETM uses
higher order schemes to solve the PDE of sediment concentration, numerical diffusion might
be an issue. However, this paper is not intended to explain the difference in the outcome
of an Eulerian and Lagrangian model. This might be the content of a forthcoming publi-
cation. This study intended to demonstrate that a particle-tracking scheme could reproduce
short-term SPM dynamics with high fidelity.

5 Conclusion

In the first part of the article, the underlying theory to translate SPM dynamics from the
Eulerian framework to the Lagrangian picture was present and summarised. The particle
tracking schemes for modelling SPM dynamics are quite attractive, because they give a
straightforward physical interpretation of the processes involved. Moreover, due to the easy

123



Environ Fluid Mech (2010) 10:21–39 37

parallelisation of the Lagrangian schemes, this approach is well suited to run on massive
parallel computers, to improve the reliability and accuracy of the results.

Various stochastic numerical schemes are presented to find the best suitable scheme for
implementation in a 3-D particle-based SPM transport model. To validate the schemes and
show their performance, analytical test cases with a spatially varying diffusion coefficient
have been investigated. All of the three idealised test cases were performed with different
numerical schemes: EULER, MILSTEIN and HEUN. Even though the MILSTEIN scheme
only requires a minor additional effort compared with the EULER scheme, the changes in
terms of higher accuracy and faster convergence are rewarding. A two-step scheme like the
HEUN scheme leads to a further improvement of the results. The set of experiments that
was carried out indicates that any improvement over the EULER scheme is welcome. Even
though this is not trivial, and some care needs to be taken in the choice and application of
the scheme, such a scheme does not necessarily need to be complicated or expensive. As
advanced as higher order Lagrangian particle transport models for dispersion in turbulent
flow sometimes are, it is surprising to see how many of these models still use the EULER
scheme, while minor adaptations may greatly improve the accuracy of the model. The anal-
ysis also showed, that especially the term ∇ · K in Eq. 3 needs special care. The effort, to
improve the estimates of the gradient, results in performance gains. Further the validation of
the three tracking schemes revealed, that although they have by definition the same order of
convergence, differences showed up.

In the second part of this article, a more realistic scenario was studied. The particle-
tracking scheme was applied to model SPM dynamics in the East Frisian Wadden Sea during
the storm Britta (31 October 2006 to 2 November 2006). Here, the bottom boundary condi-
tion for deposition/erosion needed some modification. The classical Partheniades [21] type
flux formulation was adapted to the Lagrangian framework. Based on the bottom shear stress
τb and the critical shear stress τc, a characteristic eddy size in the bottom boundary layer was
computed, which lead to a lift up of particles into the water column.

The comparison of the modelled SPM concentration with measured time series showed,
that the particle-tracking scheme could reproduce the dynamics. By comparing the results of
an Eulerian SPM model and the particle tracking schemes, different dynamics were visible,
although both models are based on the same hydrodynamic flow field. These differences may
caused by challenges in the numeric (numerical diffusion) or still lacking knowledge in SPM
dynamics.
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Abstract This paper presents a novel methodology for time reversal in advective-diffusive
pollutant transport in groundwater systems and other environmental flow systems (specifi-
cally: time reversal of diffusive terms). The method developed in this paper extends previous
particle-based approaches like the Reversed Time Particle Tracking Method of Bagtzoglou
[6]. The reversal of the ‘diffusive’ and/or ‘macrodispersive’ component of pollutant migra-
tion is especially under focus here. The basis of the proposed scheme for anti-diffusion
is a continuous time, censored, non-local random walk capable of tracking groundwater
solute concentration profiles over time while conserving the (reverse) Fickian properties
of the anti-diffusing particle cloud in terms of moments. This scheme is an alternative to
the direct solution of the eulerian concentration-based diffusion PDE, which is notoriously
unstable in reverse time. Our analysis leads to the conclusion that an adaptive time stepping
scheme—with decreasing time step—is necessary in order to maintain a constant amount of
anti-diffusion (the reverse form of Fick’s law). Specifically, we study the relations between
the following parameters: time step evolution vs. time (or vs. number of steps); variance evo-
lution (decrease rate); total time (or number of steps) required to reach a fully anti-diffused
solution. The proposed approach is shown to be quite efficient; typically, for every ten time
steps, one to two orders of magnitude reduction of the dispersion width of the plume can be
attained. Furthermore, the method is shown to be asymptotically exact for reverse Fickian
diffusion. The method is applied with success to several situations involving the diffusive
transport of a conservative solute in the following cases: (i) Single source recovery in one-
dimensional space with constant diffusion parameters (this example serves as a validation test
for the theory); (ii) Single source recovery in two-dimensional space with constant isotropic
diffusion (this example also serves as a test for the theory); (iii) Multiple source recovery
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in two-dimensional space, assuming isotropic diffusion. It is expected that the methodol-
ogy tested in this paper is applicable more generally to complex environmental pollution
problems involving multiple sources, anisotropic hydrodynamic dispersion, and space-time
variable advection-diffusion flow systems; the modeling of reverse diffusion/dispersion in
such systems is currently under investigation.

Keywords Source identification · Inverse problem · Diffusion · Dispersion · Particle
tracking · Random Walk · Advection-diffusion · Heterogeneous systems · Pollution ·
Back-tracking · Back-diffusion · Point source · Solute transport · Groundwater

1 Introduction

In the context of water resources, and in view of increasing demands for clean drinking water,
it is highly desirable to identify pollution sources accurately. The objectives are to backtrack
the pollution source, to recover the spatial extent the plume at different times, and ultimately,
to reconstruct the contamination plume release time history. These objectives can be for-
mulated mathematically as a PDE-driven advection-diffusion inverse problem. Its solution
implies time reversal of both advective and diffusive processes with generalized diffusion
terms representing hydrodynamic dispersion processes as well. However, backtracking dif-
fusion/dispersion processes via PDE models is particularly problematic, as diffusive PDE’s
become ill-posed when time is reversed.

Direct approaches that perform time inversion in the context of contaminant source identi-
fication have enjoyed visibility lately. Reviews of time inversion methods for ‘source identi-
fication inverse problems’ can be found in Morrison [25–27], Atmadja and Bagtzoglou [4,5],
Bagtzoglou and Atmadja [7,8]. However, the widespread use of some of these methods is
still limited due to their non-conventional nature.

The difficulty of the source identification problem is compounded by the fact that geo-
logic media and the associated flow systems are highly variable (see Ababou [1] for a recent
review on heterogeneous aquifers and stochastic approaches to groundwater flow modeling).
Other factors may increase the complexity of the source identification problem: the pollution
source may be ‘multiple’ or spread out (rather than localized); it may also be continuous
(rather than instantaneous), mobile (rather than fixed), etc.

Similar problems occur in other environmental contexts, e.g., marine and aquatic pollution
from large commercial or military ships (backtracking of oceanic oil spills, for instance)—but
also in other tightly related problems, such as the optimal identification of individual storm
cells in rainfall radar measurements.

The objectives of this paper are to contribute, first, to the problem of source identifi-
cation in terms of its unknown initial position and past history, e.g., the unknown time of
initial release for an instantaneous source. Specifically, the purpose of this paper is to present
a novel methodology for time reversal in tracer transport simulations driven by diffusive
PDE’s, particularly for applications to groundwater pollution.

The method developed towards this objective is a special kind of particle tracking scheme,
building on the previous Reversed Time Particle Tracking Method or ‘RTPTM’ (Bagtzoglou
[6]). The new method is dubbed ‘RAW’ for ‘Reverse Antidiffusive Walk’ or ‘Random Anti-
diffusive Walk’. It is based on a continuous-time, non-local, censored random walk. Contrary
to the RTPTM of Bagtzoglou [6], the RAW scheme does not require adaptively increasing
particle resolution, which may render the RTPM scheme computationally burdensome. The
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RAW scheme has other desirable properties, which are analyzed theoretically and tested
numerically in the remainder of this paper.

The novel RAW scheme is developed in this paper under two guises:

(i) a ‘non local’ or ‘gobal’ RAW scheme that can back-diffuse a single gaussian-type plume
at the proper rate towards its initial point source; and

(ii) a ‘local’ and adjustable RAW scheme that can deal with multiple plumes or non-point
sources.

The study is mainly organized as follows:

• First, the non local RAW scheme is analyzed theoretically in the one-dimensional case.
It is then tested numerically in 1D, and further extended and tested numerically in 2D.

• The non local theory is then used to provide some insights for designing a more flexible
and more general local back-diffusion scheme.

• Finally, the local RAW scheme is finally investigated and tested numerically in 1D and
2D in the last part of the paper in order to address the problem of identifying multiple
contaminant sources (e.g., from the observation of a multi-modal plume).

It should be emphasized that the reverse particle tracking scheme is treated in this paper
assuming that all the transport parameters are known, i.e., velocity and diffusion are assumed
known in advance: only the pollution source (unique or multiple) is unknown. However, the
final objective is to combine, in future, the proposed “RAW” scheme with a sequential esti-
mation of past transport parameters based on present-day observations of concentrations, for
instance in the same manner as in the Eulerian MJBBE (Marching-Jury Backward Beam
Equation) of Bagtzoglou and Atmadja [7,8].

2 Literature review

2.1 Review on diffusion, particles and random walks

In Lagrangian particle methods, solute concentration is discretized into “concentration pack-
ets” called “particles” or “pseudo-particles”. These methods have been used with success,
as an alternative to eulerian PDE’s, for modeling advective-diffusive transport processes in
environmental flows, particularly in the case of groundwater and soil pollution : Uffink [36],
Kitanidis [20], Tompson [35], Ababou et al. [2], Fadili et al. [16,17], Bagtzoglou et al. [10],
Spiller et al. [32–34], Delay et al. [15], La Bolle et al. [21,22] among many other valuable
contributions and reviews.

In these approaches, diffusion is modeled with a gridless, discrete time random walk of
particles in continuous space. Each particle follows a time-discretized version of the Wiener
process in multi-dimensional space. This basic scheme has been extended with success to the
case of non-spherical, anisotropic, and spatially variable diffusion tensors by various authors
including those quoted above.

For completeness, we note that other particle methods have been proposed to model reac-
tion-diffusion problems, e.g. random walks with fixed grids and/or with stochastic time. For
example, isotropic diffusion in the Markov Automaton presented in Spiller et al. [32–34]
is modeled with a Particle-in-Cell approach, stochastic in continuous time, but with fixed
size displacement steps in space. In the present work on reverse diffusion modeling, we
seek a Lagrangian, gridless, continuous space approach to diffusion, essentially based on
(modifications of) the Wiener process.
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One of the first authors who demonstrated the ‘equivalence’ between the continuous space-
time Wiener process and the macroscopic advection-diffusion PDE (Fokker-Plank equation)
was Chandrasekhar (see Wax [38]’s collection of papers). However, even in the simple case of
isotropic diffusion in an infinite domain, this ‘equivalence’ holds only approximately, under
conditions defined by Pawula’s lemma. This lemma serves as a justification for truncating
the Kramer-Moyal infinite expansion of the probabilistic ‘Master Equation’ to just the first
two terms (advection and diffusion). For more mathematical details, the reader is referred to
Wax [38], Van Kampen [37], Oppenheim et al. [31], and to the handbook of Gardiner [18].

See also Ababou et al. [2] & Fadili et al. [17] for a review and a study of the ‘Moment Inverse
Problem’, addressing the calculation of the spatial concentration distribution C(x,y,z,t) or of
the PDF of particle positions from particle moments Mn(t) of increasing order.

The main consequence of the above-cited theorems is that, in practice, under general
conditions, the PDF of particle positions in a random walk process may not be governed
exactly by the diffusion PDE. In practice, the PDF/PDE equivalence could hold only for a
few moments of particle positions, and it is usually assumed that the equivalence holds at
least up to second order moments, including the total mass M0(t), the mean displacement
M1(t), and the dispersion (co)variances M

2
(t).

These theoretical remarks lead us to approach with caution the relation between a parti-
cle-based random walk (describing the ‘microscopic’ process) and its ‘equivalent’ Fickian
diffusion PDE (describing the corresponding macroscopic process). This distinction will
help put in perspective the new particle-based anti-diffusive ‘RAW’ scheme developed in
this paper. Before doing so, we briefly summarized related approaches in the literature, as
far as Lagrangian particle models are concerned.

2.2 Review of Reverse Time Particle Tracking Method (RTPTM) for source identification

We briefly review a precursor particle scheme for reverse time modeling of source diffusion
(and advection). For more details, see Bagtzoglou [6], Bagtzoglou and Atmadja [7,8].

The Reversed Time Particle Tracking Method (RTPTM) modifies the classical Random
Walk Particle Tracking Method (RWPTM) displacement equation (or Wiener step) by intro-
ducing a minimization approach, that is, a minimization of the variance or second spatial
moment of particle positions.

In classical Fickian diffusion (e.g. molecular diffusion), the macroscopic diffusion pro-
cess can be expressed in terms of the spatial variance, or dispersion variance of the particle
cloud as

d(σ 2)

dt
= 2D, (1)

where σ 2 is the (scalar) variance of particle positions, or the second order moment of the con-
centration field. More generally, in multi-dimensional space, the dispersion variance matrix
is computed as the centered second order moment matrix normalized by the center of mass.
Here, it is denoted �2 (by analogy with the variance), and it is defined by:

�2(t) = 1

M(t)

∫

�

C(X, t)(X − X(t))(X − X(t))T d�

=
N (t)∑
p=1

m̃ p(t)(Xp(t)− X(t))(Xp(t)− X(t))T (2)
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• N (t) is the total number of particles present in the system;
• M(t) = ∑N (t)

p=1 m p is the total solute mass within domain �;

• X(t) is the position vector of the plume center of mass;
• Xp(t) is the position vector of each individual particle ’p’;
• m̃ p(t) = m p/M(t) is the normalized mass of particle ‘p’.

When diffusive solute transport advances forward in time (as is normally the case), D is a
definite positive matrix, implying that the 3D spread of solute about the center of mass is
increasing.

It seems, from the Lagrangian particle-based equations, that negative diffusion and time
reversal can be implemented ‘simply’ by decreasing the spatial spread of the particle cloud
around its center of mass. At least, this is the view taken in the above-mentioned RTPTM
scheme. Accordingly, the step equations for the Reverse Time Particle Tracking Scheme
(RTPTM) are (Bagtzoglou et al., op. cit.):

Xn = X
n + F(X

n
, tn) Q(tn) X

n = X
n+1 − A(X

n+1
, tn+1)�t (3a)

F(X
n
, tn)FT (X

n
, tn) = �2

n �2
n = �2

n+1 − 2�tD (3b)

where all quantities are either vectors (X, Q, A) or second rank tensors (F, D, (2). Vector
Q(tn) is a random vector defined as:

Q(tn) = Qn = RnSn,

with Rn a normalized zero-mean unit-variance random vector, and Sn a random sign (±) vec-
tor, both defined at time tn . Vector ‘A’ is the advective component, appearing with a negative
sign for reverse advection. It is equal to the eulerian velocity V plus a drift term to account
for spatially variable diffusion coefficient D(x). Thus, in models of subscale hydrodynamic
dispersion, D is a tensorial, velocity-dependent, and by the same token, spatially variable
coefficient, and A is given by:

A = V + div(D).

Equation set (3) constitutes the backbone of the reverse time (RTPTM) scheme of Bagtzoglou
et al. The scheme above is multidimensional (3D) and is easily reduced to a 2D or 1D form.
The method can be also applied to forward time simulations of classical advection-diffusion
problems, by rearranging these equations, yielding results equivalent to the classical Random
Walk Particle Tracking Method (RWPTM). In fact, comparisons between the forward and
reverse versions led to a set of relations that the F and Q vectors must satisfy (for more
details, see Bagtzoglou et al., op. cit.).

2.3 Review of other methods: PDF back-propagation, adjoint equations, image deblurring

Other methods have been implemented in various areas for objectives such as the deblur-
ring of images (image analyzis and processing), and also, the backward propagation of the
probability of particle positions using adjoint or backward equations (groundwater contam-
ination applications, and also, theory of statistical turbulence). We briefly review some of
these works, pointing out the analogies, but also the differences with the matter at hand.

2.3.1 Image processing literature

First, let us focus on one example from the image processing literature. This type of applica-
tion is particularly relevant here, since our inverse source identification method bears some
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relation to deblurring or refocusing in image processing. However, note that the aims are a bit
different: in image processing, it is not necessary to anti-diffuse at the correct rate, whereas
in environmental pollution problems, it may be important to identify not only the position of
the source, but also its history (e.g., date of release).

Let us consider briefly the method used by Li et al. [23] for deblurring gaussian images.
These authors recognize that it is very difficult to solve the anti-diffusion problem because it
is ill-posed. They propose instead an indirect method based on a pyramidal decomposition
of the image into spatial scales, and they implement a time-limited anti-diffusion process on
each scale (the allowable duration of their antidiffusion scheme is limited, precisely, because
of the ill-posedness of the problem).

In comparison, as will be seen, our particle-based antidiffusion scheme is not time-limited;
it is properly labeled in time, and it operates directly on the entire plume (or image). Based
on the observed plume, our algorithm is able to obtain successfully the (single or multiple)
unknown source locations after a finite backward time, approximating closely the true date
of release of the source.

2.3.2 Statistical turbulence literature

In the area of statistical fluid mechanics (turbulence), an elegant and often quoted paper
by Corrsin [14] adresses the problem of back-propagating the uncertainty or variability of
particle locations. This very short (2 page) paper is interesting, but not directly relevant for
our anti-diffusion problem. We explain this in more detail in order to point out possible
confusions with the various objectives of ‘back-propagation’ in the literature.

Corrsin’s 1972 paper focuses on a re-interpretation of hydrodynamic dispersion in a purely
advective flow field V(x,t), e.g. in stationary isotropic turbulence (Taylor, Batchelor). Instead
of studying the dispersion of arrival positions X(xo,t) from a fixed starting position (xo), he
studies the so-called “backward dispersion” (this is “possibly a better phrase than reverse
diffusion” in his own statement—but in our view both terms are misleading).

The “backward dispersion” in Corrsin’s paper is, in fact, the dispersion of those departure
points Xo(x,t) which all lead to the same arrival point (x) in a fixed time (t). The author obtains
an equivalence between this dispersion of departure points, and the classical dispersion of
arrival points. He interprets the results in the framework of statistical turbulence in terms of
velocity covariance functions. Particle trajectories undergo advective transport without dif-
fusion (there is no Wiener process involved). The aim of his paper is to re-interpret turbulent
dispersion, not to identify a source.

2.3.3 Environmental and groundwater literature

There are a number of potential applications of antidiffusive schemes in environmental fluid
dynamics, e.g., to name a few: source identification and inverse problems in groundwater
pollution; backtracking of oceanic oil spills; discrimination of storm cells in rainfall radar
measurements; and transit time distributions in atmospheric and ocean circulation models.

For instance, regarding the latter, Haine et al. [19] study the backward propagation of a
two-time PDF to build a boundary response function that serves for recovering the space-time
history of pollution C(x, t) from an observed time history of localized sea surface pollution
(C�SEA(t)). However, from now on, let us focus specifically on the groundwater literature.

The ‘back propagation’ of observed concentrations is an important topic in groundwa-
ter pollution problems: this question arises in various inverse problems, depending on the
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assumed observations, and it also intervenes in sensitivity analyses (sensitivity of contami-
nation with respect to source properties, aquifer properties, etc.).

But first, a few technical points may require clarifications (cf. Fadili and Ababou [2] for
details):

• Concentrations are often converted into discrete particles or markers with specified
masses. Each ‘particle’ can be interpreted as a concentration packet (infinitesimal or not).
An infinitesimal particle located at x = X(t) at time ‘t’ has infinitesimal mass dm(X(t)) =
C(x,t) dω where C is concentration (kg/m3), dω the elementary volume (m3).

• There is a profusion of terminology concerning “PDF’s” (Probability Density Functions).
The so-called ‘location PDF’ is the PDF of particle positions X(t) at any given time ‘t’. It
should be denoted fX(x, t). It is equal to concentration C(x,t) divided by total mass M(t).

• Also, PDF’s are abusively assimilated to ‘probabilities’ in some works. For simplicity,
let us consider the 1D case. The PDF fX(x, t) can be defined in terms of probability as
follows:

Pr{x ≤ X (t) ≤ x + dx} = fX (x, t)dx .

In Neupauer and Wilson [28], an adjoint operator method is used to back-propagate the PDF
(fx (X, τ )) of past positions X of a groundwater contaminant (see also Neupauer and Wilson
[29] and [30]). This so-called ‘backward probability’ represents the probability (density) of
a particle being located at position X at backward time τ = tTd, given that it was detected
with certainty at backward time τ = 0(t = Td) at a fixed observation point (or pumping
well) located at x = Xd = 0.

Remarkably, the backward PDF of Neupauer and Wilson (op. cit.) is governed by an
adjoint advection-diffusion equation, with (t) replaced by (τ ), (V) replaced by (−V), but the
diffusion term remaining unchanged. The equation is solved with initial condition specified
at backward time τ = 0. As a result, the variance of this ‘backward PDF’ increases with
backward time (τ ). This can be explained as follows: during back-propagation, the uncer-
tainty of particle positions (X) increases continually with backward time τ = t−Td, starting
with a zero variance at detection time (τ = t − Td = 0).

In contrast, the antidiffusion scheme presented in this paper attempts to reconstitute a
‘crisp’ initial position of the pollutant source, given an observation of the entire spatially
distributed plume at a given observation time t = Td. To achieve this, it is necessary to tackle
directly the anti-diffusion problem with (D) changed to (−D): thus, our objective is differ-
ent. It bears some similarities with other applications such as image deblurring (see earlier
comments concerning Li et al. [23]).

Finally, Milnes and Perrochet [24] tackle the problem of source identification by using
an adjoint backward time PDE with velocity reversed, but keeping the diffusion operator
positive (much as Neupauer and Wilson, op. cit.). Furthermore, to achieve their purpose,
they also use a result established earlier by Cornaton and Perrochet [12,13] in the context of
modeling of groundwater age, transit times, and life expectancy (Cornaton [11]). The latter
result can be summarized as follows (in our notations):

fX(x1, t) = f ∗
X(x0, τ )

where fX(x1, t) is the forward PDF evaluated at downstream location x1 in response to a point
source release at x0, and f∗X(x1, t) is the backward PDF evaluated at upstream location x0 in
response to a point source release at x = x1 (f* is f with V changed into −V). Note that this
identity is also related to Corrsin’s 1972 analyzis (reviewed earlier). Now, assuming that all
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advection-diffusion parameters are known, and assuming a single ideal point source, Milnes
and Perrochet used the above identity to identify the source by shrinking the concentration
contour of the plume during backward simulation.

In comparison with the present Reverse Antidiffusive Walk, their scheme is based on
back-propagating concentration iso-values, and therefore, as the authors recognize, it cannot
be considered as a direct physical shrinkage of the pollution plume back to its source. For
these reasons, their scheme cannot be straightforwardly generalized to multiple sources, as
the authors also recognize. In contrast, we will show in the sequel that the RAW scheme can
handle unknown multiple sources.

For completeness, let us mention that Milnes and Perrochet’s scheme is readily applicable
to cases with (known) spatially variable transport coefficients, as their test case demonstrates,
with the only proviso that a single ideal point source must be assumed.

3 Reverse Anti-diffusive Walk (RAW) Theory

The novel scheme developed in the remainder of this paper uses a “reverse”, anti-diffusive
particle random walk in a Lagrangian framework (as in the RWTPM scheme of Bagtzoglou
[6]). The novel scheme is named “Reverse Anti-diffusive Walk” or “RAW” for short. Its
main features were presented only summarily in earlier works (Bagtzoglou and Ababou [9];
Ababou et al. [3]).

The advective part of the transport problem will not be treated explicitly here. However, it
is clear that to obtain a reverse advective-diffusive particle scheme, the reverse random walk
method advocated in this paper should be implemented together with a reversed velocity field
(−V instead of V), which does not cause any problem, contrary to reverse diffusion.

The main point is that the novel particle-based scheme (RAW) achieves source identifi-
cation without having to deal with ill-posed or poorly conditioned inverse PDE problems.
Moreover (contrary to the above described RTPTM of Bagtzoglou [6]) it does not require
an adaptively increasing number of particles. As a consequence the computational require-
ments are less stringent and this enhances the ability to decrease the dispersion variance and
properly identify the sources.

3.1 Preliminary formulation of anti-diffusive particle walk

The main idea underlying the proposed “RAW” scheme is that anti-diffusion could be mod-
eled with a censored, nonlocal random walk, as defined below theoretically in continuous
time. For instance, assuming for simplicity that the observed particle cloud emanates from
a single diffusion source without advective transport, the following preliminary is proposed
(to be revised later towards an appropriate, operational discrete time scheme).

The basis of the proposed scheme for anti-diffusion is a continuous time, censored, non
local random walk, which could be formulated in multidimensional space as:

dX(t) =
∣∣∣∣
√

2D0 dU(t) = √
2D0 ξ(t)dt if SLOCAL = −SGLOBAL

0 otherwise
(4)

where the local and global ‘S’ quantities of Eq. 4 appear as a type of censoring mechanism.
In the case of 1D space, we propose the following censoring mechanism :

SLOCAL = Sign(dU (t)) (5)

SGLOBAL = Sign(X (t)− X(t)) (6)
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where dU(t) is the infinitesimal increment of a unit Wiener process U(t). ‘Anti-diffusive’
behavior is forced by the “minus” sign in ‘SLOCAL = −SGLOBAL’. This 1D scheme is non
local due to the fact that local displacement depends on mean displacement of the center of
mass, in Eq. 6. We will develop later on a 2D version of this scheme (see further below).

We now analyse the continuous time formulation of this scheme although we will see
later that it is physically meaningful only if implemented in discrete time. First, the previous
equations (4)-(6) can be reformulated as follows using the equilibrated Heaviside function:

H(x) =
∣∣∣∣∣∣
0 i f x < 0
1/2 i f x = 0
1 i f x > 0

. (7)

Using also the identity dX(t) = X(t + dt) − X(t), leads to:

X (t + dt) = X (t)+ √
2D0 dU {H(dU )(1 − H(δX))+ (1 − H(dU ))H(δX)))} (8)

where dU stands for dU(t), and δX is the deviation from the center of mass, given by:

δX (t) = X (t)− X(t) (9)

Recall that dU(t) is a random Gaussian variable (random increment) with zero mean and with
a variance proportional to the time increment, that is:

V ar(dU (t)) = dt (10)

This can be expressed compactly as: dU(t) is N(0, dt).

3.2 Reformulation of the general anti-diffusion algorithm in discrete time

We can now write the discrete-time form of the previously proposed algorithm as follows,
taking into account the special properties of the Wiener increment. A simple derivation of
the discrete time Wiener process is outlined in Appendix B. However, the reader is referred
to textbooks on Ito calculus for more mathematical insights.

First, let us define:

�W (t) = W (t +�t)− W (t) (11)

Note that the Wiener increment dW(t) differs by a factor (2D0)
1/2 from the unit increment

dU(t). Therefore, we have in pseudo-code form:

�W (t) = √
2D0�t ξ (12)

where ξ is a unit white noise process—or an uncorrelated random N(0,1) sequence in discrete
time.

The distance δX(t) to the center of mass of the plume (Eq. 9) can now be written in the
form:

δX (t +�t) = δX (t)+�W (t) 	{�W (t); δX (t)} (13)

where 	 is the censoring operator which allows only for ‘reverse’ displacements:

	{�W (t); δX (t)} = H(�W (t))(1 − H(δX (t)))

+(1 − H(�W (t)))H(δX (t)) (14)

123



50 Environ Fluid Mech (2010) 10:41–76

Note that Eq. 13 can also be written in terms of particle displacements and mean displacement.
Together with a generalization to multidimensional space, the scheme can be finally expressed
as:

�X(t) = �X(t)+ �W(t) 	{�W(t); δX(t)} (13′′)
where : �X(t) = X(t +�t)− X(t) and �X(t) = X(t +�t)− X(t).

Equation 14 describes the ‘censoring’ or ‘reverse’ operator 	. The time-step �t may be
constant (�t0) or adaptive (�tn) in Eq. 13. Both constant time-step and adaptive time-step
procedures will be described shortly. Note: if the operator 	 is replaced by the unit con-
stant “1”, and time step is maintained constant, the process modeled by Eq. 13 becomes the
classical Wiener diffusion process.

3.3 Probabilistic analysis of the 1D anti-diffusion scheme

3.3.1 First order moment(s)

The first step of probabilistic analysis is to calculate the 1st order moments of particles. As
stated earlier, the current approach can be later revised to account for reversed advection
(we continue to focus entirely on diffusion here). Now, using ensemble averaging, and under
certain conditions, the ensemble mean displacement remains constant:

X(t + dt) = X(t) (15)

This equation is obtained by averaging over the ensemble of all new positions, assuming
that the old positions are symmetrically distributed about the center of mass, and similarly
assuming that the initial distribution is symmetric. In addition, if the old particle positions
are symmetric, the new particle positions are also symmetrically distributed. Since these
properties hold for all times (or time steps), we obtain theoretically the following result:

X(t) = X(0),∀t → X (t)− X (t) = δX (t) = 0 X (t)− X(t) = δX (t) = 0, ∀t (16)

Namely, if the initial positions X (0) are symmetrically distributed, then they remain so at all
times. We can, therefore, rewrite the scheme as follows, in terms of the zero-mean variable
�X (t):

δX (t + dt) = δX (t)+ √
2D0dt dU (t)×

{H(dU (t))(1 − H(δX (t)))+ (1 − H(dU (t)))H(δX (t))} (17)

3.3.2 Second order moment(s)

The second step is to compute the variance of particle displacements at time t + dt, as follows:

V ar(X (t + dt)− X(0)) = σ 2
X (t + dt) = 〈(X (t + dt)− X(t + dt))2〉 ≈ 〈δX (t + dt)2〉

(18)

Inserting Eq. 17 for δX (t + dt), we obtain after some derivations (Appendix A):

σ 2
X (t + dt) = σ 2

X (t)− 4
√

2D0

π
σX (t)

√
dt + 2D0 dt (19)
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This can also be expressed by:

d(σ 2
X )

dt
= −σX

√
32D0

π2dt
+ 2D0 ⇒ �(σ 2

X )

�t
= −σX

√
32D0

π2�t
+ 2D0 (20)

The left-hand side of (20) is not a proper differential equation (it is a ‘pseudo-differential’
equation). However, it can be re-interpreted as the (improper) limit of the right-hand side
finite difference equation as�t → 0. Remarkably, the rate of change of variance is negative
(as desired) but blows up as�t → 0. In other words, the scheme is anti-diffusive but diverges
in continuous time. However, the scheme seems applicable in discrete time, with dt replaced
by a finite time step ∆t .

Moreover, it appears that adaptive time stepping can be used to control the anti-diffusive
rate. For instance, to maintain anti-diffusion at rate (-D), that is �σ 2/�t = 2D0, we shall
require a variable time step, dependent on the current value of variance, as follows:

�t = 2σ 2
X (t)

π2 D0
(21)

This yields the desired result, as can be seen by inserting the variable time step in previous
relations.

3.4 Can anti-diffusion be achieved with constant time step?

The previous analysis led to the conclusion that an adaptive (decreasing) time stepping scheme
is necessary in order to maintain a constant amount of anti-diffusion. Here, we analyse more
precisely the interrelations between the following parameters:

(i) time-step evolution versus time, or versus number of steps;
(ii) variance evolution (decrease rate);

(iii) total time to reach a satisfactory anti-diffuse solution; and
(iv) total number of steps required to reach a “satisfactory” anti-diffuse solution

where the term “satisfactory” means that the concentration has focused with a high degree
of spatial resolution, and at the correct rate, on the point source that originated the observed,
initially diffuse concentration plume.

3.5 Analysis of constant time-stepping scheme

For constant time step, �t = �t0, we obtain asymptotically (for �t0 small enough) an
equivalent continuous-time differential equation governing σX (t):

dσX (t)

dt
≈ −

√
8D0

π2�t0
+ D0

σX (t)
(22)

This differential equation was solved explicitly in terms of σ (t), whence the variance σ 2(t)
for all times. The resulting variance is non-increasing, and its asymptotic value (or infinite
time limit) is:

σ 2
M I N =

(π
4

)2
2D0�t0 (23)
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In fact, the explicit solution at all times can be expressed as follows in terms of the minimum
attainable variance or the associated standard deviation σ (t):

σ(t) ≈ σM I N + (σ (0)− σM I N ) exp

(
−1

2

(
4

π

)2 t

�t0

)
(24)

Indeed we see here that σ (t) will be a non-increasing function if and only if the time step is
less than a critical time step, as follows:

�t0 <

(
4

π

)2 σ 2
0

2D0
. (25)

This severe constraint on the time step drastically limits the applicability of the constant
time-stepping scheme. In addition, Fickian anti-diffusion can never be obtained, regardless
of �t0.

3.6 Adaptive time stepping

Because of the limitations of the constant time step approach, a new reverse random walk
scheme is proposed based on adaptive, variable time-stepping.

The continuous-time equivalent equation governing the variance of the censored random
walk scheme, was considered with a time-varying time step∆t (t), which leads to the desired
result, i.e., anti-diffusion of the plume at a (negative) Fickian rate. Alternatively, this can be
accomplished in a discrete time framework with time varying �tn for numerical implemen-
tation, as presented below.

Let us start again with the variable time step version of equation (20) governing the
dispersion variance, in either continuous or discrete time:

d(σ 2
X )

dt
≈ −σX

√
32D0

π2dt (t)
+ 2D0 or

�(σ 2
X )

�tn
≈ −σX

√
32D0

π2�tn
+ 2D0 (26)

We can now choose the variable time step dt(t) or�tn in order to achieve a prescribed, constant
anti-diffusive rate (D1) such that dσ 2/dt = −2D1. With this requirement, we obtain:

dt (t) = η
σ 2

X (t)

2D0
or �tn+1 = η

σ 2
X (tn)

2D0
where η =

(
4

π

)2 1

(1 + D1/D0)2
(27)

It should be emphasized that the pseudo-diffusion coefficient D0 is used to adjust the inten-
sity of the jumps in the censored random walk, while D1is the anti-diffusion rate required
to achieve source identification (and D0 �= D1 in general). Observe also that the initial time
step (�t1) depends on the initial spread variance of the plume and on the ratio (D1/D0) as
follows:

�t1 =
(

4

π

)2 1

(1 + D1/D0)2

σ 2
X (0)

2D0
(28)

In the proposed scheme, either the initial time step (�t1) is selected as a free parameter, or
else, D0 is selected and �t1 is deduced from D0.
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Using recursive arguments, and using Eqs. 26–27, it can be shown that:

{
�tn = �t1βn−1;
σ 2(tn) = σ 2(tn−1)− 2D1 �tn = σ 2(0)− 2D1 tn = σ 2(0)− 2D1 �t1

1−βn

1−β
(29)

β = 1 − η
D1

D0
= 1 −

(
4

π

)2 D1/D0

(1 + D1/D0)2
(30)

These analytical results demonstrate that Fickian anti-diffusion can be achieved with variable
time steps. Other remarks can be summarized as follows.

i. First, we note that 1/2 < β < 1 ∀ (D1/D0) (the lower bound may not be tight)
ii. Choosing a large D1 >> D0 is equivalent to choosing a small time step, and a β close

to unity (implying a slow rate of decay of the time step);
iii. Choosing a small D1 << D0 is equivalent to choosing a rather large time step, and also,

a β very close to unity (implying a slow rate of decay of the time step); and
iv. Choosing D1 = D0 yields the smallest value of β (βM I N ≈ 0.5947), and the fastest rate

of decay of the time step (as a power law).
v. The scheme leads to an upper limit time, tSUP (in the direction of past) that cannot be

exceeded; this asymptotic backward time tSUP corresponds to the forward time required
for the plume to spread to its present observed state.

The limit time, tSUP, is given by:

lim
n→∞ tn = tSU P = �t1

(π
4

)2
(
(1 + D1/D0)

2

D1/D0

)
= σ 2

X (0)

2D1
(31)

where Eq. 28 was used for the last equality. It is seen that the maximum anti-diffusion time
tSUP depends only on the initial variance of the plume, and on the required antidiffusion rate
D1.

The limit of σ 2(tn) as n → ∞ is zero. This anti-diffusion scheme is therefore asymptoti-
cally perfect, i.e., 100% efficient in the limit as n → ∞ and�tn → 0. However, tsup is never
attained numerically, and the final variance is non zero, to a degree that depends on initial
time step selection (more on this later).

The practical computational performance of the scheme can be evaluated, in part, by the
number of time steps needed to reduce the initial variance by a given factor. Considering here
the special choice D0 = D1, a good performance should be obtained for n ≈ 10 time steps:

n ≈ 10 → σ 2(tn) ≈ σ 2
0 (0.594715)10 → σ 2(tn)/σ

2
0 ≈ 0.0055 ≈ 1/1000.

In other words, the variance reduction after 10 time steps is better than 1/1000 of the original
variance, and the variance continues to be reduced indefinitely as n increases. Thus, after 25
steps the variance reduction ratio is on the order of 10−6. The corresponding spread of the
plume (square root of dispersion variance) has decreased by a factor 1/1000 in just 25 steps.

This concludes the theoretical section on the numerical implementation of anti-diffusion
based on a non local RAW scheme in 1D space using an adaptive time-stepping scheme.
In the next section, some tests are presented and compared to the theory using synthetic 1D
gaussian plumes as a surrogate for ‘observations’ of the concentration distribution.
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Fig. 1 The red curve is the initial Gaussian; the black curve is the fitted gaussian at the tenth time step (time
t = t(10))

4 Numerical tests in 1D with the non local ‘RAW’ scheme

The following figures illustrate 1D anti-diffusion results obtained numerically with the ‘non
local’ censored random walk scheme, based on adaptive time stepping, and satisfying all
the theoretical criteria developed in the previous section. Recall that the purpose of the
adaptive time-stepping procedure was to achieve a constant anti-diffusion rate such that
dσ 2/dt = −2D1.

Two slightly different implementations were tested for adaptive time stepping : (i) ”ana-
lytical”, based on assuming a theoretical Gaussian plume; and (ii) “numerical”, based on
using the actual calculated moments of the plume, including not only the dispersion variance
σ 2, but also the center of mass.

Another issue being investigated is the choice of the diffusion ratio D1/D0, where D1 is
the “target” diffusion (the backward-diffusion rate to be achieved), while D0 is a “techni-
cal” pseudo-diffusion rate used in the censored random walk algorithm. The choice of D0

determines the initial value and the rate of decay of the time step (and vice-versa).
Figure 1 shows some results obtained with a synthetic 1D gaussian plume discretized

into 10 000 particles, over a span of 50 variable time steps, with a relatively coarse initial
�t(D1/D0 = 1/10). The anti-diffusion process is depicted via PDF histograms of particle
positions plotted at two different times: t=0 (above) and at the tenth time steps (t10). The
concentration histograms at each time are compared to gaussian curves fitted by the method
of moments. It can be seen that the plume remains approximately Gaussian while it becomes
narrower due to anti-diffusion.
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Fig. 2 Evolution of concentration from step 0 (top) to step 250 (middle) to step 500 (bottom); the time span
for the last 250 steps is only 0.985 time units, vs. 49.3 time units for the first 250 steps

Figures 2, 3, 4 show the results obtained for a gaussian plume with 25000 particles, 500
variable time steps, and a relatively coarse initial time step corresponding to D1/D0=1/100.
The time reached after 250 steps is t = 49.3 time units, and after 500 steps, t = 50.285 time
units. Figure 2 shows the histograms of concentrations (PDF) at time steps n = 0 (initial), n =
250 and n = 500 steps. The plume narrows down to a Dirac while remaining approximately
gaussian. Figure 3 shows a space-time plot of the particle cloud, where the ordinate axis
represents time. And finally, Fig. 4 shows the evolution of dispersion variance versus time
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Fig. 3 Space-time plot of the particle cloud during 500 time steps of anti-diffusion with 25000 particles. The
ordinate axis represents time; time evolves upwards with anti-diffusion
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Fig. 4 Time evolution of the dispersion variance of the plume during anti-diffusion wiuth the RAW scheme
(500 time steps, and slightly over 50 time units)

over the entire time span (500 time steps, slightly over 50 time units); it can be seen here that
the simulation conducted with the RAW scheme matches quite closely the required ‘reverse
fickian’ behavior.
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In summary, the 1D numerical tests (Figs. 1, 2, 3, 4) indicate that:

i. for small initial time step (case D1/D0 ≥ 1), back-diffusion reduces the dispersion var-
iance but does not attain a 100% reduction of the spread of the plume; the intermediate
concentration distributions do not seem to tend to a Gaussian, except perhaps at the
end of the back-diffusion process when the plume is reduced to a single spike at the
origin;

ii. for large initial time step (case D1/D0 << 1), on the contrary, the back-dif-
fusion process appears to attain a 100% reduction of the spread of the plume
in finite time; moreover, the resulting concentration distributions remain close to
Gaussian during the entire process, and tends to a Dirac or single spike in finite
time.

Since the best results are obtained with larger initial time steps, it may be concluded that
there is a trade off between time resolution and efficiency. The price to pay for finer time
resolution is incomplete convergence of the back-diffusing plume towards its original Dirac
source. For this reason, the results obtained with larger time steps (say with D1/D0 = 1/10
or less) are more satisfactory.

5 Numerical results in 2D with the non local RAW scheme

5.1 The RAW algorithm for 2D isotropic anti-diffusion

We adapted the 1D theory to the case of 2D isotropic back-diffusion, starting with initially
diffuse isotropic gaussian plumes. We used the same basic idea of a censored random walk
in the 2D plane, similar to the 1D case. The plane direction vector of each particle is used to
implement the censorship.

Briefly, for each particle, the 2D isotropic censored displacement algorithm in the (x,y)
plane is:

i. Define the relative distance of particles to their global center of mass
δR = √

δX2 + δY 2, where δX = X − Xand δY = Y − Y

ii. Define δR+ =
√
δX2+ + δY 2+ where:

a. δX+(t) = δX (t)+ d XW (t) and δY+(t) = δY (t)+ dYW (t)
b. d XW (t) = √

2D0dt .G X and dYW (t) = √
2D0dt .GY

iii. Define the isotropic censoring operator 	 :
if δR+(t) > δR(t)then 	 = 0 else 	 = 1.

iv. Implement the censored walk displacement in terms of relative positions:
δX (t + dt) = δX (t)+ 	(t)d XW (t) and δY (t + dt) = δY (t)+ 	(t)dYW (t)
from which one deduces the new absolute positions:
X (t + dt) ≈ X(t)+ δX (t + dt) and Y (t + dt) ≈ Y (t)+ δY (t + dt).

Note that this algorithm is summarized here in the form of an equivalent continuous-time
algorithm for convenience, but the discrete-time version can be easily deduced. With dis-
crete time steps, GX and GY are defined as two purely random uncorrelated sequences of
normalized N(0,1) gaussian numbers.

In addition, a discrete time solution with adaptive time-stepping scheme is used, based on
the same algorithm as in the 1D case with σ 2

X replaced by σ 2 where σ 2 = (σ 2
X + σ 2

Y )/2.
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As can be seen further below, numerical tests demonstrate that both the new 2D censoring
and adaptive time-stepping procedures produce the correct results for isotropic plumes, with
one proviso, namely that the diffusion ratio ω = D1/D0 (which controls time-stepping) must
be held close to ω = 1/10.

5.2 Numerical simulation tests with anti-diffusion on 2D isotropic plumes

Starting with a 2D isotropic Gaussian plume C(x,y), we choose to represent the plume at all
times as a histogram of particle clouds versus radial distance (r) to its center of mass. Indeed
(see any probability textbook) that, for a bivariate Gaussian, the radial function C(r) follows
a Rayleigh distribution.

We implemented our 2D isotropic anti-diffusive walk, and we fitted (by the method of
moments) a Rayleigh distribution to our simulated concentration profiles C(r): Figs. 5, 6

It turns out that the Rayleigh distribution fits quite well the numerical plumes obtained at
all times during anti-diffusion. This indicates that the anti-diffused plumes remain close to
bivariate isotropic Gaussian, even as they become narrower due to anti-diffusion (a satisfac-
tory result).

In addition, we compared the analytical (theoretical) and computed (numerical) disper-
sion variance during the 2D isotropic anti-diffusion process: Fig. 7. The computed dispersion
variance was rendered “isotropic”, i.e., it was re-defined as:

σ 2 = (σ 2
X + σ 2

Y )/2.

It can be clearly seen from the results in Fig. 7 that the 2D variance σ 2(t) decreases almost
linearly with time, at the rate −2D1t, that is at an ‘anti-fickian’ rate. . .as required.

However, two issues are worth noting concerning the RAW scheme for 2D isotropic
plumes:

i. Satisfactory results (gaussian distribution and anti-fickian rate) were achieved only for
a diffusion ratio ω=D1/D0 in the vicinity of 1/10. This ratio controls the initial time
step. This suggests that consistant anti-fickian diffusion can only be obtained within a
narrow range of initial time steps in 2D (it is not known whether this constraint becomes
more relaxed in 3D).

ii. The previous results, analyzed in terms of the Rayleigh distribution, do not suffice to
demonstrate that the isotropy of the plume is indeed preserved. However, isotropy can
be verified directly by plotting space-time particle clouds or, better, the concentration
distributions in the (x,y) plane at various times (Fig. 8). It is seen that the concentra-
tion plume remains indeed close to the isotropic bivariate gaussian distribution at all
times.

6 Localized ‘RAW’ schemes : back-diffusion on local neighborhoods

The ‘global’ anti-diffusion scheme of the previous sections was designed to refocus an exist-
ing ‘unimodal’ plume towards its center of mass. The encouraging results of 1D/2D tests
confirm that it is possible to achieve this objective with a particle-based random walk scheme
using a simple ‘non local’ censoring algorithm. However, for more practical applications, it
is necessary to implement more flexible schemes adapted to complex situations such as: non
point sources; non isotropic macro-dispersion; heterogeneous advection velocity; multiple
or multimodal plumes, unknown sources, etc. In this section, a ‘localized’ version of the
censoring algorithm will be tested.
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Fig. 5 above Initial gaussian isotropic plume with unit variance, shown in terms of its radial distribution C(r)
(Rayleigh); and the radial distribution C(r) obtained after 10 steps of anti-diffusion (t = 3.72 time units).
There are only 1000 particles in this simulation. below Space-time plot of the particle 2D cloud during 10 time
steps of isotropic anti-diffusion. The ordinate axis represents time (evolving upwards during anti-diffusion).
There are only 1000 particles in this simulation
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Fig. 6 above Initial gaussian isotropic plume with unit variance, shown in terms of its radial distribution
C(r) (Rayleigh); and the radial distribution C(r) after 25 steps of anti-diffusion (t = 4.87 time units). There
are 10000 particles. The diffusion ratio is: ω = D1/D0 = 1/10. below Space-time plot of 2D particle cloud
during 25 time steps of isotropic anti-diffusion. The ordinate axis represents time, evolving upwards during
anti-diffusion. There are 10000 particles. The diffusion ratio is: ω = D1/D0 = 1/10
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Fig. 7 The circles represents the simulated evolution of the dispersion variance (σ 2
X +σ 2

Y )/2, to be compared
to the theoretically required one (green line), over 1000 anti-diffusion steps (10 000 particles; diffusion ratio:
ω = D1/D0 = 1/10)

Fickian diffusion is a local phenomenon in the following sense: it can be modeled (macro-
scopically) as a local flux from high concentration zones to low concentration zones (‘local’
being understood here at the mesoscopic scale of many particles, such that a local mass flux
density and a local mass concentration can be defined: see for instance Fadili et al. [17]).

It is therefore necessary to account for the preferential directions of diffusion, from high
to low concentration zones, in order to back-track and back-diffuse the detailed space-time
history of a diffusive plume. Clearly, the disadvantage of the previous non local scheme is that
it does not distinguish between single unimodal plumes and multiple or multimodal plumes.
Indeed, with the non local RAW scheme, the plume will always be reduced to a single Dirac
located at a single point, regardless of the complexity of the observed concentration pattern.

The new localized class of anti-diffusion schemes studied in this section stem from that
remark.

The purpose is now to develop reverse particle walks (RAW schemes) that implement
back-diffusion locally and directionally (pro-gradient), using information in a local neigh-
borhood of each particle. Again, the main idea is to “censor” the random walk, but this time,
based on local information.

We distinguish several methods for defining the relevant type of neighborhood:

• Cartesian neighborhood. The neighborhood of a particle is defined as a rectangular box
(parallelepiped) centered around the particle. The local center of mass is then computed
inside this rectangular box. This method is easily implementable, but one drawback is
that it defines a non isotropic neighborhood, with preferential directions along the (x,y,z)
axes.
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Fig. 8 Simulated 2D concentration distribution in the (x,y) plane at three different times during the
anti-diffusive particle walk (10000 particles; diffusion ratio: ω = D1/D0 = 1/10): initially “observed”
isotropic gaussian plume with unit variance (above); anti-diffuse plume after 25 steps (middle); anti-diffuse
plume after 1000 steps (below)

• Spherical or ellipsoidal neighborhood. The particle neighborhood is defined as either a
sphere or possibly (depending on a priori information) an ellipsoid centered around the
particle. The local center of mass is then computed inside this spheroidal neighborhood.

Once the neighborhood method has been defined, different schemes may be used to compute
the local gradient or the local direction of anti-diffusive flux, for each particle, based on
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Fig. 9 Schematic illustration of 1 step of the localized anti-diffusive scheme for 1 particle (the green particle
at the center). The random walk is censored based on the local center of mass (blue square) computed in a local
neighborhood of the particle (elliptical shape). The displacement to be implemented a priori is the Wiener
step dW (purple arrow), but for the configuration shown here, the particle will not be displaced

information collected inside the neighborhood. This is now detailed in the next section—the
methods will be tested numerically on some multiple/composite plumes (further below).

6.1 Localized neighborhood scheme based on the local center of mass

In this variant, one computes for each particle to be displaced, the local center of mass in the
neighborhood � of the particle, as illustrated below in the 2D case (although valid in 3D).

By analogy with the censoring operator 	 defined in previous sections, a condition is
tested to decide whether or not to displace particles. For each particle “p”, the test is based
on the sign of the scalar product between the Wiener displacement vector dWp and the
separation vector δXp between the particle (p) and its associated center of mass (based on
the local neighborhood �P ). That is, we let:

δXp = Xp − X
∣∣
�p ; X

∣∣
�p =

∑
k∈�

mkXk/
∑
k∈�

mk .

The sign test is then implemented on the scalar product dWp • δXp as follows (see also
Fig. 9):

if dWp • δXp > 0: implement the displacement step (censor state: 	 = 1);
if dWp • δXp < 0 : do not implement the displacement step (censor state: 	 = 0).

6.2 Localized neighborhood scheme based on local gradient direction

This variant implements a localized censored walk of particles by forcing them to go “pro-
gradient”, using a local estimation of the concentration gradient direction based on counting
particles along at least M directions in M-Dimensional space. We tested in particular a
method utilizing only 2 principal directions, in 2D space (see Fig. 10). This method can give
a satisfactory estimation of the gradient, provided sufficiently large number of particles in
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Fig. 10 Schematic representation of the localized scheme based on concentration gradient. Each component
of the gradient is computed separately as shown. The components are then assembled into a vector gradient,
which is used to split the particle neighborhood in two half-domains

the neighborhood (more precisely, in each subdomain or quadrant). However, is some less
favorable cases (not shown here), this method appears to generate spurious anisotropy due
to the choice of only 2 directions to evaluate the 2D gradient.

A more satisfactory version consists in using many directions, rather than just two (Fig. 11).
The multi-directional gradient estimation method is based on the fact that, for any scalar

field C, the gradient vector grad C is aligned with the direction that maximizes the directional
derivative dC/dn = n gradC along the unit vector n. Also, it is known that dC/dn = ngradC,
this identity being sometimes viewed as defining the directional derivative dC/dn. With these
remarks in mind, the proposed method can be formalized as follows:

• We seek to maximise the quantity dC/dn = n(θ ) Grad C in 2D space, where n(θ ) is a unit
vector defined by its polar coordinate angle (θ), such that:

θ = (n(θ), x1) ∈ [0, 2π ], i.e. n(θ) = [cos(θ), sin(θ)]T .

• The directional derivative of concentration is then evaluated for different values of θ ,
within a local neigborhood �, simply by partitioning � orthogonally to vector n(θ ) and
counting the particles in each of the two half-domains (see Fig. 11). With this, one obtains:
(−−−→

Grad(C) · �n(θ)
)

p0
≡ α ≡

∑
p∈�p0

m p

{
H

(−−−−→
X p X p0 · �n(θ)

)
− H

(
−−−−−→

X p X p0 · �n(θ)
)}
,

where H is the Heaviside step function defined by H(x) = 1 if x> 0, H(x) = 0 otherwise.
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Fig. 11 Schematic representation of a multidirectional version of the localized scheme: it is based on the
maximal value of the directional derivative. The scheme involves computing the directional derivative “dC/dn”
over many directions (θ ), and finding the direction that yields the maximal value. This direction of maximal
gradient is then chosen to split the neighbourhood into two half-domains

The localized RAW scheme was tested with different ‘localization methods’, and different
sizes of the neighbourhood, for both single and multiple sources, of which only the ‘final’
concentration distribution was ‘observed’.

Overall, the tests indicate that an overly large neighbourhood makes it difficult to discrim-
inate between different sources; indeed, the limit of infinite neighbourhood yields the ‘non
local’ RAW scheme (which can only converge to a single source regardless of the observed
concentration distribution). Convertly, if the neighbourhood is chosen too small, it leads to
‘noise’ and the appearance of many spurious sources as the anti-diffusion process progresses.

We now present these tests in more detail.

6.3 Simulation tests with localized back-diffusion: two point sources in 1D space

The following results were obtained for the case of two point sources in 1D: Figs. 12a, b, 13.

6.4 A simulation test with localized back-diffusion: two point sources in 2D space

The following 2D result was obtained for the case of two intertwined plumes emanating from
two (a priori unknown) point sources: see Fig. 14.

6.5 A simulation test with localized back-diffusion: four point sources in 2D space

Finally, we present in more detail the results obtained with the localized back-diffusion
‘RAW’ scheme for the case of four point sources in 2D space (Fig. 15a, b, c, d).

In this test, the initial (observed) particle plume due to 4 instantaneous point sources is
fairly mixed up. This multimodal plume was generated by forward diffusion with 40,000
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Fig. 12 a Unsuccessful attempt to back-diffuse the concentration field emanating from two point sources
(localized RAW scheme—method 3): the process leads to a single source instead of two sources, due to an
overly large search neighbourhood. b A more successful attempt to back-diffuse the concentration field ema-
nating from two point sources (localized RAW scheme—method 3): the process leads to the two original point
sources at their approximately correct positions
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Fig. 13 A fully successful back-diffusion of a concentration field emanating from two point sources, using a
non-local version of the ‘RAW’ scheme: initial plume (top) and final plume (bottom)

(fourty thousand) particles. The 4 point sources were located at points (x,y) = (5,5), (5,10),
(10,5) and (10,10). The forward diffusion rate was D = 0.1m2/s, and forward time is T = 5 s
(that is, the time of observation of the multimodal plume is T = 5 s). Note that the space-time
units used here are arbitrary and can be modified. For example, length units may be changed

123



68 Environ Fluid Mech (2010) 10:41–76

Fig. 14 A successful 2D back-diffusion test on a concentration field emanating from two point sources, using
a non-local version of the ‘RAW’ scheme: initial plume (left) and final plume (right)

into kilometers and time units into millions of seconds; in that case, the time of observation
of the multimodal plume is T = 5 × 1.0E6s ≈ 11.6 days.

Figures 15a, b, c, d display the back-diffused concentration field, respectively, at backward
diffusion times tbackwards = 0, 1, 2, 3 units of time.

At early stages (Fig. 15b) it can be seen that the localized RAW algorithm does a good
job at re-focusing the particles towards their respective point sources. However, at the same
time, the algorithm cannot perfectly ‘unmerge’ the four different plumes in the interaction
regions (“no man’s lands” or “passes”). Mathematically, these regions are located around
saddle points of the concentration field. Clearly, these are the regions where most of the
spurious interferences occur during back-diffusion.

At a later stage (Fig. 15c), the efficiency of the reverse diffusion scheme becomes more
obvious. It is now clearer that the initial observed plume corresponds to 4 distinct sources,
which can be localized efficiently. Again, some small particle clouds appear in the interme-
diate merging zones where concentration gradient is small (the so-called “no man’s lands”)
but the amount of particles in these areas is negligible, as will be shown further below.

At terminal stages (Fig. 15d), a very sharp re-focalization of the multimodal plume into
its four original point sources has been achieved. Recall that the total diffusion time was
T = 5 units. Therefore, the remaining time necessary for fickian back-diffusion into per-
fectly sharp point sources would be 5 − 3 = 2 time units. However, since focalization is
already quite good, the back-diffusion simulation is stopped at this point.

Finally, the previous conclusions are confirmed by the final histograms of particle mass
along the X and Y directions, shown in Fig. 16a and b, respectively. The histograms were
computed in order to evaluate the centroïd of the plumes, and the amount of particles in the
“no man’s lands”. The histograms are shown here on a logarithmic scale (decimal log of the
number of particles). The important fact to be noted is that the total amount of particles is 40
000 (or 10 000 particles for each of the 4 sources), while the spurious central cloud contains
only a few hundreds of particles.

7 Summary, conclusions, and outlook

To sum up, a novel scheme (RAW: Reverse Anti-diffusive Walk) was developed in order to
back-diffuse concentration plumes and identify pollution sources. The scheme is based on a
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Fig. 15 a Time tbackwards = 0: initial observation of a particle plume due to four instantaneous point sources
located at points (x,y) = (5,5), (5,10), (10,5) and (10,10). The sources have diffused for T = 5.5 units of time.
The back-diffusion process will now be started (see next figures). b Time tbackwards = 1s: backward diffusion
from the initial plume (a). The 4 colours (red, black, blue, green) represent the original point sources, but the
algorithm did not use this information. c Time tbackwards = 2 s: backward diffusion from the initial plume
(a). The 4 colours (red, black, blue, green) represent the original point sources, but the algorithm did not use
this information. d Time tbackwards = 3s: backward diffusion from the initial plume (a). The 4 colours (red,
black, blue, green) represent the original point sources, but the algorithm did not use this information

censored random walk of Lagrangian particles, with adaptive time stepping and two versions
with respect to the search region (global/local).

• A basic version of the RAW scheme was presented first: the non local (global) antidif-
fusion scheme. It is based on a “censored” random walk with adaptive time step, whose
properties are tailored to produce just the right amount of “Fickian anti-diffusion” in
order to force the current (or “final”) plume to evolve backwards in time, at the correct
rate, towards its “initial” point source.

• This scheme was formulated and then studied analytically in 1D space, first in continu-
ous time, then in discrete time. Variable time stepping is essential to the procedure. The
discrete time theory was then confirmed by numerical tests with 1D gaussian plumes.
The scheme was also extended to 2D space, and tested for isotropic gaussian plumes.
Overall, it was shown that the “RAW” scheme is able to back-diffuse the 1D and 2D
plumes correctly to their original point source.
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Fig. 16 a Final histogram of particle mass along the X direction (4 source problem). b Final histogram of
particle mass along the Y direction (4 source problem)

• Finally, a localized version of the RAW scheme was developed to deal with complex mul-
timodal plumes, multiple sources, and/or distributed sources. Some tests were presented
to illustrate, among other examples, the scheme’s ability to discriminate between several
point sources, given an observation of a ‘mixed up’ multimodal plume.

The nonlocal version of the scheme, although somewhat limited in scope, was analyzed
theoretically and tested numerically. The scheme appears to be quite efficient for recovering
the original concentrated source by anti-diffusing at a nearly constant rate, and it is also
asymptotically exact in the case of a Gaussian plume. “Exact” means here that the proposed
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scheme makes the plume back-diffuse at a constant anti-fickian rate until the plume has almost
completely re-focused on its initial Dirac source. In other words, the solution of the numeri-
cal scheme converges asymptotically to the Dirac source, in terms or particle histograms or
concentrations.

Furthermore, the scheme is also asymptotically stable as the number of time steps grows
to infinity the term asymptotic refers to the fact that an infinite number of time steps is
required to achieve total anti-diffusion (albeit in a finite time span). Note that the time step
decreases monotonically (for a Gaussian plume) and the scheme converges in a finite time
(Tsup < ∞). For these reasons, the property of asympotic time-stability is defined here as
follows : �t(n) varies according to the proposed scheme, and n→ ∞. This is compatible
with the usual definition of time-stability for a constant finite time step (note that we are
referring to time-stability, not Lax-Richtmeyer stability).

The ability of the RAW scheme to generate an “exact”, stable, convergent anti-diffusion
process with constant rate has important implications. The time taken to reverse back to the
original instantaneous point source from an “observed” (Gaussian) plume, coïncides with the
time required to obtain the same Gaussian plume by forward diffusion from an initial Dirac
source. Now, a question arises:

Why is it possible to implement a direct anti-diffusion scheme in spite of the ill-
posedness and irreversibility of the diffusion process ?

In reply to this question, we first note that, while information on individual particles is neces-
sarily lost in the diffusion process (increasing entropy), collective information embodied in
‘moments’ or ‘PDF’s’ is a different matter. Secondly, it is important to note that our anti-
diffusion scheme controls the first and second order moments of the particle cloud, but not the
full PDF of particle positions. This is probably one of the reasons of the reasonable behavior
of our anti-diffusion scheme.

Indeed, while it is well known that the diffusion PDE is ill-posed when solved backwards
(with final conditions)—our method is driven, not by an anti-diffusive PDE, but by an anti-
diffusive stochastic differential system of particles. Furthermore, our scheme is designed to
drive backwards only a limited number of moments. It does not attempt to recover the full
PDF. In general, an infinite number of moments is required for recovering the full concen-
tration distribution or the PDF of particle positions (for an analyzis of the related ‘Moment
Inverse Problem’, see Ababou et al. [2] or Fadili et al. [17]).

In conclusion, the transient back-diffused concentration field C(x,t) produced by our
censored random walk is not necessarily the complete exact solution of the anti-diffusion
problem, and the detailed properties of the antidiffusing concentration C(x, t) remain to be
analyzed more completely. However, the numerical 1D/2D tests presented here suggest,
empirically, that the anti-diffusing concentration C(x, t) remains close to gaussian at all
times if the starting plume is itself gaussian.

Finally, let us comment on future applications of the more flexible localized RAW scheme.
This scheme has a natural potential for adaptivity. It uses an adjustable (finite) neighbourhood
search region for the censoring operator. The results obtained so far on various test prob-
lems appear convincing. Thus, it was shown in this paper that it is possible to discriminate
among intertwined contaminant plumes from several distinct point sources (with successful
recovery of the individual sources at their correct locations and at the correct date). In more
complex applications, the results will certainly depend on a careful (adaptive) choice of the
search region. The objective, in future, is to generalize the localized RAW scheme for identi-
fying sources in more complex cases involving heterogeneous field pollution, with advective
transport and velocity-dependent, tensorial hydrodynamic dispersion.
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Appendix A

A. Analytical probabilistic displacement & time stepping formulae

(i) Truncated gaussian PDF

The PDF of a positively truncated Gaussian N+(0, 1) is: f +(x) = 2√
2π

exp
(
− x2

2

)
H(x)

The PDF of a negatively truncated Gaussian N−(0, 1) is: f −(x) = 2√
2π

exp
(
− x2

2

)
(1 − H(x))

(ii) Mean displacements

In the text, we defined �X(t), the particle position(s) relative to the center of mass
�X(t),�X (t) = X (t) − �X(t). The evolution of the center of mass must be known before
examining second order moments. We claim that, under certain conditions, we have simply
�X(t + dt) = �X(t), where we use (for short), the notation �X(t) ≡ E(X (t)) ≡ 〈X (t)〉.

Let us show that the center of mass remains constant. Let us show that this is true for
X(t + dt) (or X(t +�t)), provided that the old distribution X(t) is symmetric about its own
center of mass. Indeed, using ensemble averages, we have:

X (t + dt) = X (t)+ √
2D dU (t) {H(dU )(1 − H(�X))+ (1 − H(dU ))H(�X)))}

〈X (t + dt)〉 = 〈X (t)〉 + √
2D {〈dU (t)H(dU )(1 − H(�X))〉

+〈dU (t)(1 − H(dU ))H(�X)))〉}
But, since U(t) is independent of X(t), we get:

〈X (t + dt)〉 = 〈X (t)〉 + √
2D

×{〈dU (t)H(dU )〉〈(1 − H(�X))〉 + 〈dU (t)(1 − H(dU ))〉〈H(�X)〉}
Since we assume that the old distribution X(t) is symmetric about its own center of mass,
then �X(t) is symmetrically distributed about zero, and as a consequence, it easily shown
that:

〈H(�X (t))〉 = 〈(1 − H(�X (t)))〉 = 0,

whence the announced result:

〈X (t + dt)〉 = 〈X (t)〉, ∀t

(iii) Averages of truncated Gaussians (censored random steps)

The probabilistic calculations (variance of censored random walk) involve the mathematical
expectation (average) integral I + = ∫ ∞

0 f +(x)xdx , where f+(x) is a positively truncated
N+(0, σ 2)Gaussian density, with zero mean and variance σ 2. In the text, we need to compute
this average in four cases: (i) when σ 2 = σ 2

X (t), (ii) when σ 2 is equal to dt (or discrete �t),
and similarly for the negatively truncated Gaussian. For the positively truncated N+(0, σ 2)

PDF, we obtain:
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I + =
∞∫

0

f +(x)xdx = 2√
2πdt

∞∫

0

x exp

(
− x2

2dt

)
dx

I + = 2

√
σ 2

2π

∞∫

0

e−vdv with v = x2

2σ 2

I + = 2

√
σ 2

2π
[−0 + 1] = 2

√
σ 2

2π
.

Whence, in the text, the following results were obtained by replacing σ 2 by σ 2
X or by dt, and

replacing “+” by “−” as the case may be (note that the first equation gives the average of the
truncated random increment dW+ = dW × H(dW), and similarly for the other equations):

〈dW (t)H(dW (t))〉 = I +(dt) = +2
√

dt√
2π

〈�X (t)(1 − H(�X (t)))〉 = I −(σ 2
X ) = −2σX (t)√

2π

〈dW (t)(1 − H(dW (t)))〉 = I −(dt) = −2
√

dt√
2π

〈�X (t)H(�X (t))〉 = I +(σ 2
X ) = +2σX (t)√

2π

(iv) Second order moments of truncated Gaussians (censored random steps)

In the text we need to evaluate the following second order moments of the positively (+) and
negatively (−) truncated unit Wiener process dU(t) :

M+
2 ≡ 〈dU (t)2 H(dU (t))2〉 and/or M−

2 ≡ 〈dU (t)2(1 − H(dU (t)))2〉
First, it is clear that these two moments are identical by symmetry, since dU is symmetric about
its zero mean. So we need only compute M+

2 . Secondly, we know that dU(t) is a zero-mean
random Gaussian increment with variance dt. The random variable dU+(t) = dU×H(dU(t))
is the corresponding truncated Gaussian increment. Now, let us replace formally the symbol
dU(t) by the symbol “x”. Then, “x” is Gaussian N(0,σ 2) with variance σ 2 = dt. Denoting
f+(x) the corresponding truncated Gaussian PDF, our task boils down to evaluating the second
order moment:

M+
2 =

∞∫

0

x2 f +(x) dx where f +(x) =
∣∣∣∣∣

2√
2πσ 2

exp
(
− x

2σ 2

)
if x ≥ 0

0 if x < 0

M+
2 = 2√

2πσ 2

∞∫

0

x2 exp(−x2/2σ 2) dx

Letting u = x2/2σ 2, we get M+
2 = 2σ 2√

π

∫ ∞
0

√
u exp(−u) du = 2σ 2√

π

√
π

2 = σ 2.

But, since we have here formally σ 2 = dt, the final result is M+
2 = dt and similarly

M−
2 = dt .
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Appendix B

B. Analytical Derivation of Wiener Process Statistics in Discrete Time

It was claimed in the text that, in discrete time, a consistent explicit finite difference approx-
imation of the Wiener process is given by :

�W (tn) = √
2D�tn ξn (cf. Eq. 9 in the text),

where ξn is an uncorrelated random sequence of N(0;1) gaussian variables, such that:

〈ξnξm〉 = δnm .

We show here that this time-stepping scheme is indeed a consistant approximation of the
continuous time Wiener process W(t). That is, the Wn’s have the same statistical properties
as the theoretical continuous-time Wiener process W(t) taken at times {t = t0, t = t1, t = t2,
t = t3, …}.

The continuous time Wiener process

The Wiener process X(t), in continuous time, is solution of a stochastic SDE forced by white
noise (and it is also a special case of the Langevin equation):

d X (t) = √
2D ξ(t)dt, x ∈ IR, t ∈ IR ot IR+ (A1)

where ξ (t) represents a unit white noise, with zero mean and a unit Dirac autocovariance
function given by :

Cξξ (τ ) = δ(τ ). (A2)

Note that δ(τ ), the so-called Dirac delta function, is not a proper function but rather a
‘distribution’. The physical unit of δ(τ ) is inverse time, so that D is indeed in m2/s.

It is then easily shown by ensemble averaging that, for the continuous Wiener process:

V ar(X (t + τ)− X (t)) = 2Dτ (∀τ) (A3a)

CX X (t
′, t ′′) = 2D Min(t ′, t ′′) (∀(t ′, t ′′)). (A3b)

The discrete-time Wiener process

The classical “forward Euler” explicit finite difference scheme X∗(tn + �t) = X∗(tn) +
(2D)1/2 ξ(tn)�t is totally useless and inconsistant because of the white noise ξ(t) in there.
Instead, the correct scheme to approximate X(t) is:

X̂(tn +�t) = X̂(tn)+ √
2D�t Zn (A4)

where Zn is a purely random (uncorrelated) gaussian sequence:

E(Zn) = 0 ∀n et E(Zn.Zm) = δmn(∀m,∀n) (A5)

Zn is, therefore, the “ nth ” replicate of a normalized gaussian random variable. The
product Zn

√
�t is the correct approximation of the white noise increment with resolution
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�t. In Eq. A4, the “hat” sign serves to distinguish between the continuous process and its
discrete-time approximation.

Building on these discrete-time equations, it is relatively easy to show, by ensemble aver-
aging:

V ar(X̂(tn +�t)− X̂(tn)) = 2D�t, ∀tn . (A6)

Cov(X̂(tn), X̂(tm)) = 2D Min(tn, tm), ∀(tn, tm). (A7)

As announced earlier, these are exactly the variance/covariance properties of the contin-
uous Wiener process taken at discrete times {t = t0,t = t1,t = t2,. . .}.
Acknowledgements The authors gratefully acknowledge several helpful comments and references indicated
by Marco Dentz during the revision of this paper towards its final version.

References

1. Ababou R (2008) Quantitative stochastic hydrogeology: the heterogeneous environment. Chapter 8. In:
Darnault CJG (ed) overexploitation and contamination of shared groundwater resources. NATO-ASI:
Advanced Studies Institute Series, Springer Sci. & Business Media BV, pp 119–182

2. Ababou R, Fadili A (1999) Transport in random media : particles, fluxes, concentrations, and the ‘Moment
Inverse Problem’. Proceedings AUM99, Association Universitaire de Mécanique, 14ème Congrès, Tou-
louse, Ref. No. 1048, 6 pp, August 1999

3. Ababou R, Bagtzoglou AC, Mallet A (2006) Contaminant source identification with the “RAW” scheme:
particle tracking with reverse anti-diffusion walk. Pre-proceedings IAHR-GW2006: International IAHR
Symposium on groundWater flow in complex environments, 12–14 June 2006, Toulouse, France.
(Extended abstract, 2 pp)—http://www.iahr-gw2006.cict.fr/

4. Atmadja J, Bagtzoglou AC (2001) State of the art report on mathematical methods for groundwater pol-
lution source identification. Environ Forensics 2(3):205–214

5. Atmadja J, Bagtzoglou AC (2001) Pollution source identification in heterogeneous porous media. Water
Resour Res 37(8):2113–2125

6. Bagtzoglou AC (2003) On the non-locality of reversed time particle tracking methods. Environ Forensics
4(3):215–225

7. Bagtzoglou AC, Atmadja J (2003) The marching-jury backward beam equation and quasi-reversibility
methods for hydrologic inversion: application to contaminant plume spatial distribution recovery. Water
Resour Res 39(2):1

8. Bagtzoglou AC, Atmadja J (2005) Mathematical methods for hydrologic inversion: the case of pollution
source identification. Chapter in environmental impact assessment of recycled wastes on surface & ground
waters. Vol. 3: Engg. Modeling & Sustainability. In: Kassim TA (ed) The handbook of environmental
chemistry, Water Pollution Series, Vol 5, Part F, ISBN 3-540-00268-5, Springer-Verlag, Heidelberg-New
York, pp 65–96

9. Bagtzoglou AC, Ababou R (2006) Anti-diffusion modeling using a non-local censored random walk
scheme. Proceedings CMWR XVI: 16th international conference on computational methods in water
resources, Copenhagen, Denmark (19–22 June 2006), 8 pp

10. Bagtzoglou AC, Tompson AFB, Dougherty DE (1992) Projection functions for particle-grid methods.
Numer Methods Partial Diff Equ 8:325–340

11. Cornaton F (2004) Deterministic models of groundwater age, life expectancy and transit time distributions
in advective-dispersive systems. Ph.D. thesis, Univ. of Neuchatel, Switzerland, Jan. 2004

12. Cornaton F, Perrochet P (2006) Groundwater age, life expectancy and transit time distributions in advec-
tive-dispersive systems: 1. Generalized reservoir theory. Adv Water Res 29(9):1267–1291

13. Cornaton F, Perrochet P (2006) Groundwater age, life expectancy and transit time distributions in advec-
tive-dispersive systems: 2. Reservoir theory for sub-drainage basins. Adv Water Res 29(9):1292–1305

14. Corrsin (1972) Backward diffusion in turbulent flow. Phys fluid 15(6):986–987
15. Delay F, Ackerer P, Danquigny C (2005) Simulating solute transport in porous or fractured formations

using random walk particle tracking: a review. Vadose Zone J 4:360–379
16. Fadili A, Ababou R, Lenormand R (1997) Dispersive particle transport identification of macroscale

behavior in heterogeneous stratified groundwater flows. Proc. IAMG’97 (International Association of

123

http://www.iahr-gw2006.cict.fr/


76 Environ Fluid Mech (2010) 10:41–76

Mathematical Geology), V. Pawlowsky-Glahn ed., CIMNE, Barcelona, Spain. Part 2: Subsurface Flow
and Transport, pp 825–829

17. Fadili A, Ababou R, Lenormand R (1999) Dispersive particle transport and flux-concentration moments:
identification of macroscale behavior in stratified groundwater flows. Math Geol 31(7):793–840

18. Gardiner CW (1985) Handbook of stochastic methods for physics, chemistry and natural sciences.
Springer-Verlag, New York

19. Haine TWN, Zhang H, Waugh D, Holzer M (2008) On transit-time distributions in unsteady circulation
models. Ocean Model 21:35–45. doi:10.1016/j.ocemod.2007.11.004

20. Kitanidis PK (1994) Particle-tracking equations for solution of the advection-dispersion equation with
variable coefficients. Water Resour Res 30(11):3225–3227

21. Labolle EM, Fogg GE, Tompson AFB (1996) Random-Walk simulation of transport in heterogeneous
porous media : Local-mass conservation problem and implementation methods. Water Resour Res
32(3):583–593

22. Labolle EM, Quastel J, Fogg GE, Gravner J (2000) Diffusion processes in composite porous media and
their numerical integration by random walks : Generalized stochastic differential equations with discon-
tinuities coefficients. Water Resour Res 36(3):651–662

23. Li Qiang, Yoshida Yasua, Nakamori Nobuyuki (1997) A multiscale antidiffusion approach for Gaussian
blurred images, 0-8186-8183-7/97, 1997 IEEE, pp 238–241

24. Milnes E, Perrochet P (2007) Simultaneous identification of a single pollution point-source location and
contamination time under known flow field conditions. Adv Water Resour 30:2439–2446

25. Morrison RD (2000) Application of forensic techniques for age dating and source identification in envi-
ronmental litigation. Environ Forensics 1(3):131–153

26. Morrison RD (2000) Critical review of environmental forensics techniques: part I. Environ Forensics
1(4):157–173

27. Morrison RD (2000) Critical review of environmental forensics techniques: part II. Environ Forensics
1(4):173–195

28. Neupauer RM, Wilson JL (1999) Adjoint method for obtaining backward-in-time location and travel time
probabilities of a conservative groundwater contaminant. Water Resour Res 35(11):3389–3398

29. Neupauer RM, Wilson JL (2004) Numerical implementation of a backward probabilistic model of ground
water contamination. Ground Water 42(2):175–189

30. Neupauer RM, Wilson JL (2005) Backward probability model using multiple observations of contami-
nation to identify groundwater contamination sources at the Massachusetts Military Reservation. Water
Resour Res Vol 41, W02015, 2005, 14 pp

31. Oppenheim E (ed) (1977) Stochastic processes in chemical physics: the master equation(s). MIT Press,
Cambridge, MA (Collection of papers)

32. Spiller M, Ababou R, Köngeter J (1999) Particle modeling of active transport processes based on sto-
chastic simulation of master equation. Proceedings, 14ème Congrès de l’Association Universitaire de
Mécanique, Toulouse, 1999, Ref. No.1047, 6 pp

33. Spiller M, Ababou R, Köngeter J (2000) An alternative approach to simulate transport based on the mas-
ter Equation, International conference on tracers and modeling in hydrology, Internat Assoc Hydrol Sci:
IAHS Publication No.262 (ISSN 0144-7815) Lièges, Belgium, pp 121–126,

34. Spiller M, Ababou R, Becker T, Fadili A, Köngeter J (2002) Mass transport with heterogeneous dif-
fusion: interpolation schemes for random walks. IAMG 2002, 8th annual Conference, Internat Assoc
Math. Geol., Berlin, Germany, 15–20 Sept. 2002. Berlin: Selbstverlag der Alfred-Wegner-Stiftung (Terra
Nostra: Schriften der Alfred-Wegener-Stiftung; 4,2), Berlin, pp 305–310,

35. Tompson AFB (1998) On the use of particle tracking methods for solute transport in porous media.
Comput Methods Water Res 2

36. Uffink GJM (1988) Modelling of solute transport with the Random Walk method. Groundw Flow Qual
Model 224:247–265

37. Van Kampen NG (1961) A power series expansion of the master equation. Can J Phys 39
38. Wax N (1954) Noise and stochastic processes, Dover, 1954 (collection of papers, including papers by

Chandrasekhar, Einstein, Rice, and others)

123

http://dx.doi.org/10.1016/j.ocemod.2007.11.004


Environ Fluid Mech (2010) 10:77–90
DOI 10.1007/s10652-009-9139-2

ORIGINAL ARTICLE

Comparison between backward probability and particle
tracking methods for the delineation of well head
protection areas

Tiziana Tosco · Rajandrea Sethi

Received: 30 December 2008 / Accepted: 2 June 2009 / Published online: 17 June 2009
© Springer Science+Business Media B.V. 2009

Abstract In this work, a deterministic and a probabilistic method for the delineation of
well head protection areas are applied and compared. The deterministic method was imple-
mented using the automatic backward particle tracking algorithm (APA, Tosco et al., Water
Resour Res, 44(7):W07419, 2008). The backward probability model rests upon the back-
ward adjoint-based model developed by Neupauer and Wilson, and allows the inclusion of
dispersion in the definition of capture zones. The two methods are evaluated comparing the
“advective front” of the probability protection area and the perimeter given by the particle
tracking method. Furthermore, a semi-quantitative study was performed over probability
protection areas, in order to evaluate the influence of dispersivity on the extent and growth
rate of capture zones identified by fixed probability isolines.

Keywords Capture zones · Backward modelling · Well head protection area (WHPA) ·
Adjoint equation

1 Introduction

The delineation of Well Head Protection Areas (WHPAs) is usually performed with methods
based on the concept of time of travel (TOT): a time is fixed, and the corresponding region of
the aquifer is identified, in which the water particles reach the pumping well. For TOT-based
WHPAs, both deterministic and probability methods can be used. A deterministic capture
area (D-WHPA) is identified by a perimeter, i.e. the boundary line separating the region
inside which the water will reach the pumping well within the fixed TOT, and the region in
which a higher time of travel would be required to reach the pumping well. On the other
hand, the probability methods result in capture areas expressed in terms of probability maps
(P-WHPAs).
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The deterministic methods were developed first. In the past, analytical solutions, such as
the Bear and Jacob equation [1], and analytical-graphic methods like the one proposed by
Javandel and Tsang [2], and others, were commonly used because of their simplicity. How-
ever, they are effective only under very restrictive assumptions. At present, semi-analytical
and numerical methods are generally used for WHPA delineation. They can be easily imple-
mented in case of anisotropy, non-homogeneity, and complex geometry [3]. They are also
easily coupled with any flow simulation code. In particular, the backward particle tracking
model developed by Pollock [4] is the most common methodology. Being a backward method,
the particle tracking time-related capture zones can be computed with only one simulation,
and the perimeter of the capture area is then delineated by the final positions reached by
the particles after a simulation time equal to the fixed TOT. In this way, the backward par-
ticle tracking model defines WHPAs in deterministic terms. An Automatic Protection Area
(APA) delineation procedure in 2D geometry was recently developed and presented by the
authors of this paper [5], and it is here employed for backward particle tracking. Another
automatic delineation procedure was proposed by Shafer [6]. However, the delineation of a
closed capture area with the particle tracking methodology is much more complicated for a
3D geometry, and complex algorithms are to be implemented. Although less used and more
complex, the probability methods allow us to take into account the uncertainty related to our
knowledge of the distribution of aquifer parameters. They also make it possible to include
this uncertainty into the WHPA delineation, resulting in capture zones expressed as capture
probability maps (or capture zone perimeters associated with their confidence limits).

In this work, the deterministic backward particle tracking model is compared to a back-
ward probability model, based on the adjoint of the transport equation which was derived by
Neupauer and Wilson [7]. A similar approach was also used by Cornaton and Perrochet, in
order to evaluate the groundwater age and travel time in aquifer systems [8,9]. The backward
probability model describes the spreading of a capture probability, generated in the pumping
well, which moves backwards along the flow direction, according to advection-dispersion
phenomena [10–12]. A value of capture probability, similarly to a concentration distribution,
is associated to every point of the domain, and a time-related capture probability map can be
obtained with only one backward simulation. However, probability capture zones can also
be (and must be, in practical applications) reduced to a closed area, by identifying a “limit”
probability and the corresponding isoline.

The backward probability model was first developed by Neupauer and Wilson [7] for the
identification of the most likely position of a contamination source. Suggestions on how to
adapt the backward probability equation to WHPAs are also given by Neupauer and Wilson
[10,13]. Frind et al. [11] showed how to manage the modified equation for WHPA delineation
using existing transport codes, and in particular for 3D complex geometries. The complete
equation characterizing the backward probability transport is here directly derived for the
application to capture zones, and subsequently briefly discussed. Furthermore, no quantitative
comparison between the backward particle tracking method and the backward probability
model has been reported in the literature. For this reason, in the second part of this work, the
analysis focuses on the differences, in shape and extent, between the deterministic capture
zone and the area included by the 0.5 capture probability isoline, that can be taken as a
first approximation of the advective front of the probability plume. A few case studies are
presented in order to understand when the two methodologies can be considered equivalent,
and when they provide different results. The importance of spatial discretization and the
influence of boundary conditions are underlined and a qualitative analysis of the influence
of the hydrodynamic dispersion and of the limit probability is presented.
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2 Probability model: the backward probability method

Neupauer and Wilson [7] developed the backward probability model working from the advec-
tion-dispersion equation (ADE). In particular, if the purpose is the delineation of WHPAs, the
appropriate equation is the ADE for a conservative solute. The ADE describing the transport
in a porous saturated medium of a contaminant neither degraded nor delayed by sorption in
a generic domain � can be written in the divergence form as:

− ϑ
∂C

∂t
+ ∂

∂xi

(
ϑDi j

∂C

∂x j

)
− ∂(ϑvi C)

∂xi
+ qI CI − qOC = 0 (1)

C(xi , 0) = C0(xi ) on � (1a)

C(xi , t) = C1(xi , t) on �1 ⊂ ∂� (1b)[
Di j

∂C

∂x j

]
· �ni = qn,2(xi , t) on �2 ⊂ ∂� (1c)

[
vi C − Di j

∂C

∂x j

]
· �ni = qn,3(xi , t) on �3 ⊂ ∂� (1d)

where i, j = x, y, z, Di j is the i,j-th element of the dispersion tensor, ϑ is the porosity, qI CI

and qOC represent, respectively, the sources and sinks of contamination, vi is the effective
flow velocity along the xi direction, C0 is the initial concentration distribution, �1, �2 and�3

are the portions of the domain boundary ∂� at which the fist, second and third type boundary
conditions are respectively applied, C1 is the given concentration at the first type boundaries
�1, ni is the normal unit vector in the i-th direction, and qn,2 and qn,3 are the mass flow rates
per unit volume at the second and third type boundaries �2 and �3, respectively.

Equation 1 is a forward model: the simulation is carried out forwards in space and time to
define the contaminant position at a fixed time. The equation can also be easily re-written in
terms of forward capture probability: for this purpose the concentration C is substituted by a
probability pt , describing the probability that a solute particle, released at a known contam-
ination source at t = 0, would reach a point X of the model domain after a simulation time
t∗ [13]. The corresponding cumulative distribution function, Pt , can be used in the layout
of capture zones (the particle reaches X in a time t ≤ t∗). The probabilities pt or Pt are
easily calculated using Eq. 1 if the contamination source (the starting point X) is known, but
this is not the case of capture zones: it would be necessary to run the transport model for
each cell of the domain, and then combining the results. For reasons similar to the particle
tracking model, a backward model would be more appropriate. Starting from the ADE and
using a variational analysis, Neupauer and Wilson [7,13] derived the adjoint of the ADE,
which is structured as a backward model, i.e. it describes the advective-dispersive transport
of a certain variable in the opposite direction of the flow field and backwards in time, in a
saturated porous medium. When applied to capture zone delineation, the variable that moves
and spreads in the aquifer is the probability Pt : the pumping well is considered a continu-
ous probability source which generates a probability plume (as in forward models, where a
source of contamination generates a contaminant plume) [14,15]. The advective-dispersive
backward transport of the probability Pt is modelled by

− ϑ
∂Pt

∂τ
+ ∂

∂xi

(
ϑDi j

∂Pt

∂x j

)
+ ∂

∂xi
(ϑvi Pt )− qI Pt = −Q(xi,w)Sw (2)
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Pt (xi , 0) = 0 on � (2a)

Pt (xi , τ ) = 0 on �1 ⊂ ∂� (2b)[
vi Pt + Di j

∂Pt

∂x j

]
· �ni = 0 on �2 ⊂ ∂� (2c)

[
Di j

∂Pt

∂x j

]
· �ni = 0 on �3 ⊂ ∂� (2d)

where the flow velocity v of the forward model of Eq. 1 is substituted by −v [11], τ = t f in −t
is the backward time, which runs in the opposite direction of the forward time t (i.e. from
the present to the past), and Q(xi,w) is the pumping rate of the well w. The term on the right
side of the equation is the so called load term, which describes the source of probability (for
P-WHPAs, the pumping well). In particular, for capture zone delineation, the term is equal
to [10]:

Sw = δ(x1 − x1,w)δ(x2 − x2,w) in a 2D geometry (3a)

Sw = δ(x1 − x1,w)δ(x2 − x2,w)
Bx3(x3w,b, x3w,t )

x3w,t − x3w,b
in a 3D geometry (3b)

where the δ(·) functions are Dirac delta functions applied in space (in the x1 and x2 directions,
respectively). The Bx3 is a boxcar function, which distributes the capture probability along
the x3 dimension of the pumping well (between the top,w3,t , and the bottom, x3,b). The load
term Sw is related to the probability source (the pumping well) and thus it is not equal to
zero only at the pumping well. The term locates a cumulated distribution function of 1 at the
pumping well during the entire simulation. Formally, the right side of the equation can be
transferred into a first type boundary condition in the backward model. As for the initial and
boundary conditions (2a)–(2d), they are slightly different from those of the forward trans-
port model, and are applied, respectively, at the same boundaries �1, �2 and �3 where the
conditions (1a)–(1d) are applied. The second type boundaries of the forward model become
third type boundaries in the backward model, and vice versa (see Eqs. 1, 2).

Provided that the chosen parameters are correct and representative, the application of the
backward probability model is quite simple. If the flow and transport problems are solved
using a code that couples the two equations, a modification of the source code for the trans-
port equation is required. Otherwise, if the two equations are solved separately (eg. with
MODFLOW [16] and MT3DMS [17]) the implementation is simplified: it is necessary to
reverse the flow field and to modify some boundary conditions of the transport model, which
can be directly used to solve the backward transport problem. The following procedure was
conducted for this study:

• solution of the forward flow problem using MODFLOW 2000;
• inversion of the flow field using a Matlab script, implemented for this purpose;
• solution of the transport problem with the new boundary conditions and the reversed

flow field, using MT3DMS;
• interpretation and post-processing of the results in terms of probabilities.

The appropriate boundary conditions for the implementation of the backward transport prob-
lem and for the discretization of the load term are chosen according to Neupauer and Wilson
[10]. In particular, the load term is approximated with a first type boundary condition at the
well cell. In a 2D geometry, a constant probability of 1 is applied at the well cell, while in a
3D geometry the boxcar function of Eq. 3b is approximated distributing the unit probability
along the layers containing the well, making sure that its integral along the vertical direction
is equal to 1.
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3 Deterministic model: backward particle tracking

In general, when the particle tracking method [4] is applied, a circle of equally spaced parti-
cles is located around the pumping well and traced backwards. The capture zone encirclement
at the desired travel time is then performed manually, connecting the end points reached by
the particles at the fixed time. Consequently, equally spaced particles can be inefficient in
case of strong heterogeneities in the aquifer parameters distribution, thus requiring a very
high number of particles. In addition, if a limited number of traces is employed, the perim-
eter can be inaccurately defined near the stagnation points. The APA algorithm presented in
[5] overcomes these problems. This algorithm involves a hybrid forward-backward two-step
procedure, based on a numerical calculation of the stagnation point of each well, and further
refinements. Forward and backward particle tracking algorithms are coupled, and a post-pro-
cessing algorithm interpolates the pathlines and delineates closed capture zone perimeters
for fixed TOTs in a completely automatic way. The algorithm is structured in three steps:

• APA-I: the position of the stagnation point of each well is identified, and the initial
position and radius of two circles of particles is defined;

• APA-II: two particle tracking simulations are performed. For each well, a circle of equally
spaced particles around the pumping well is traced backwards, while a circle of particles
around the stagnation point is traced forwards. The resulting pathlines are processed and
new starting positions for backward (not equally spaced) particles around the pumping
well are defined;

• APA-III: the results of a second (fully) backward simulation are elaborated by a post-
processing interpolation algorithm.

4 Comparison between D-WHPAs and P-WHPAs

As previously explained, for practical applications of a probability method in the delineation
of WHPAs, a limit probability (or more than one) has to be adopted to identify the capture
zone as a closed area: probability capture zone perimeters also have to be defined identifying
a “limit” probability and the corresponding isoline. The extent of a D-WHPA depends on the
value of the aquifer parameters and on the travel time, while the extent of a P-WHPA also
strongly depends on the limit probability, which results from the desired level of protection.
It is therefore to be determined by the decision maker, rather than by the modeler.

If compared to the particle tracking approach, the P-WHPAs are characterized by a depen-
dence on hydrodynamic dispersion and on probability levels. It follows that the higher the
dispersivity value, the higher will be the uncertainty in the aquifer characterization, and the
larger will be the capture area, for fixed travel times and capture probabilities. Based on
these considerations, the influence of the mentioned parameters (travel time, dispersivity and
capture probability) on the extent of the capture area is here investigated.

For a given dispersivity value α, the capture area A identified by the isoline corresponding
to a probability level P for a travel time TOT, can be written as the sum of two contributions,
an “advective” and a “dispersive” one:

A(P, T OT ;α) = AAdv(T OT )+ ADisp(P, T OT ;α) (4)

The advective contribution is always positive, it is equal to the area of the D-WHPA and it
depends on the travel time. For a homogeneous, isotropic aquifer with a constant thickness
and a fully-penetrating well, it depends on the pumping rate Q, the aquifer thickness b, the
effective porosity ne and the time t according to the following expression:
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AAdv(t) = Q

bne
t (5)

where Qt = Abne is the volume of water extracted during a time t .
The dispersive contribution, on the contrary, depends on all three mentioned parameters,

and can be either positive or negative.
The effects of the variation of capture probability and dispersivity on the extent of

P-WHPAs can be easily investigated if the “growing rate” of the capture area is considered,
rather than the area itself:

d A

dt
= d AAdv

dt
+ d ADisp

dt
(6)

The advective contribution can be directly obtained by differentiating Eq. 5. The dispersive
contribution can be similarly modelled, leading to the following expression:

d A

dt
= d AAdv

dt
+ d ADisp

dt
= Q

bne

(
1 + CDisp

)
(7)

and therefore:
d ADisp

dt
d AAdv

dt

= CDisp(T OT, P;α) (8)

where CDisp represents the growth rate of the dispersive contribution normalized to the
advective one, and depends on the geometry of the problem, the parameter values (in par-
ticular, the dispersivity), the capture probability and the travel time. Also in this case, the
dispersive contribution is negative for capture probabilities P > 0.5, as will be shown in the
applications below. A high absolute value of CDisp then means that the dispersion phenom-
enon is acting on the shape and extent of the capture area, and thus its effects could be taken
into account when defining WHPAs. In the following paragraphs, D-WHPAs and P-WHPAs
calculated for three case studies are presented and compared, using the relation of Eq. 7.

5 Applications

The particle tracking and the backward probability models were applied to the three case
studies presented in [5], i.e. three confined 2D aquifers. The dispersive contribution to the
extent of the capture areas was determined using Eq. 7. The three test cases are:

• case 1: one pumping well in a confined, homogeneous, isotropic aquifer, with the main
flow direction along the y axis, hydraulic conductivity K = 7.5 × 10−5 m/s.

• case 2: four pumping wells in a confined, homogeneous, isotropic aquifer with the main
flow direction along the y axis, hydraulic conductivity K = 7.5 × 10−5 m/s;

• case 3: one pumping well in a confined, heterogeneous, isotropic aquifer, with the main
flow direction oriented along the diagonal of the domain, hydraulic conductivities K1 =
2.0 × 10−4 m/s and K2 = 5.0 × 10−5 m/s. The conductivities are constant within square
sub-domains of 1,200 m × 1,200 m (Fig. 3a).

In all cases, the aquifer was represented by one layer, 10 m thick, and divided into square 25 m
× 25 m cells. The model domain used in [5], designed as a 3,600 m × 3,600 m square domain
(origin of the axes in the lower left corner), is here extended to evaluate the behaviour of the
probability capture areas over long travel times (up to over 20 years). The domain for cases 1
and 2 was then extended 700 m east and west, and 6,400 m north, reaching the dimensions of
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5,000 m along the x axis and 10,000 m along the y axis. For case 3, the domain was extended
3,600 m west and 3,600 m north. In case 1 and 2, the main flow direction is in the negative y
direction, from north to south. The applied flow boundary conditions are two Dirichlet condi-
tions, at the north and south boundaries, resulting in a regional gradient equal to 1.67 × 10−2.
The left and the right boundaries are no flow boundaries. In case 3, four Dirichlet conditions
are applied, and a linearly-changing-in-space and constant-in-time head is applied along them,
resulting in a mean flow direction along the diagonal of the cells. In case 1 and 3, the pumping
well is located at x = 1,812.5 m,y = 1,437.5 m, with a pumping rate of 2.0 × 10−2 m3/s. In
case 2, the four pumping wells extract 2.5 × 10−2 m3/s altogether (Q = 5.0 × 10−3 m3/s for
pumping wells W1,W2,W3; Q = 1.0 × 10−2m3/s for W4). The pumping well W1 is located
at x = 1,812.5 m,y = 1,437.5 m; W2 at x = 1,412.5 m,y = 1,437.5 m; W3 in x = 2,212.5m,
y = 1,437.5 m; W4 at x = 1,812.5 m,y = 1,037.5 m Values of longitudinal dispersivity rang-
ing from 5 to 125 m were considered. The transverse dispersivity was set equal to 1/10 of the
longitudinal dispersivity.

The steady state flow field was solved with MODFLOW 2000 using the WHS solver [16],
the backward particle tracking using the APA algorithm on MODPATH [4] simulations,
the backward probability model with a Matlab script for the inversion of the flow field and
MT3DMS [17] for the transport problem, using the third-order Total Variation Diminishing
(TVD) method. A fictitious conservative contaminant, which represents the backward prob-
ability, was employed. The load term of Eq. 3 was discretized using a first type boundary
condition of constant capture probability: a capture probability of 1 was used at the pumping
well during the transport simulation. A second type boundary condition of zero probability
gradient was applied at all the external boundaries of the model domain (the condition is
automatically obtained by the cell-centred finite difference models, as explained above).

The capture areas for several travel times were determined using both the particle track-
ing and the backward probability method. The isoline for P = 0.5 in the capture probability
plume has been compared with the deterministic perimeter given by the particle tracking
simulation.

5.1 Comparison between D-WHPAs and P-WHPAs

The results for the three test cases are reported in Figs. 1, 2, 3 and 4. Initially, a longitudinal
dispersivity of 50 m was considered. The differences in shape and extent between the D-
WHPA and the P-WHPA for a capture probability of 0.5 were analyzed. First, for each case
study, a comparison of the shape of the areas obtained with the three methods is reported
(Figs. 1, 2, 3). Secondly, a more quantitative comparison is presented: a normalized differ-
ence �A between the extent of the deterministic area AAdv (see Eq. 5) and the surface area
included in the 0.5 capture probability isoline AP=0.5 was considered (Fig. 4):

�A = AAdv − AP=0.5

AAdv
(9)

In case 1 (one pumping well, homogeneous aquifer) there is no significant difference in shape
between the D-WHPA and the area included by the 0.5 probability isoline of the P-WHPA
(see Fig. 1). The differences in extent are always <10% (Fig. 4a). They are more evident at
low travel times, when the influence of the transport boundary condition at the pumping well
and the effects of the spatial discretization (irregular shape of the curves) play an important
role. Furthermore, they slightly increase at very long travel times, when the capture proba-
bility plume approaches the boundaries of the model domain. In this case, the second type
homogeneous boundary conditions, used as an approximation for boundary conditions (2c),
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Fig. 1 Case 1: comparison between backward probability capture area (P-WHPA) and particle tracking cap-
ture area (D-WHPA). P-WHPAs are plotted for several capture probabilities and their shape is compared to
the D-WHPA perimeter, at TOT = 1 year (a), and TOT = 5 year (b). A good agreement between the D-WHPA
(dashed line) and the 0.5 isoline of the P-WHPA (thicker continuous line) can be observed

Fig. 2 Case 2: comparison between backward probability capture area (P-WHPA, 0.5 isoline as a thicker
continuous line) and particle tracking capture area (D-WHPA, dashed line). P-WHPAs are plotted for several
capture probabilities and their shape is compared to the D-WHPA perimeter, at TOT = 1 year (a), and TOT = 5
year (b). For TOT = 5 years, big discrepancies are evident, both in shape and extent

as suggested by Neupauer and Wilson [10] and Frind et al. [11], are no longer accurate,
as the probability plume approaches the exit of the model domain, and the results are thus
influenced. More in general, discrepancies with respect to the theoretical advective contri-
bution increase as the dispersivity increases, i.e. when the capture probability plume is more
dispersed and approaches the domain boundaries earlier. However, at intermediate travel
times, at which the capture zones are usually calculated (between 180 days and 5 years),�A
is closer to zero, not being strongly affected by boundary conditions at the pumping well or
at the borders of the domain, nor by the load term definition.
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Fig. 3 Case 3: comparison between backward probability capture area (P-WHPA, 0.5 isoline as a thicker
continuous line) and particle tracking capture area (D-WHPA, dashed line). P-WHPAs are plotted for sev-
eral capture probabilities and their shape is compared to the D-WHPA perimeter, at TOT = 1 year (a), and
TOT = 5 year (b). The spatial distribution of conductivity is also reported (a). For a TOT of 5 years, the
P-WHPA is shown to be more smoothed, the D-WHPA being more affected by abrupt changes in conductivity

Fig. 4 Normalized differences �A are plotted for the 0.5 probability isoline of P-WHPAs for cases 1 (a),
2 (b) and 3 (c). The graphs highlight the influence of boundary conditions on the accuracy of the P-WHPA.
For multiple pumping wells (b), the importance of dispersion in the P-WHPAs delineation is shown by the
negative peaks of the curves, corresponding to the merging of probability plumes for different pumping wells.
Dashed lines at �A = 0 are reported to guide the eye

For case 2, differences in both shape and extent between the D-WHPA and the 0.5 proba-
bility isoline are more evident at intermediate travel times (Fig. 2). The differences in shape
increase with the travel time as represented in Fig. 2b. For short times, the four P-WHPAs
are completely or partially separated, and differences with respect to the D-WHPAs are not
evident. For longer times, however, the 0.5 isolines of the single wells approach each other
and merge, thus leading to an overall area larger than the one estimated by the D-WHPAs,
and also different in shape. This corresponds to negative values of�A (Fig. 4b), observed at
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travel times of a few years. Furthermore, the differences increase as the dispersivity increases,
being generated by a physical phenomenon (dispersion), rather than numerical approxima-
tions (influence of the spatial discretization and the boundary conditions), as for cases 1 and 2.
In the region between two different pumping wells, the transverse dispersive contribution to
the transport of the capture probability of each well generates non-negligible values, which
are summed in the overall P-WHPA. This region cannot be included in any way into the
deterministic perimeter, thus it is neglected.

In case 3 (one pumping well, heterogeneous aquifer), for short travel times (Fig. 3a) there
is a quite good agreement between the 0.5 probability isoline and the advective area. However,
as the simulation time increases, shape differences become more evident: the deterministic
capture zone extends more along and perpendicularly to the flow direction, as it enters new
regions with a higher conductivity value (Fig. 3b). This means that particles move faster than
the capture probability plume when they leave zones at lower conductivity and enter zones
at higher conductivity. The final result is a more smoothed shape for the probability capture
zone in case of abrupt heterogeneous in the aquifer, compared to the deterministic one, as
already outlined by Frind et al. [11,12]. However, the normalized difference between the
deterministic capture area and the 0.5 probability isoline (Fig. 4c) is always relatively small
(<5% even at very long travel times). This means that, although the shape of the capture zone
is quite different, its extent is not.

5.2 P-WHPAs: role of dispersivity and capture probability

Capture areas were then calculated for travel times up to about 20 years, over the extended
model domain, to investigate the long-term influence of hydrodynamic dispersion and of
the chosen limit probability on completely developed capture areas. The simulations were
stopped when the 0.01 probability isoline approached the domain boundaries. Simulations
were run for various dispersivities, as mentioned previously, and capture probability isolines
were calculated for probabilities ranging from 0.01 to 0.99.

In Figs. 5, 6 and 7 the coefficient CDisp of Eq. 8 is reported as a function of the travel time.
CDisp defines the importance of the advective growth rate of the capture area with respect
of the theoretical value of the advective growth rate, Q/bne. Negative values are related to
negative dispersive growth rates, positive values to positive growth rates, the advective con-
tribution always being positive. Plots for case 1 (Fig. 5) are smoothed and more regular than
the others, but a common trend can be identified in all three cases. The capture areas identified
by the isolines for probabilities higher than 0.5 are characterized by negative coefficients,
resulting in a total rate dA/dt lower than the constant advective contribution Q/bne, for any
travel time and dispersivity employed (see Figs. 5, 6 and 7). Furthermore, for any fixed value
of capture probability, the higher the dispersivity, the lower is CDisp .

The opposite holds for probabilities lower than 0.5: CDisp is positive, i.e. the growth rates
are always higher than Q/bne, and increase as the dispersivity increases. This means that, for
short travel times, the isolines are close one to each other (as evident in Figs. 1, 2 and 3), and
become more and more distant as the travel time increases. The behaviour is more evident at
high dispersivities. In all cases, for long travel times (corresponding to completely developed
capture zones), the increase/decrease of the growth rate d ADisp/dt is clearly constant.

For simple cases, with one pumping well and homogeneous parameter distributions
(case 1), oscillations of CDisp in time are not very significant, and lose importance for long-
term WHPAs, when the capture zone is completely developed (Fig. 5). This general trend,
however, is partially altered in cases 2 and 3. For multiple wells (case 2, Fig. 6), important,
systematic variations in the general trend happen at low-intermediate travel times, for every
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Fig. 5 Case 1: plots of the coefficient CDisp in Eq. 8, representing the relative importance of the dispersive
contribution to the capture area, with respect to the advective one. CDisp is reported as a function of time, for
small (a), medium (b), and large (c) dispersivities, and for different capture probabilities

Fig. 6 Case 2: plots of the coefficient CDisp in Eq. 8, representing the relative importance of the dispersive
contribution to the capture area, with respect to the advective one. CDisp is reported as a function of time, small
(a), medium (b), and large (c) dispersivities, and for different capture probabilities. Peaks at small-medium
travel times correspond to the merging of the probability plumes of the pumping wells

Fig. 7 Case 3: plots of the coefficient CDisp in Eq. 8, representing the relative importance of the dispersive
contribution to the capture area, with respect to the advective one. CDisp is reported as a function of time, for
small (a), medium (b), and large (c) dispersivities, and for different capture probabilities. Oscillations at long
travel times reflect the inclusion in the capture zone of squared sub-domains with different conductivities
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capture probability, and are mainly due to the merging of the capture zones of different wells,
thus deriving from a real physical phenomenon, rather than numerical approximations. For
every fixed capture probability, the main peak corresponds to the moment at which the iso-
lines of the four probability plumes merge (see for comparison Fig. 4b). This time is of course
smaller for small capture probabilities (corresponding to larger areas), if the dispersivity is
fixed, and smaller for larger dispersivities, if the capture probability is fixed. In addition, a
secondary peak at lower times can also be identified, which corresponds to the merging of the
probability isoline of the two central wells. In case 3, on the contrary, the fluctuations are also
present at long travel times, and reflect the heterogeneities in the conductivity distribution
(one oscillation for every square sub-domain with high conductivity, see Figs. 3b, 7). It can
also be noticed that such oscillations are more evident for high dispersivities: in this case the
probability plume involves larger areas, and consequently a higher number of sub-domains
with different conductivities.

6 Discussion and conclusions

The application of the backward probability model of Neupauer and Wilson [7] to cap-
ture zone delineation allows us to take into account dispersion without high computational
costs. The backward probability model includes dispersion into WHPA delineation, and gives
capture zones with only one backward simulation, which has the same time cost as an advec-
tive-dispersive transport simulation. However, if the model is to be applied to real systems,
a good estimate of the dispersion coefficient will be necessary.

The implementation of this model is quite easy, because it can be done with any com-
mon transport simulation code, accordingly modified. However, numerical dispersion is to
be carefully considered, and future perspectives can take into consideration the use of trans-
port simulators less affected by numerical dispersion than those based on finite difference
schemes. Since capture probability is calculated over the entire model domain, the bound-
aries of P-WHPAs for fixed probabilities can be automatically defined using any simple
interpolation over the probability distribution, to obtain an implicit isoline (2D geometry)
or iso-surface (3D geometry). On the contrary, the particle tracking methodology always
requires post-processing interventions, for a manual or automatic delineation of the areas
(eg. the APA algorithm presented in [5]), and the automatic definition of 3D limits involves
quite complicated algorithms.

The introduction of a probability component in the model would allow us to fix the
perimeter of the protection area in correspondence to a “limit probability”, according to the
importance of the water resource, the dangerous centres near it and, more generally, the land
management and use. It would be important to establish rules for the determination of this
optimal capture probability: if a very low value is selected, the water resource will be more
protected, but this could lead to excessive land use limitation. On the contrary, if a high value
is adopted, higher than 0.5, the resulting capture zone is even smaller than the corresponding
D-WHPA, which can lead to an absolutely inadequate protection of the water resource. How-
ever, the application of a probability model for WHPA delineation can be justified in case
of multiple wells, also when the 0.5 probability isoline is taken as a limit probability. Public
regulations require WHPAs to be delineated at relatively small travel times (180 days, 1 or
5 years), and in this case the differences, both in shape and in extent, between the D-WHPA
and the 0.5 isoline of the P-WHPA can be apparent (see case 2 for TOT = 5 years, Figs. 2, 4b),
and are due to the physics of the phenomenon (the dispersive component of the probability
transport). Moreover, the backward probability model can also be successfully applied in case
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of heterogeneities in the aquifer parameter distributions, even if the 0.5 capture probability is
chosen as the limit probability. In this case, the method results in more smoothed and regular
capture areas, if compared to the particle tracking results. Furthermore, the change in shape
does not necessarily correspond to a change in the extent of the capture area, but can result
in more efficiently defined WHPAs. As a future perspective, an extension of both methods in
transient flow conditions can also be considered, which have been previously shown to have
a relevant influence on WHPA delineation [18].

The test cases presented above, although simple 2D applications, show the importance of
the choice of the spatial discretization and the extent of the model domain. The roughness of
the discretization influences the accuracy of the results at low travel times (see the irregular
shape of the first part of the curves in Figs. 5, 6 and 7), when the effect of the boundary
condition at the pumping well is not negligible. On the other hand, the extent of the model
domain influences the behaviour at long travel times, when the approximation of second-
type, homogeneous boundaries is incorrect. Plots of the differences between the extent of
the theoretical advective capture area (Q/bne) and the corresponding area included by the
0.5 probability isoline, like those reported in Fig. 4, highlight the existence of a region at
medium travel times, where the influence of the boundary condition is minimal. Such plots
could therefore be used in applications of the backward probability model, in order to check
the goodness of the choice of the spatial discretization and the extent of the model domain.
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Abstract The simulation of groundwater age (residence time) is used to study the impact
of the Wisconsinian glaciation on the Canadian continental groundwater flow system. Key
processes related to coupled groundwater flow and glaciation modeling are included in the
model such as density-dependent flow, hydromechanical loading, subglacial infiltration, gla-
cial isostasy, and permafrost development. It is found that mean groundwater ages span over
a large range in values, between zero and 42 Myr; exceedingly old groundwater is found at
large depths where there is little groundwater flow because of low permeabilities and because
of the presence of very dense brines. During the glacial cycle, old, deep groundwater below
the ice sheet mixes with the young subglacial meltwater that infiltrates into the subsurface;
the water displacement due to subglacial recharge reaches depths up to 3 km. The depth of
penetration of the meltwater is, however, strongly dependent on the permeability of the sub-
surface rocks, the presence of dense brines and the presence or absence on deep fractures or
conductive faults. At the end of the simulation period, it was found that the mean ground-
water age in regions affected by the ice sheet advance and retreat is younger than it was at
the last interglacial period. This is also true for frozen groundwater in the permafrost area
and suggests that significant parts of this water is of glacial origin. Finally, the simulation
of groundwater age offers an alternative and pragmatic framework to understand groundwa-
ter flow during the Pleistocene and for paleo-hydrogeological studies because it records the
history of the groundwater flow paths.
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1 Introduction

There are worldwide studies that have provided compelling evidence that significant volumes
of Pleistocene waters (glacial meltwater from ice sheets or meteoric water), were driven into
subsurface aquifers during past glaciation periods, and sometimes to great depths [11,15–
17,21,22,31,33,36,37,41,43–45,53,57]. As pointed out by Person et al. [37], the origin of
Pleistocene waters in subsurface aquifers is important to study for several reasons. Pleisto-
cene waters have geochemical properties that are different than autochthonous waters; their
quality is usually good, and in some locations, they are an important source of freshwater
[16,53]. Glacial meltwater is also associated with the generation of biogenic gas resources that
are exploited by the petroleum industry in the Michigan and Illinois basins [33]. Moreover,
the lowering of sea level related to the growth of ice sheets have exposed coastal aquifers to
freshwater recharge such that, in some locations, the freashwater/sea water interface observed
today is not in equilibrium with the current sea level [1,36].

There are several studies that have attempted to quantify Pleistocene recharge rates and
patterns using numerical models [5–10,23,34–40,54,57] because they are powerful tools
that can take into account the numerous processes involved such as subglacial recharge, per-
mafrost development, land surface isostatic evolution, mechanical loading, sea-level change,
etc. However, in most cases, there is a paucity of data available for their calibration such
that they are potentially unreliable. For this reason, most of these studies were conducted to
explore alternative meltwater recharge scenarios to the groundwater system and to improve
our understanding of the coupled processes involved. Potential datasets for the calibration of
paleo-hydrogeological models include anomalous pressure measurements [e.g., 3,4], ground-
water geochemistry [18], groundwater age estimates using environmental isotopes [15,32]
and noble gas data [2,25].

Here, we use groundwater age as a tracer to delineate groundwater recharge zones and
groundwater flow paths during a full 120 kyr glaciation cycle. Groundwater age, which can
be defined as the time elapsed since the water infiltrated in a recharge zone, is a measure
of the residence time of water in the subsurface and can be used to track the recharge his-
tory of an aquifer. The numerical model HydroGeoSphere [27,29,52] is used to simulate
three-dimensional groundwater age evolution during the Wisconsinian glaciation over the
Canadian landscape and up to a depth of 10 km. The objective is to delineate the recharge
history of glacial meltwater into the subsurface during the last glaciation period and to better
understand the impact of glaciations on the evolution of deep groundwaters. Presently, there
is a paucity of deep groundwater age measurements over the Canadian landscape, particularly
in remote regions. We feel that our calculations could serve as a guide for selecting strategic
locations for the collection of age data to further our model development.

2 The computation of mean groundwater age

Groundwater age is usually defined as the time elapsed since the water infiltrated in a recharge
zone [12,20,24]. Each water molecule enters the subsurface at different times and a zero age
is assigned to molecules that enter the system at the recharge boundaries.

Water that circulates in the subsurface will follow different flow paths depending on the
spatial structure of the geologic materials and the boundary conditions. Some flow paths may
be short and shallow, but others may produce deep circulation patterns in the subsurface that
will require a long period of time before discharging to the surface. The length of the flow
path and the time elapsed since the water entered the subsurface will also affect the water
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chemistry. Modelling groundwater age is then equivalent to simulating the advective and
dispersive transport of conservative substances in groundwater. On the other hand, the age
of a water sample is the average of all the water molecules collected in a sample, some of
which may be from different origins. For this reason, groundwater age should also be viewed
in a probabilistic framework rather than as a single value at each point in space and time.
Cornaton and Perrochet [13] show, using a generalized reservoir theory, that the statistical
distribution of the random variable groundwater “age” can be modelled using a formulation
based on advective–dispersive transport of a conservative tracer, using appropriate bound-
ary conditions. The transient age probability density function (PDF) is obtained for a finite
reservoir, �, by solving the boundary value problem:

∂φgA

∂t
= −∇ · qgA + ∇ · φD∇gA + qI δ(τ )− qO gA (1)

in which:

gA(x, 0, τ ) = f (x, τ ) in �, (2)

JA(x, t, τ ) · n = (q · n)δ(τ ) on �− (3)

where gA(x, t, τ ) is the transported transient age PDF, with t being the clock-time, τ the
age dimension, φ is porosity or mobile water content, q is the fluid flux vector, D is the
macrodispersion tensor, JA(x, t) is the total age mass flux vector, x = (x, y, z) is the vector
of Cartesian coordinates, n is a normal outward unit vector, and δ is the Dirac delta function
which ensures an impulse flux on �−. �− represents the inlet boundaries and �+ refers to
the outlet boundaries. The terms qI and qO represent fluid sources and sinks, respectively,
such as the internal production or extraction of groundwater. The total age mass flux vector
JA(x, t, τ ) is defined by the sum of the advective and dispersive age fluxes:

JA(x, t, τ ) = qgA(x, t, τ )− φD∇gA(x, t, τ ) (4)

Equation 1 is a 5-D equation close to the one introduced by Delhez et al. [14] in the context
of the theory of the age in ocean modelling. It however differs from Delhez et al.’s model by
a porosity term required in the subsurface context.

The mean value a(x, t) of the probability density function gA(x, t, τ ) is defined by its
first temporal moment:

a(x, t) =
+∞∫

0

ugA(x, t, u)du (5)

where u is the age value.
The first moment form of Eq. 1 is the mean age transport equation in which the mean age

is defined as the average over a water sample containing water molecules having a range of
individual ages. It is given by:

− ∇ · qa + ∇ · φD∇a − qOa + φ = ∂φa

∂t
in� (6)

which is equivalent to that obtained by Goode [20] with a mass conservation approach. The
mean groundwater age can be computed by prescribing a “concentration” input that is pro-
portional to the water flux at the inflow boundaries. Equation 6 can be solved by assigning
a(x, t) = 0 on the inlet limits. Mean age is continuously generated during groundwater flow,
since porosity acts as a source term. This source term indicates that groundwater is aging
at the rate of one unit per unit time, on average. Cornaton and Perrochet [13] show that
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mean age computations using Eq. 6 are well-suited for simulating isotopic age dates. The
implementation of mean age calculations is straightforward in a numerical model that already
solves the advection-dispersion equation because only a source term that equals the porosity
needs to be included [13,56], as well as the use of proper boundary conditions (a(x, t) = 0
on �−).

3 Numerical model

The numerical model HydroGeoSphere [52] is used to solve the density-dependant ground-
water flow equation along with the advective–dispersive solute transport of total dissolved
solids (TDS) and mean groundwater age (Eq. 6). Key processes pertaining to groundwater
flow modelling during a glaciation period such as hydromechanical loading, subglacial infil-
tration, isostasy, sea-level change and permafrost development are also included in the model
(see [29,30] for details).

The limits of the model encompass the entire Canadian landscape as well as northern
United States and Alaska; they were chosen to capture the entire region affected by the last
glaciation and are sufficiently large such that the ice-sheet impact is negligible at the margins
of the model (Fig. 1). Brick elements (25 × 25 km) are used to discretize the three-dimensional

Fig. 1 Limits and hydrogeologic units of the numerical model. The geographic limits of the model are 172.5◦
W and 42.5◦ W on the western and eastern boundaries and 34.75◦ N and 84.75◦ N on the southern and
northern boundaries. Simplified bedrock geology facies used in the numerical model shown in pink: Canadian
Shield, dark green: orogenic belts, dark blue: oceanic crust and yellow: sedimentary rocks (Constructed from
[26] and [58]). The north–south and east–west black lines indicate the location of cross sections shown in
Fig. 2. Albers equal-area map projection
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Table 1 Bedrock hydraulic properties by facies

Parameter Facies

Sedimentary Shield Orogen Oceanic crust

K (isotropic) (m/year) 60.0 30.0 3.0 0.1

Specific storage, Ss (m−1) 5.0 × 10−5 3.0 × 10−6 1.0 × 10−5 1.0 × 10−5

Porosity, φ (−) 0.2 0.001 0.05 0.01

Loading efficiency, ζ (−) 0.2 0.2 0.2 0.2

Longitudinal dispersivity, αL (m) 5000 5000 5000 5000

Transverse dispersivity, αT (m) 100 100 100 100

Transverse vertical dispersivity, αV (m) 100 100 100 100

Rock-water mass transfer constant,
Kmt (year−1)

2.3 × 10−7 2.3 × 10−8 2.3 × 10−8 2.3 × 10−9

model (see [28] for discretization details) which covers about 10,000 km × 6000 km × 10
km with a total 2D area of 2.5 ×107 km2. There are 10 elements in the vertical dimension
and the elements size is between 70 m near the surface to 1 km at the bottom of the model.

Hydraulic properties are assigned according to the main bedrock geological units which,
at the scale of the Canadian landscape, are simplified into four major facies (see Fig. 1; Table
1). Although this simplification is dramatic, computational constraints, the highly complex
three-dimensional architecture of Canadian geology and the lack of systematic hydraulic
measurements over the Canadian landscape limit the use of a highly-detailed geological
model. The hydrogeological units are: Canadian Shield, Sedimentary basins, Orogenic belts
and Ocean crust for which average hydrogeological properties based upon a review of the
Canadian hydrogeology are assigned (see Table 1 and [30]).

Boundary conditions used here are inferred from the ice and climatic chronologies during
the Wisconsinian glaciation derived from the Memorial University of Newfoundland/Uni-
versity of Toronto Glacial System Model [48–51], as described in Lemieux et al. [28].

A steady-state simulation is first performed to obtain a set of initial conditions for the tran-
sient simulation of groundwater flow, solute transport and groundwater age evolution during
the last glacial cycle. The transient simulation starts at the last interglacial (LIG), −120 kyr,
until present time, 0 kyr, with a 0.1 kyr timestep. Flow boundary conditions are updated every
timestep and the age boundary condition is a specified zero age at inflow nodes, both in the
subglacial and periglacial environments.

4 Results

4.1 Mean groundwater age distribution at last interglacial

In order to perform the age calculation during the last glacial cycle, initial conditions are
needed for the age distribution at LIG. In order to obtain the mean groundwater age dis-
tribution at LIG, a steady-state flow field is obtained using the climatic conditions of the
LIG (see [30] for details) for which a steady-state age transport simulation is performed.
The age transport boundary condition consist of a specified zero age at inflow nodes and a
zero-order source term equal to the porosity for each of the rock facies is used. Although it
was recognized by Lemieux et al. [30] that interglacial groundwater flow systems may not
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Fig. 2 Mean steady-state groundwater age distribution along selected cross sections for the last interglacial.
The lateral extent of the figure is about 10,000 km×6000 km. Vertical exaggeration is 60×

be in equilibrium with interglacial boundary conditions, it is believed that this assumption is
suitable for the exploratory nature of this study. The simulation of several prior glacial cycles
to establish a dynamic equilibrium over that last several glacial cycles would have been the
most suited approach, but the computational efforts were preclusive.

The calculated three-dimensional mean groundwater age pattern at LIG is shown in Fig. 2
along select cross sections. A clear pattern appears where the mean groundwater age at LIG is
younger near the surface and older with depth. The mean groundwater ages span a very large
range in values, ranging from zero to 42 Myr. A value of 42 Myr occurs at great depth where
there is little groundwater flow. Inspection of the results along the cross sections (Fig. 2)
reveals that the youngest water occupies a relatively thin veneer near the surface. Because
of the large density of the groundwater at depth, where there is little flow, a large mass of
essentially stagnant groundwater exists in the bottom portion of the model.

The surface distribution of the mean groundwater age shows that most of the shallow
water has a young age, which suggest that water has recently entered the system. A few loca-
tions, mainly along the coast of the province of Québec, Baffin Island and the north shore
of Nunavut, show older water. They represent groundwater discharge regions and the age at
the outlet is a mixture of deep old water and shallow, younger water. Such occurrences have
been documented within the Canadian Shield [19,42] and is usually associated with rapid
discharge of deep groundwater along fractures. Although there are no explicit fractures in
our model, fractures may only have enhanced the natural discharge of deep brines that we
observe in our simulation results.

4.2 Mean groundwater age evolution during the wisconsinian glaciation

Figure 3 shows the simulated hydraulic head and groundwater age at different depths z along
with boundary conditions and climatic conditions applied on the surface over the glacial cycle
at an observation point located in Timmins, Ontario. In Fig. 3a, subglacial conditions prevail
above the horizontal line separating subglacial and periglacial conditions, while periglacial
conditions prevail below. The black infilled region indicates that the subsurface is frozen and
an unfilled box indicates frost-free conditions. For subglacial conditions, the the ice sheet
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Fig. 3 Observation point located at Timmins, Ontario, Canada, showing (a) surface climatic conditions, (b)
surface boundary conditions, (c) simulated hydraulic heads and (d) simulated mean age evolution for different
depths (z). In (a) subglacial conditions prevail above the horizontal line while periglacial conditions prevail
below. Black infill indicates frozen ground and white infill indicates frost-free conditions. For subglacial con-
ditions, the bottom of the ice sheet can be warm-based or cold based. For periglacial conditions, the water
table can be at ground surface level, at a periglacial/proglacial lake level or at sea level

can be warm-based, meaning there is subglacial melting, or cold based, meaning there is
no subglacial melting. For periglacial conditions, the water table is either at ground surface
level, at a periglacial/proglacial lake level or at sea level.

In Fig. 3b, the “elevation” axis on the left is used to designate the value of several vari-
ables such as specified hydraulic head and permafrost depth. Other variables displayed are the
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ground surface elevation and ice-sheet thickness. The summation of the ice-sheet thickness
and the ground surface elevation gives the ice-sheet surface elevation. Permafrost thicknesses
are shown as negative values to symbolize there are progressing downward into the ground.
The summation of the surface elevation and the permafrost thickness provides the elevation
of the lower limit of the permafrost. Specified heads are designated using discrete symbols
when this boundary condition is active in the model. A specified water flux, using values cor-
responding to the axis on the right, is prescribed when the specified head boundary condition
is inactive and subglacial meltwater is being produced.

In Figs. 3a and b, it can be seen that there were three glacial stages within the last glacial
cycle. At the beginning of every glacial stage, the ice-sheet flows southward from the Arctic
and cold temperatures associated with the climate evolution causes freezing of the ground
such that thick permafrost develops (see [28,30] for details). As the ice sheet flows, it covers
the frozen ground and isolate it from the cold air temperature. The upward geothermal energy
migration and frictional heat at the bottom of the ice sheet contribute to the melting of the sub-
glacial permafrost and subglacial meltwater can be driven into the subsurface at great depths
under ice-sheet pressure. This can be seen in Fig. 3c where subglacial simulated hydraulic
heads increase up to 3 km when the ice sheet overrides the ground surface. A portion of the
pore pressure increase is due to the subglacial meltwater recharge and a part is due to the
surface loading of the km-thick ice sheet.

The groundwater age evolution is intimately related to the recharge of meltwater into the
subsurface. It can be seen in Fig. 3d that the groundwater age decreases significantly, and up
to 3 km, when a large recharge event occurs, such as during glacial stage 3. As the glacial
period ends and time progresses towards present day, the groundwater age increases steadily
due to the lack of mixing with young water derived from the meltwater. At the end of the sim-
ulation, the groundwater age is far from its initial values, especially at great depths. It should
be noted that subglacial meltwater does not circulate to a depth of 3 km, but displaces water
up to this depth, depending on local rock permeabilities, which modifies the groundwater
age.

Figures 4a–e show the mean groundwater age distribution and permafrost depth along the
eastern north-south cross section shown in Fig. 1. It can be seen that the initial mean age (at
t = −120 kyr) is very old at depth and becomes younger near the surface, where transit times
are shorter. When the ice sheet grows, at −30 kyr, large volumes of the subglacial meltwater
mix with the old groundwater such that the mean groundwater age becomes younger. The
mixing below the ice sheet occurs at great depths, and locations where the mean groundwater
age was originally older than about 1 Myr now has a value between 10 kyr and 100 kyr. A
thin veneer of young meltwater is clearly evident below the ice sheet at and following LGM.
At the end of the simulation period, it can be seen that mean groundwater ages below regions
that were affected by the ice sheet advance and retreat are much younger than they were at
LIG.

The results also show that current frozen water within the permafrost area (Fig. 4e)
is much younger than at LIG (Fig. 4a). This suggest that a large proportion of this fro-
zen water is composed of subglacial meltwater infiltrated during the advance of the ice
sheet and that the geochemical signature of the permafrost should point toward a glacial
origin. A geochemical study conducted at the Lupin Mine (NWT, Canada) in a 500 m
thick permafrost environment [46,47] was, however, not able to unequivocally confirm this
finding.

Finally, it should be noted that little numerical oscillations were observed during the sim-
ulation of the large subglacial recharge events (see Fig. 3d), but the overall stability of the
model was satisfactory and converging rapidly at every timestep [30].
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Fig. 4 Mean groundwater age and permafrost depth (solid line) along a selected north–south cross section
(shown on Fig. 1) at selected time slices: a −120 kyr; b −30 kyr; c −20 kyr; d −14 kyr and e 0 kyr. Vertical
exaggeration: 100×
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5 Conclusions

Numerical simulation of groundwater flow is a powerful tool in order to understand the
impact of past climates on groundwater resources. In this paper, the concept of groundwater
age was applied to compute mean groundwater ages across the Canadian landscape at LIG
and throughout the last glacial cycle. It was found that at LIG, mean groundwater ages are
younger near the surface and become much older with depth. The mean groundwater ages
span over a large range in values, between zero and 42 Myr. Exceedingly old groundwater
is found at large depths where there is little groundwater flow because of low permeabilities
and because of the presence of very dense brines.

During the glacial cycle, old, deep groundwater below the ice sheet mixes with the young
subglacial meltwater that infiltrates into the subsurface and the resulting mean groundwater
age becomes younger. Our calculations indicate that glacial meltwaters may have penetrated
to to depths as large as one kilometer; however, this is based on a gross regionalization of
the subsurface hydrogeology. These calculations are however in agreement with meltwater
penetration depths observed in the Illinois, Michigan and Williston basins [22,31,37] and in
the Canadian Shield [11,15,41]. They also agree with age estimates reported by McIntosh
and Walter [32] in the Great Lake region, which extends up to 50 kyr. Although not presented
here (see [30]), simulated total dissolved solids profiles in the Canadian Shield also agree
with reported measurements of Frape and Fritz [18].

Clearly, local-scale analysis which bring to bear local geological conditions would serve
to refine our calculations. Nevertheless, the work presented here can serve as a framework
to refine such calculations and can be useful for choosing potential field sampling locations
for further study, sitting of nuclear waste repositories, and identify potential reservoirs of
high-quality drinking water.
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Abstract This study has investigated and outlined the possible quantification and
mapping of the distributions of advective solute travel times through hydrological catchments.
These distributions are essential for understanding how local water flow and solute transport
and attenuation processes affect the catchment-scale transport of solute, for instance with
regard to biogeochemical cycling, contamination persistence and water quality. The spatial
and statistical distributions of advective travel times have been quantified based on reported
hydrological flow and mass-transport modeling results for two coastal Swedish catchments.
The results show that the combined travel time distributions for the groundwater-stream net-
work continuum in these catchments depend largely on the groundwater system and model
representation, in particular regarding the spatial variability of groundwater hydraulic param-
eters (conductivity, porosity and gradient), and the possible contributions of slower/deeper
groundwater flow components. Model assumptions about the spatial variability of ground-
water hydraulic properties can thus greatly affect model results of catchment-scale solute
spreading. The importance of advective travel time variability for the total mass delivery
of naturally attenuated solute (tracer, nutrient, pollutant) from a catchment to its down-
stream water recipient depends on the product of catchment-average physical travel time and
attenuation rate.

Keywords Hydrology · Travel time · Solute transport · Natural attenuation · Catchment ·
Groundwater–surface water interactions

1 Introduction

Travel time distributions (or also called transit time distributions, system response
functions, weighting functions [1]) are useful descriptors of how small-scale physical trans-
port processes and their dynamics combine to determine larger-scale transport behavior in
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catchments. A travel time distribution can be determined from the mass flow response or
breakthrough of an instantaneous, conservative tracer input in a catchment area with zero
background tracer concentration [2]. This integrates the physical transport of tracer in all the
pathways that carry it through the catchment into a single distribution of the timescales of
the tracer transport through the catchment. This distribution quantifies the physical spread-
ing of tracer mass in that catchment-scale transport process and can aid significantly in the
understanding and quantification of the processes involved in the catchment-scale water flow
and solute (tracer, nutrient, pollutant) transport [3–7]. These processes control also biogeo-
chemical cycling, contamination persistence and water quality [8].

Purely physical, advective solute travel times through a catchment depend on the transport
velocities and transport pathway lengths between the solute input and output locations. These
physical transport quantities and associated solute travel times may vary widely for different
solute input locations, an influence that may be referred to as geomorphologic dispersion in
the stream networks [9] and analogously in the subsurface transport process from the land
surface to the streams [3,5]. Even for solute input at a single well-defined point-source loca-
tion in a stream, the downstream solute transport and travel times through the stream network
are subject to dispersion due to transport velocity variations among and along different trans-
port pathways [10,11]. The solute may also undergo diffusive mass transfer between mobile
and immobile water in the hyporheic [12] and dead zones [13].

Different factors and mechanisms may control the dynamics and timescales of hydrolog-
ical mass transport through drainage basins [14–17]. The travel time variability that exists
at all scales in all catchments may to smaller or greater degree mask some important effects
of these factors and mechanisms and lead to disparities between different solute transport
models and results for different measurement and model scales [4,18–20]. Such disparities
limit our capability to incorporate field knowledge and to interpret and transfer results in and
between different modeling frameworks and catchments.

In general, realistic distributions of solute travel times in catchments have been pointed
out as essential information for accurately representing the catchment-scale process of solute
transport, yet commonly difficult to quantify and constrain [1]. In this paper, we investigate
the possible quantification of solute travel time distributions in catchments, by the use of
reported results on catchment-scale hydrological flow and mass transport modeling in two
well-investigated, coastal Swedish catchments areas (Fig. 1): the Norrström drainage basin
[19–24] and the Forsmark catchment area [25–28]. In particular, we investigate here the
role of different possible groundwater system representations for the quantification of solute
travel times through catchments. We further investigate the effects of different travel time
distribution quantifications for the resulting solute mass transport from the catchments to
downstream recipients.

2 Materials and methods

This section describes the general approach to quantify travel times and their spatial and
statistical distributions in catchments, and the solute mass delivery from the catchments. The
modeling details for the two specific investigated catchment areas are given in the Appendix.

2.1 General quantification approach

Numerous studies have in the past decades developed and used theoretical conceptualization
and quantification approaches that account for the large-scale, physical spreading of solute
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Fig. 1 a Location of the Forsmark and Norrström catchment areas within Sweden; b the Forsmark catchment
area with its: surface water system, including streams (blue lines), lakes (soft blue), wetlands (dark blue)
and ten main stream outlets to the coast (black dots), the subcatchment boundaries of which are drawn with
black lines; and c the Norrström drainage basin with its: river network (soft blue), major lakes (dark blue)
and subcatchment boundaries (black lines), and outlet to the sea (black dot). The small near-coastal zones in
between the main stream outlets of the Forsmark catchment area discharge mainly groundwater to the sea

transport in heterogeneous geological formations in terms of prevailing advection variabil-
ity; see for instance Dagan [29] and Rubin [30] for reviews of such different approaches.
Some of these approaches have particularly developed the use of advective solute travel times
and their distributions as a main basis for Lagrangian conceptualizations and derivations of
field-scale solute transport and spreading in different subsurface water systems (unsaturated
soil and groundwater, e.g. [2,31–47]). Parallel studies also extended the theoretical basis of
the Lagrangian travel time-based approaches to link the solute transport through the differ-
ent water subsystems (unsaturated soil, groundwater, streams and stream networks) that are
hydraulically connected at the larger scales of hydrological catchments [4,5,44,48–50].

The advective travel time distributions that have been used in most previous studies have
been approximated by assuming some common type of probability density function (e.g.,
log-normal, inverse Gaussian), which can be fully parameterized based on knowledge of only
the possible mean and variance of solute travel times in the considered transport system. In
this study, we adopt the Lagrangian advective travel time-based approach and extend it to
quantify and investigate entire distributions of advective solute travel times in the two Swed-
ish catchment cases and their different water subsystems, by the use of the flow and mass
transport results that have already been modeled, tested against all available monitoring data
and reported in a series of previous published studies of these catchment areas [19–28].

In general, studies that use Lagrangian advective travel time-based approaches do so
because they focus on the macro-dispersion of solute transport due to large-scale advection
variability. In such large-scale contexts, the local mixing that occurs between and along dif-
ferent advection pathways due to pore-scale dispersion and molecular diffusion in mobile
water is often neglected [29,30]. However, if and where account of these processes is needed,
they can be linked to the advective travel-time based model representations, with such linked
studies showing that neglecting local dispersion and diffusion within mobile water does
not much affect the large-scale mean mass flow rate or concentration, but may lead to the
overestimation of local mass flux and concentration variances [51–54].

Jarsjö et al. [26] have also specifically investigated the effect of local random variability
around mean advective travel time, e.g. due to local dispersion and diffusion, for the Fors-
mark catchment area, which constitutes one of the two specific catchment cases of the present
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study. The results of Jarsjö et al. [26] confirm that also in this specific catchment case, the
effect of such local variability within mobile water is small on the expected large-scale solute
transport. The present paper therefore focuses on the quantification of advective solute travel
times as the main, first and necessary step towards quantifying catchment-scale pollutant
transport and its dominant timescales.

With regard to more significant effects of diffusive mass transfer between mobile and
immobile water zones, it is one of the main advantages of Lagrangian travel time-based
approaches that their first-step quantification of advective solute travel time distributions
can readily be coupled with relevant process models of diffusive mass transfer [5,33,34,
36,37,46,49], as well as with biogeochemical reaction process models of various degrees of
complexity [34,38–43,45,47,50,55]. The resulting coupled advection-sorption and/or advec-
tion-reaction models account then both for the physical solute spreading effect of advection
variability and the diffusive mass transfer and/or biogeochemical reaction process effects on
large-scale pollutant transport. In this study, this extension possibility will only be illustrated
for a generic, hypothetical and simple case of solute undergoing first-order attenuation. This
illustration is made to show some general first-order effects of the advective solute travel time
variability and distributions on the large-scale solute mass delivery from different parts of
a catchment area and the whole catchment to a downstream water recipient. More complex
investigations of diffusive mass transfer and/or reactive transport of specific pollutants are
outside the scope of the present study, but we note with reference to the above-cited diffu-
sive-reactive transport studies that such investigations are facilitated by the present, first-step
quantification of advective solute travel time distributions.

In the present quantification of these distributions, we further neglect the travel time com-
ponents in the essentially vertical transport from the soil surface down to the groundwater
table, for simplicity and in comparison to the dominant, large travel times in the ground-
water system, from the groundwater table to the groundwater–stream interface. This is by
no means any necessary neglect requirement in the Lagrangian advective travel time-based
approach. On the contrary, this approach has already been developed and used for linking the
travel times and travel time distributions of the essentially vertical unsaturated zone transport
with the essentially horizontal transport in the groundwater zone and its travel times and
travel time distributions, in order to represent the large-scale solute transport through the
integrated soil–groundwater system [44,49]. If and where the advective travel times through
the unsaturated zone are quantified or expected to be significant in relation to the groundwater
travel times, the same methodology can readily be used to extend the present quantification
results to consider and integrate the unsaturated zone travel time components in the combined
catchment-scale travel time distribution.

Furthermore, the previously reported flow and transport modeling of the specific two
Swedish catchment cases considered in this study certainly include soil properties and pro-
cesses [19–28]. The main reason and motivation for the present primary focus on quantifying
and linking the groundwater and stream network travel times is that the soil depth of qua-
ternary deposits above the bedrock is generally small (around 1–2 m, up to maximum 5 m)
in both these catchment areas, with the groundwater table being on average about one meter
below the soil surface. In contrast, the horizontal transport lengths are three to five orders
of magnitude greater in both the small Forsmark catchment area of 30 km2 and the much
larger Norrström catchment area of 22000 km2 (Fig. 1). We believe that these conditions
justify a primary focus on the advective travel times of the horizontal transport through the
groundwater–surface water continuum, especially with the particular aim of the present study
to investigate the role of different possible groundwater system characterizations and model
representations for the quantification of solute travel times through catchments. Also in this
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respect, the present results facilitate follow-up studies that can incorporate the additional
travel time components of vertical transport through the unsaturated zone and investigate
their effects on the combined total distributions of travel times through whole catchments.

2.2 General travel time and mass delivery fraction calculations

We consider solute mass releases from different sources on the land surface and/or directly
into the streams, lakes of each catchment area, which discharges its water and waterborne
solute mass flows into a downstream recipient. This recipient is the coastal water for both
catchment areas investigated here, with a single coastal outlet in the Norrström basin, and
multiple stream outlets as well as zones of direct groundwater discharge to the coast in the
Forsmark catchment area (Fig. 1).

The advective solute travel time from any mass input location agw along the mean ground-
water flow direction xgw to a given control plane location xC P along that direction (e.g., at
the nearest groundwater–stream or groundwater–coast interface), and as along the mean
stream/surface water flow direction xs to the outlet xout is quantified as τgw = ∫ xC P

agw

d Xgw
vgw(Xgw)

and τs = ∫ xout
as

d Xs
vs (Xs )

, with vgw(Xgw) and vs(Xs) being the local transport velocity in the
xgw and xs direction at advective solute transport position Xgw and Xs along xgw and xs ,
respectively. For any solute input location at the catchment surface, a total flow-weighted
average travel time T to the recipient can be quantified as T = (1−βgw)τs +βgw(τgw+τs),
or just T = τgw in near-coastal catchment zones with only groundwater flow to the coast
(see Forsmark area in Fig. 1b), where βgw is the flow fraction of the total precipitation
surplus (precipitation minus actual evapotranspiration) at the catchment surface that infil-
trates the soil–groundwater system, and (1 − βgw) is the complementary fraction that
flows directly into the recipient through only surface runoff and stream flow. In general,
βgw = 0 in all catchment area parts that are covered by surface water, while it may gen-
erally have different values at different land surface locations. In the present calculations,
explained further in the specific catchment sections below, βgw is assumed steady in time
and is estimated mainly from available land cover information for the Forsmark catch-
ment area, and both land cover and river network information for the Norrström drainage
basin.

The quantification of delivered solute mass fraction from the catchment surface to the
coast is made here for solute that undergoes first-order attenuation exp(−λgwτgw) in the
subsurface and exp(−λsτs) in the stream network system of the catchment. For simplicity,
because we do not investigate any specific tracer, nutrient or pollutant transport situation,
we illustrate results for λgw = λs = λ, so that the mass delivery fraction α from any input
location to the coast is quantified as α = exp(−λT ). The total delivered mass fraction from
the whole catchment to the coast is quantified by the mean value, α, of α for uniform mass
input over the whole catchment surface.

2.3 The Forsmark and Norrström catchment areas

The Forsmark catchment area is relatively small (30 km2) and characterized by uniquely high-
resolved (on 10 m × 10 m grid cells) measured and modeled hydrological data [25–28]. The
Norrström drainage basin is relatively large (22000 km2), with much coarser (1 km × 1 km)
resolution of available measured and modeled data [19–24]. This section shortly describes
the main flow and transport characteristics of these areas. More details on the modeling and
calculations for each area are given in Appendix.
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2.3.1 Forsmark catchment area

The Forsmark catchment area (Fig. 1b) contains the subcatchments (black contours, Fig. 1b)
of ten main stream-outlets to the Baltic Sea, with small near-coastal catchment zones in
between discharging mainly groundwater to the sea. The Forsmark catchment area is cur-
rently of particular interest due to its consideration by the Swedish Nuclear Fuel and Waste
Management Company as a possible suitable location for a deep repository for spent nuclear
fuel, e.g., [26,56]. Quaternary deposits cover a major part of the surface and are dominated
by till (mainly sandy). The land surface is mainly covered by forest. There are also many
lakes and wetlands, with the wetlands being sometimes partially forested. Figure 1b shows
the ten main connected stream networks (with outlets to the coast shown with black dots)
and their catchments (with boundaries drawn with black lines), where the dominating flow
and transport pathways from the land surface to the coastal waters go through the coupled
groundwater–stream system to the nearest surface water (stream, lake, wetland) and through
the associated stream network to the coast. The remaining surface area in the Forsmark
catchment represents the about 11% of the total catchment surface area that is covered by the
small, near-coastal catchment zones where groundwater discharges directly into the coastal
waters.

In general, infiltration excess overland flow may occur in this catchment area but only
over short distances [56,57], implying a negligible surface runoff contribution to the total
runoff from the catchment and thereby βgw ≈ 1 in the land surface grid cells, which cover
about 85% of the catchment area. The remaining 15% is covered by surface water (streams,
lakes and wetlands), for which βgw = 0.

The fine data and model resolution for this catchment area allows us to investigate the
role of the groundwater hydraulic gradient quantification, by using the same underlying
fine-resolved (10 m × 10 m grid) ground slope data as in previously reported hydrological
modeling [26,28] in two different ways. Specifically, we estimate the hydraulic gradient in
each grid cell in the groundwater system as equal to: either (i) the arithmetic mean value
of all the local, fine-resolved ground slopes in the subcatchment area of the outlet (to the
nearest stream or directly to the sea) that is associated with the grid cell; this slope is then
constant among the different grid cells within each subcatchment area and referred to as the
subcatchment-average slope and hydraulic gradient; or (ii) the fine-resolved local ground
slope at each grid cell location, which we refer to as the local ground slope and ground-
water hydraulic gradient. Grid cell lengths through each model cell are generally for both
gradient approaches calculated in the horizontal plane, based on estimated flow path direc-
tions and the size of model grid cells. Elevation is thus not accounted for in the transport
distance calculations, which implies that any result differences between the different gradi-
ent estimation approaches depend on associated transport velocity and not transport length
differences.

Field measurements of hydraulic conductivity (by 36 slug tests and 2 pumping tests)
throughout the Forsmark catchment area yielded highly variable conductivity values, which
were generally higher at the interface between the quaternary deposits and the underlying bed-
rock than in the soil above that interface [57]. For the investigation purposes of the previous
hydrological modeling studies of this area [26,28], a uniform hydraulic conductivity value
(equal to the reported mean value from measurements [57]) was used to mainly represent
the solute transport through the high-conductivity layer at the soil–bedrock interface. The
same model representation is used also here, allowing us to investigate the effect of different
assumptions with regard to the spatial variability of hydraulic conductivity, by comparison
with Norrström basin results under similar mean travel time conditions.
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2.3.2 Norrström drainage basin

The Norrström drainage basin (Fig. 1c) is defined by the coastal outlet location of Norrström
in the Swedish capital, Stockholm, and contains many (sixty shown in Fig. 1c) main sub-
catchments that drain their water through the major lake Mälaren to that common outlet and
further into the Baltic Sea. The basin is rather flat with a basin-average topographic slope of
1.5% and a steepest topographic slope of 10% in a single 1 km × 1 km model grid cell, and
low-lying with numerous lakes, underlain by granitic and gneiss-granitic bedrock covered
by clay or till deposits. On the resolution scale of 1 km × 1 km, land-cover is classified to
consist of 4% built-up areas, 36% agricultural and open land, 49% forest, 1.5% wetlands and
9.5% major inland surface waters.

Due to the coarse spatial model resolution of this basin, there are generally unresolved
streams and other surface water features also within the model grid cells that are classified
as land. Given a relevant stream density for these grid cells based on several paper and
digital sources for river network delineation [19], the previous hydrological model studies
of the Norrström basin [19–24] have quantified the total flow from the land–soil–ground-
water system that feeds the surface water system to be, on average, about 75% of the total
water flow through the basin. The remaining flow of about 25% goes then only through the
surface water system. In these surface water cells defined by land cover and river network
information, βgw = 0. In the land–soil–groundwater system grid cells, βgw = 1 because
the pure surface runoff contribution to the total (surface and land–soil–ground) water flow is
negligible (about 0.02%) in Norrström, as in Forsmark.

The previous, underlying hydrological modeling of the Norrström basin [21] conceptual-
ized the groundwater flow to be partitioned between a relatively highly conductive (shallow,
e.g., of quaternary deposits) and a less conductive (deeper, e.g., the bedrock) groundwater
subsystem with the average total thickness of the two groundwater systems being set to 50 m
following de Wit [58]. In this study, we investigate specifically the advective travel time
effects of accounting for or neglecting the possible flow partitioning into the groundwater
subsystem of slower/deeper flow.

Due to the coarse spatial resolution, the grid cell-average hydraulic gradient quantification
for the groundwater system in the Norrström basin is more consistent with the subcatchment-
average than with the local gradient estimate in the Forsmark catchment area. In contrast to
the Forsmark application, the groundwater hydraulic conductivity in Norrström is modeled
to vary between grid cells, depending on the available data of soil characteristics [19–24].

3 Results and discussion

Figure 2 illustrates the spatial and statistical distributions of advective travel times through
the different water subsystems, and in total through the catchment area to the coast, from all
the 10 m × 10 m grid cells in Forsmark, with the different hydraulic gradient quantifications:
(i) the subcatchment-average gradient (Fig. 2a, b), and (ii) the local gradient (Fig. 2c, d).
The different gradient quantifications yield large travel time differences in both the spatial
distribution (Fig. 2a, c) and the spreading of the statistical distribution (Fig. 2b, d) of travel
times. The differences depend on the contributions of very long travel time components in
the local gradient approach from the large flat-topography parts of the Forsmark area. The
arithmetic averaging involved in the subcatchment-average gradient approach reduces the
weight of small local gradient values and provides more realistic estimates of the prevailing
hydraulic gradient, which is not likely to fluctuate as much as the local ground slope.
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Fig. 2 Spatial (a, c) and statistical (b, d) distributions of advective travel time from all grid cells in Forsmark
catchment area to the coast, for the stream network and groundwater subsystems and the whole catchment,
with hydraulic gradient quantification from a, b subcatchment-average ground slope; and c, d local ground
slope

The differences in Fig. 2 underline the essential role of the model representation of ground-
water hydraulics, here reflected by the different possible approaches to estimate the hydraulic
gradient. The fact that infiltration excess overland flow is negligible in Forsmark [56,57]
explains the strong hydraulic gradient control on calculated advective travel times through
this catchment area, which was also found by McGuire et al. [15]. A contrasting and counter-
intuitive positive relationship between catchment transit times and ground slope has been
found by Tetzlaff et al. [59] for the flat Swedish Krycklån boreal basin. This result is
explained by the total runoff being dominated by relatively fast overland flow, rather than
by groundwater flow as in Forsmark, in the flatter, poorly drained peat soils of the Krycklån
basin [60].

Figure 3 illustrates the spatial and statistical distributions of advective travel times through
the different water subsystems and the whole basin to the coast from all the 1 km×1 km grid
cells in Norrström. Results are illustrated for the alternative model representations that neglect
(Fig. 3a, b) or account for (Fig. 3c, d) the possible contribution of slow/deep groundwater
flow. The travel time differences obtained by these alternative model representations are large
in terms of both the spatial distribution (Fig. 3a, c) and the statistical spreading (Fig. 3b, d) of
travel times in the basin. Since flow path directions and flow pathway lengths are the same in
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Fig. 3 Spatial (a, c) and statistical (b, d) distributions of advective travel time from all grid cells in the Nor-
rström drainage basin to the coast, for the surface runoff, surface water and groundwater subsystems and the
whole catchment for a, b neglect and c, d account for the possible contribution of a slow/deep groundwater
subsystem

both conceptualizations, these travel time distribution differences are only due to the assumed
partitioning (in Fig. 3c, d) or the no-partitioning (in Fig. 3a, b) of groundwater flow between
the two groundwater subsystems with distinctly different advective velocities. Also these
differences emphasize thus the importance of relevant groundwater system characterization
for relevant and accurate assessment of solute travel time distributions in catchments.

The importance of groundwater controls on catchment-scale travel times has also been
reported in other studies, which have found greater travel time dependence on bedrock seep-
age [61,62] than on the more directly intuitive catchment size. The results illustrated in Fig. 3
show that also in the Norrström basin, the relatively small proportion of about 12% of the
total runoff recharging the slow/deep groundwater subsystem is sufficient for significantly
increasing the total mean travel time to the coast. With this deep recharge fraction, the mean
total travel time increases from about 3 to about 30 years (Fig. 3). Furthermore, the travel time
variability, quantified in terms of the travel time standard deviation, increases from about 10
to about 60 years (Fig. 3).

Table 1 summarizes the most directly comparable catchment-scale travel time statistics
for the two catchment areas: those for the case of neglecting the slow/deep groundwater
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Table 1 Catchment-scale mean value, standard deviation and coefficient of variation of advective travel times
T from all grid cells in the Forsmark and Norrström catchment areas to the coast

Advective travel time to the coast
in the Forsmark catchment area

Advective travel time to the coast
in the Norrström drainage basin

Mean value (years) 1.7 Mean value (years) 3.4
Standard deviation (years) 1.7 Standard deviation (years) 11.2
Coefficient of variation 1.0 Coefficient of variation 3.3

Travel times in Forsmark are for the subcatchment-average hydraulic gradient quantification. Travel times in
Norrström neglect the possible contribution of slow/deep groundwater

flow contribution in Norrström (Fig. 3a, b), and the case of subcatchment-average hydraulic
gradient in Forsmark (Fig. 2a, b). Under these conditions, the resulting total mean travel time
is similar for both catchment areas. To explain this similarity, Tables 2 and 3 in Appendix
summarize some characteristic flow and transport parameter statistics for these Forsmark and
Norrström cases, respectively. A comparison between these tables shows that, beyond the
similar precipitation surplus because both catchments are in the same hydro-climatic region,
the similarity in mean advective travel times between the two cases depends on their similar
mean combined times for advective groundwater transport, expressed as the mean value of
the ratio between groundwater flow path length and groundwater flow velocity (in turn quan-
tified as the product of hydraulic conductivity and slope divided by porosity). This time scale
is similar even though the separate groundwater flow and transport characteristics are quite
different between the two cases, and irrespectively of the very different catchment area sizes.
The independence of mean travel time on catchment scale is consistent with similar findings
for diffuse solute transport by McGuire et al. [15], Tetzlaff et al. [59] and Rodgers et al.
[63], however depending on different types of flow and transport controls in the different
catchment case studies.

The main groundwater system control of the Forsmark and Norrström travel time results is
emphasized by the order-of-magnitude smaller standard deviation and the three times smaller
coefficient of variation of advective travel times (from different input positions to the coast)
in Forsmark than in Norrström (Table 1). Specifically, comparison between Tables 2 and 3
with regard to the coefficients of variation of different flow and transport parameters shows
that the uniform hydraulic conductivity and porosity assumption for the groundwater system
in Forsmark is primarily responsible for its small travel time variability (in terms of both
standard deviation and coefficient of variation). This variability difference implies a much
greater spatio-temporal spreading (macro-dispersion) of solute around its centre of mass in
Norrström than in Forsmark, and emphasizes the importance of spatial groundwater vari-
ability assumptions for the distributions of advective solute travel time and the associated
physical spreading of solute mass in catchment-scale hydrological transport.

Figure 4 finally illustrates the effect of these variability differences for the delivered sol-
ute mass fraction from different input locations to the coast in the comparable (in terms of
similar mean travel time) Norrström (Fig. 4a–c) and Forsmark (Fig. 4d–f) cases, for different
scenarios of the product of catchment-average physical travel time Ť and biogeochemical
attenuation rate λ. For each catchment area and λŤ scenario, Fig. 4 shows also the total
resulting catchment-scale delivery fraction α of solute mass to the coast.

The results in Fig. 4 indicate that the differences in solute travel time variability implied
by the different spatial variability assumptions for the groundwater hydraulic parameters in
the two catchment case quantifications are primarily important in solute-catchment situations
where 0.1<λŤ< 10. For the interval 0.1<λŤ< 10, any uniform, instantaneous solute mass
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Fig. 4 Map of delivered mass fraction from each grid cell location to the coast in the Norrström drainage
basin (a–c) and Forsmark catchment area (d–f), for different scenarios (0.1, 1 and 10) of the product of
catchment-average advective travel time Ť and attenuation rate λ. The total delivered mass fraction α from
the whole catchment area is also quantified in the figure for each λŤ scenario. Travel times in Norrström
(a–c) neglect the possible contribution of slow/deep groundwater. Travel times in Forsmark (d–f) are for the
subcatchment-average hydraulic gradient

input leads to a delivered mass fraction that is about 30% (or 15 percentage units) greater
for the Norrström case with the larger advective travel time variability than for the Forsmark
case with the smaller travel time variability. Smaller or greater mean λŤ scenarios than this
0.1<λŤ < 10 interval imply nearly non-attenuated or nearly totally attenuated solute mass,
respectively, essentially regardless of the prevailing variability of advective solute travel
times.
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4 Conclusion

This study has outlined the possible quantification of advective solute travel-time distribu-
tions in different catchment areas. The specific catchment cases in the study differ largely
in terms of their scale, data-model resolutions, and process representations in the travel time
modeling. Yet the comparative analysis of these cases has provided some important general
insights.

The results show that the groundwater system characterization and model representation
largely controls the resulting distributions of advective travel times through these hydrologi-
cal catchments. For groundwater assumptions that yielded similar catchment-average travel
times in the different catchment cases, the spatial variability in groundwater hydraulics played
an essential role for the travel time variance, which determines the physical spreading (macro-
dispersion) of non-reactive solute mass transported through the catchment.

For solute that is physically or biogeochemically attenuated along its different transport
pathways through the catchment, the product of the catchment-average advective travel time
and the solute-dependent biogeochemical attenuation rate was shown to largely determine
the effects of travel time variance on the total solute mass delivery from the catchments.
These effects were found to be primarily important for the product interval 0.1<λŤ< 10.
For hazardous contaminants, where even very small solute concentrations and concentration
differences may be essential for environmental and health risks, however, the travel time
variability effects may be important and need to be further investigated also for λŤ ≥ 10.

Furthermore, the primary importance-interval 0.1 < λŤ< 10 applies to the investigated
conditions of variability only in the physical, advective travel time T . The interval may widen
significantly if also the attenuation rate λ is variable, and depending on its possible cross-cor-
relation with the advective travel time T [e.g., 34,64–66]. Further investigations and realistic
quantifications are needed for the spatial variability of biogeochemical attenuation rates and
their correlation with the physics of flow and transport in both the surface water and not least
the groundwater systems of hydrological catchments.
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Appendix

Modeling of the Forsmark catchment area

The previous hydrological modeling of the Forsmark catchment area [25–28], described in
detail by Jarsjö et al. [25,26,28], provides the spatial distribution of total (surface and sub-
surface) annual average runoff (over 30 years), as estimated from the modeled precipitation
surplus, which is the difference between annual average precipitation and modeled actual
evapotranspiration in each model cell. The direction of the water flow and solute transport
pathway through each cell of the modeled catchment area is estimated from the local ground
slope, which is in turn estimated from a detailed digital elevation model of the area, as
explained in more detail by Jarsjö et al. [25,26,28]. The present Forsmark application is
based on average results from two different empirical approaches [67,68], which were used
for actual evapotranspiration calculations in the previous, underlying hydrological modeling
and yielded consistent resulting spatial water flow distribution with each other and consistent
water flow results with independent runoff data from the catchment area.
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To obtain the travel time from each input cell agw along the associated groundwater
pathway (as estimated from the ground slope direction) to the control plane at distance xcp

(of the nearest stream and/or the coast), the travel time contribution �τgw = �xgw/vgw of
each model cell is estimated from the cell length �xgw and the transport velocity vgw =
K · I/n, where K is hydraulic conductivity, I is hydraulic gradient, and n is effective porosity.
The total mean τgw(agw, xC P ) is the sum of �τgw for all cells along the transport pathway
to xcp . The hydraulic conductivity and effective porosity are assumed to be 1.5 ·10−5 m/s and
0.05, respectively, over the whole catchment area, as reported by Johansson et al. [57] for the
quaternary deposits/bedrock interface. In the subcatchment-average gradient approach (i) in
the main text, the hydraulic gradient in each grid cell is set equal to the arithmetic average
of all the local ground slopes in the subcatchment area of the associated grid-cell outlet to
the nearest stream or directly to the sea. The hydraulic gradient is then constant among the
different grid-cells within each subcatchment area, including in cells with nearly zero local
ground slope. In the local gradient approach (ii) in main text, the local hydraulic gradient in
each cell equals the local ground slope in that cell.

The stream network includes all the interconnected bodies of surface water, streams, lakes
and wetlands, through which the waterborne solute mass may be transported all the way to
the coast. For obtaining the travel time from each input cell as along the associated stream
network pathway to the outlet at xout , the travel time contribution �τs = Ls/vs of each
stream stretch is estimated from its length Ls and mean flow velocity vs = Q/Acs , where Q
is the mean annual flow rate and Acs is the mean cross-sectional area of the stream. The total
mean τs(as, xout ) is the sum of �τs for all the stream stretches, lakes and wetlands along
the whole stream network pathway to xout ; the estimation of �τs in lakes and wetlands is
explained below. In streams where the mean cross-sectional area is measured and known
(from 0.29 to 0.43 m2), Q is assumed to be equal to the modeled mean annual water flow
at the model cell location where the stream cross-section area was measured. Otherwise, a
generic value of Acs = 0.3 m2 and the modeled [25,26,28] mean annual flow value at the
mouth of the stream are used in the calculation of mean flow velocity. The �τs contribution
of a lake or a wetland is estimated as �τs = AL/W · def f /Q, where AL/W is the area of
the lake or wetland, Q is the mean annual flow rate through the lake or wetland, and def f

is the mean depth in lakes and is defined as the product of the depth and the water content
(typically around 0.9) in wetlands. The mean flow rate Q is the modeled [25,26,28] mean
annual runoff (precipitation minus evaporation) generated in the lake or wetland plus the
modeled [25,26,28] runoff into the lake or wetland from all upstream cells. For isolated
lakes and wetlands that are not part of any connected stream network pathway all the way
to the coast, their travel time contribution is calculated from the length of a topographically
estimated transport pathway through the lake or wetland divided by an average velocity
vL/W = Q

√[4AL/W /π ]/[AL/W · def f ], where
√[4AL/W /π] is the diameter of a circle

with the same area AL/W as the lake or wetland. The travel time contribution obtained is
added to the total groundwater travel time τgw along the main groundwater pathway that
crosses the isolated lake or wetland. Details on measured lake and wetland depths are given
by Johansson [69] and Brunberg et al. [70].

Modeling of the Norrström drainage basin

The previous hydrological modeling of the Norrström drainage basin [19–24], described
in detail by Darracq et al. [21] after de Wit [58,71] and Greffe [72], provides the spa-
tial distribution of total (surface and subsurface) annual average runoff (over 30 years),
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as estimated from the modeled precipitation surplus in each model cell; as in Forsmark,
the precipitation surplus is also here defined as the difference between annual average
precipitation and actual evapotranspiration, modeled based on an empirical function of pre-
cipitation and potential evapotranspiration [67,73]. A digital elevation map available at a
resolution of 1 km × 1 km was used for assigning water flow and solute-transport pathway
directions through each cell of the modeled catchment area. Previous hydrological model-
ing results in the Norrström basin [21] are also used to obtain: the contribution of the flow
through the land–soil–groundwater system to the total water flow through the basin, based
on the ratio between the long-term average groundwater recharge and the total precipita-
tion surplus in each grid cell, as functions of land cover and topographic slope [68]; and
the travel time τgw(agw, xC P ) from each grid cell agw along the groundwater pathway (as
estimated from the ground slope direction) to the control plane at distance xcp of the nearest
stream.

As mentioned also in the main text, the previous hydrological modeling of the Norrström
basin [21] conceptualized the groundwater flow to be partitioned between a relatively highly
conductive (shallow, e.g., of quaternary deposits) and a less conductive (deeper, e.g., the
bedrock) groundwater subsystem, with the groundwater flow depending on aquifer type, soil
texture, groundwater level, slope, land use and average January temperature [73] based on
empirical estimates by de Wit [58] and Mourad [74]. Following Wendland [68], the travel
time τsgw(agw, xC P ) from each input cell agw along the associated pathway (as estimated
from the ground slope direction) in the fast/shallow groundwater subsystem to the nearest
stream at xcp is quantified as: τsgw = lp/v, where v is the groundwater flow velocity and
lp is the average length of the groundwater flow path, as a function of conductivity of the
aquifer ca, hydraulic gradient h(with topographic slope in each 1000 m grid cell used as an
estimate of h), primary effective aquifer porosity pp and modeled total runoff Q. Specifically,
v = ca ·h/pp and lp = 0.5/ns, where ns is stream density quantified as ns = 2 in wetlands
and (Q/450)0.8 (with Q given in mm year−1) elsewhere.

Furthermore, following Meinardi et al. [73], the travel time τdgw(agw, xC P ) from each
grid cell agw along the pathway in the slow/deep groundwater subsystem to the nearest stream
at xcp (the transport length of which is estimated similarly as in the fast/shallow groundwater
system, from the ground slope direction) is calculated as the product between total effective
porosity of the aquifer tp, thickness of groundwater flow formation at and the inverse of
the long-term average recharge of the slow/deep groundwater subsystem. The average total
thickness of both groundwater systems over the whole Norrström basin is set to 50 m follow-
ing de Wit [58]. Values for aquifer conductivity, primary and total porosity are empirically
related [58,68,73] to the aquifer type and the soil and bedrock groundwater flow yields,
which were obtained for the Norrström basin from the Swedish Geological Survey mapping
of groundwater in soil and bedrock.

The resulting total groundwater travel time τgw(agw, xC P ) is quantified as: τgw =
(1 − βdgw) · τsgw + βdgw · τdgw, where βdgw is the recharge of the slow/deep ground-
water subsystem, in terms of flow fraction of the total groundwater flow into the surface
water system; that fraction was on average about 12% of the total flow in the previous
model simulations [19–24], implying that βdgw = 0.12 in the present results that account
for the possible slow/deep groundwater flow contribution, and βdgw = 0 in the results that
neglect it (Tables 2, 3).

The stream network includes all the interconnected bodies of surface water, streams and
lakes through which the waterborne mass may be transported all the way to the coast. For
obtaining the travel time from each cell as along a stream network pathway to the outlet
at xout , the travel time contribution �τs = Ls/vs of each stream stretch is estimated from
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Table 2 Mean value, standard deviation and coefficient of variation of precipitation surplus (i.e., precipita-
tion minus actual evapotranspiration), topographic slope, groundwater system porosity, hydraulic conductivity
and flow path length, and the combined characteristic time for groundwater transport expressed by the frac-

tion:
groundwater_flow_path_length

conductivity∗slope

porosity

in the Forsmark catchment area

Mean value Standard deviation Coefficient of variation

Precipitation surplus (mm/year) 226 35 0.2

Slope 0.03 0.01 0.3

Porosity 0.05 0 0

Hydraulic conductivity (m/day) 1.3 0 0

Groundwater flow path length (m) 394 491 1.2
groundwater_flow_path_length

conductivity∗slope

porosity

(years) 1.5 1.8 1.2

Table 3 Mean value, standard deviation and coefficient of variation of precipitation surplus (i.e., precipita-
tion minus actual evapotranspiration), topographic slope, groundwater system porosity, hydraulic conductivity
and flow path length, and the combined characteristic time for groundwater transport expressed by the frac-

tion:
groundwater_flow_path_length

conductivity∗slope

porosity

in the Norrström drainage basin

Mean value Standard deviation Coefficient of variation

Precipitation surplus (mm/year) 233 50 0.2

Slope 0.01 0.01 1.0

Porosity 0.18 0.3 1.6

Hydraulic conductivity (m/day) 125 295 2.4

Groundwater flow path length (m) 1042 299 0.3
groundwater_flow_path_length

conductivity∗slope

porosity

(years) 3.4 12 3.6

its length Ls and mean flow velocity vs , empirically estimated from an expression given in
[20,75], as: vs = 0.36Q0.241 in streams and vs = 0.36(Q/AL)

0.241 in lakes, where Q is
mean annual flow rate in m3/s as obtained from previous hydrological modeling [21] and
AL is lake surface area. The total τs (as, xout ) is the sum of �τs for all the stream stretches
and lakes along the whole stream network pathway and topographically estimated transport
pathway through lakes to xout .

The travel time contributions �τsr=Lsr/vsr in the surface runoff subsystem is estimated
in analogy with the stream network subsystem, from the surface runoff pathway length Lsr

and mean flow velocity vs = 0.36(Q)0.241, where Q is modeled surface runoff flow in m3/s.
In the combined total travel time distribution through the whole basin, the weight of the
surface runoff contribution is negligible (0.02%) compared to the groundwater flow, so that
results are directly comparable between Norrström and Forsmark.
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Abstract We estimate the travel time of percolating water through a deep vadose zone at
the regional scale using a transfer function model and a physical based conceptual flow model
(Hydrus-1D), thereby exploiting the time series of precipitation, actual evapotranspiration
and groundwater piezometry and generic vadose zone data. With the transfer function model
we observe a high variability of estimated travel time varying from 0.9 to 3.1 years, corre-
sponding to estimated vertical water flux velocities varying from 6.6 to 28.0 m/year. These
results were compared with the travel time estimated from the physical based conceptual
model. With the flow model, estimated travel time varies between 4.7 and 15.5 years, corre-
sponding to water flux velocities varying between 1.7 and 4.1 m/year. The estimated travel
time calculated with the flow model were therefore about five times larger than those esti-
mated with the transfer function model. This could be explained by the fact that the transfer
function model considers heterogeneous recharge from the vadose zone as well as from the
vicinity of the piezometer through the so called “pushing effect”. In addition, the flow model
requires various hydrogeological and hydrodynamic parameters which were estimated using
generic parametrisation approaches, that are largely affected by uncertainty and may not
reflect the local conditions. In contrast, the transfer function model only exploits available
measurable time series and has the advantage of being site-specific.

Keywords Transfer function model · Travel time · Soil · Groundwater level fluctuations ·
Brusselian sands

1 Introduction

The vadose zone is a key component within terrestrial systems and plays an essential role
in the hydrological cycle. The vadose zone encompasses the unsaturated soil root zone and
controls thereby the fluxes of water, matter and energy between the atmosphere, land surface
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and subsurface water bodies. Knowing the travel time of water in the vadose zone is there-
fore a prerequisite for quantifying the recharge and load of groundwater bodies in terms of
variable boundary conditions at the land surface interface [12].

Characterizing the travel time of water and associated matter in the vadose zone is com-
plicated and this because of many reasons [2]. First, a wide set of physical, chemical and
biological processes affect flow in the vadose zone. Second, the size and geometry of the
vadose zone in natural conditions is often not well known. Third, the physical, chemical and
biological properties of the vadose zone are variable in space and in time which makes the
experimental assessment tedious. Fourth, as compared to technologies and tools available for
characterizing surface hydrological and hydrogeological properties, much less technologies
have been designed to characterize the partially saturated vadose zone. Fifth, water flow in the
vadose zone is a highly non-linear process and depends very much on the saturation degree
of water which on its turn is controlled by the variable water input at the land surface. Given
this complexity, assessing travel time of water through the vadose zone has received far less
attention as compared to travel time assessments in surface and groundwater bodies. The
vadose zone is therefore still often a large gray box in our current hydrological knowledge.

Travel times of water through the vadose zone depend very much on the thickness of the
vadose zone. In flat alluvial regions, where only a thin vadose zone is present, travel time may
be small such that pressures exerted at the land surface will propagate fast to the groundwater
body. In undulating landscapes, however, where the size of the vadose zone will generally
be much larger, higher travel time is expected. In arid environments, for instance, the vadose
zone can be hundreds of meters thick, and infiltration fluxes very low [10], resulting in the
residence time of water ranging from several hundreds to thousands of years [5]. However,
also in such a deep vadose zone, flow can be extremely fast. For instance Levitt et al. [29]
showed that a surface applied tracer could reach a 78 m deep groundwater tables in 8–14 days,
proving the small travel time in such large formations.

Different methods exist to assess vadose zone travel times. Analysing at a given depth
in the vadose zone the breakthrough of a land surface applied tracer allows determining the
travel time from the moments of the time dependent breakthrough curve. Use have been made
of single ionic inert tracers such as chloride [1,9,20,34,35], stable and radiogenic isotopes
[3,15], nitrate [37], or a combination of different ionic tracers [41]. Yet, given the complexity
to carry out large scale tracer breakthrough experiments and the long time frames involved,
an alternative approach relies on the inversion of conceptual flow and transport models. With
such approaches use is made of some measured vadose zone property which is modelled
using a transport model in which the travel time is considered, directly or indirectly, as the
fitting model parameter. With the inverse approach, measured moisture content or resident
tracer profiles have been used as fitting data by Wang et al. [49], McElroy and Hubbell [32],
Hubbell et al. [17], Flint and Ellett [13] and Wu et al. [50]. Robinson et al. [39] combines
measurements of moisture content with the analysis of a tracer experiment. Constantz et al.
[7], proposes the logging of temperature profiles in combination with a coupled flow and
heat transport model.

When using the inverse approach, physically based conceptual flow and transport models
can be used that are based on the physical laws of mass, momentum and energy conserva-
tion and flow. The use of such flow and transport models is often prohibitive given the lack
of data that are available for parametrising such models. Where nothing but only few time
series of vadose zone properties are available, time series models are often preferred to the
conceptual flow and transport models [27]. One of these, the transfer function model, was
proposed by Jury [25] to characterize field scale solute transport through an unsaturated soil.
Using a transfer function model, it is considered that the internal transport mechanisms are
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unknown. Jury [25] derived a simple theory for estimating the average and extreme behaviour
of solutes moving through the vadose zone as a function of a simple field-measurable travel
time probability density function (pdf). Inverting the transfer function for the parameters of
the travel time pdf allows estimating the travel time through the vadose zone. This approach
was applied for example by Vanderborght et al. [46] and Javaux and Vanclooster [20] to
determine the travel time through large undisturbed soil columns from resident concentra-
tion data; by Gasser et al. [14] to predict nitrate leaching under potato crops of an agricultural
field; by Stewart and Loague [43] to predict pesticide load of ground water at the regional
scale; by van der Velde et al. [47] to estimate the travel time through a volcanic soil on a
small atoll in the Pacific Ocean.

Notwithstanding the availability of these methods, uncertainties in the estimation of the
travel time through the vadose zone remain very high [11,16]. For instance, Cook et al.
[8] compared ionic tracer studies with radiogenic isotope tracer studies and concluded on
the inconsistency between the estimates of the travel time with both methods. Given these
uncertainties and inconsistencies, quite some scope exist to improve our knowledge on the
travel time of water through the vadose zone. Upon our knowledge, while the Jury transfer
function has been used to simulate solute transfer through the vadose zone, no study has
been presented so far which exploits the easily measurable temporal dynamics of the vadose
zone lower boundary condition, i.e. the groundwater position, as fitting data in the inversion
process.

The objective of this study is to evaluate the travel time of percolating water through a
deep unsaturated zone using transfer function theory, thereby exploiting the measured time
series of precipitation, actual evapotranspiration and groundwater piezometry. The underly-
ing hypothesis is that the water flux wave at the soil surface will propagate through the vadose
zone and, when it hits the ground water body, result in a ground water depth perturbation.
Modeling this traveling wave by means of the transfer function model allows inferring the
large scale travel time through the vadose zone. The results obtained by means of the transfer
function model will further be compared with the travel time estimated by means of a physical
based conceptual model (Hydrus-1D).

2 Material and methods

2.1 Site and data description

This study focuses on the vadose zone of the Brusselian aquifer situated in the center of
Belgium. The aquifer has a surface area of 965 km2 and encompasses an unconfined ground
water body which is of primary importance for drinking water supply in the region. The aqui-
fer is composed of Tertiary sedimentary sands and is overlain by a Quaternary loess layer
of variable thickness (0–15 m). The Brusselian sands outcrop mainly in the valleys where
sandy and sandy loam soils develop. Transmissivity of the aquifer varies from 2.9 × 10−5 to
1.2 × 10−2 m2/s and its permeability varies from 1.4 × 10−6 to 6 × 10−3 m/s [19].

Daily precipitation measured at Uccle (Belgium) from 1961 to 2007 was provided by the
European Climate Assessment & Dataset [44], and was aggregated to monthly totals. A time
series of monthly actual evapotranspiration was calculated by Oger [36], using daily weather
data collected at Gembloux (situated in the study region) from 1950 to 1989. In order to extrap-
olate these data to the period for which precipitation series were available (1961–2007), we
calculated the mean actual evapotranspiration for each month and completed the time series
of monthly evapotranspiration rates with the calculated mean per month. Completing the
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Fig. 1 Location of the piezometers in the Brusselian sands ground water body

missing values as such is justified by the high reproducibility of the actual evapotranspiration
cycle from 1 year to another. The time series of the piezometric height were provided by the
regional administration [33] and from the Hydrological Service of the Université catholique
de Louvain. In the study area, ground water levels are measured on 241 piezometers. How-
ever, the vast majority of these piezometers cannot be used in the context of this study since
either the length of the time series is insufficient, or the frequency with which the measure-
ments are performed does not allow to capture the dynamics of the system. From the 241
available piezometers, only a subset of 18 piezometers were selected for which water levels
are measured for a long period (1967–2007) and at a high measurement frequency (Fig. 1).

2.2 The transfer function model

We use a transfer function model to describe water transport through the vadose zone. The
underlying hypothesis is that a water flux wave at the soil surface will propagate through the
heterogeneous vadose zone and perturbate the water level when it hits the groundwater body.
The vadose zone in this case study includes the biologically active soil root zone, a loamy
substratum, and the unsaturated sandy substratum. The water flux wave at the soil surface is
determined by infiltration of rain water in the soil, from which evapotranspiration rates are
subtracted. The model further assumes that no lateral run-off occurs and that no dispersion of
percolating water takes place other than that which is implicitly represented by the travel time
variations of the system [25]. Water transport is assumed to be convective with a stochastic
component expressing the variability of water travel time, due to heterogeneous pathways in
the soil and subsoil [14]. We consider only the vertical flux since the vertical travel time in
the vadose zone is generally 1–3 orders of magnitude smaller than the horizontal one [26].

The transfer function model uses a simple travel time probability density function (pdf)
to relate an output time series to an input time series. The approach of Jury [25] derives a
distribution function based on the distribution of the travel time of solutes from the soil sur-
face to a reference depth. Since the vadose zone between the surface and the aquifer smooth
out the variations of water flux, a transfer function model can be used to describe the relation
between the variation in rainfall and evapotranspiration and the variations of the level of
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the groundwater table. We use the transfer function model to describe the convolution of
the variation in the rainfall minus the actual evapotranspiration with the transfer function to
predict variation in the level of the ground water table:

P(t)− µP = α

t∫

0

f (t)(I (t − τ)− µI )dt (1)

where I (t) = R(t) − E(t) is the input time series (percolating water, mm/month); R(t) is
the rainfall ( mm/month); E(t) is the actual evapotranspiration ( mm/month); µI is the mean
of I ( mm/month); I (t) − µI is the variation of input around µI ( mm/month); f (t) is the
transfer function equal to the travel time probability density function (pdf) (months−1); t is
time (months); τ is the time lag (months); α is the scaling factor (−); P(t) is the piezometric
level ( mm/month);µP is the mean of P ( mm/month); P(t)−µP is the variation of P around
µP ( mm/month).

The integral in Eq. 1 expresses the convolution between the variations around the mean
percolating water (I (t)−µI ) with the travel time probability density function to predict the
variations around the mean of the piezometric level (P(t)−µP ). Here t is time and τ the lag
time between inputs and piezometric variations, α is a scaling factor, f (t;µ, σ) is the travel
time probability density function. A log-normal probability density function was chosen for
the transfer function f (t;µ, σ) to reflect the transport and mixing of the percolating water
as it moves through a porous medium exhibiting a log-normal distribution of pore-water
velocities [38]. Hence:

f (t;µ, σ) = 1

σ t
√

2π
exp

(
− (ln(t)− µ)2

2σ 2

)
. (2)

The model f (t;µ, σ) corresponds to a log-normal probability density function where µ
and σ respectively correspond to the mean and standard deviation of the logarithm of the
travel time through the vadose zone.

The transfer function was used to determine the modal transfer time, defined as the time
where the probability density function reaches its maximum value, and the 5th and 95th
percentiles, defined as the time needed by 5 and 95% of the percolating water to reach
groundwater table. The parameters α,µ, and σ were obtained by minimizing the sum of
squared errors for all observations within each piezometer [47]:

�(α,µ, σ ) = 1

n

n∑
i=1

[
(P − µP )i,simulated − (P − µP )i,observed

]2 (3)

where �(α,µ, σ ) is the objective function to be minimized; (P − µP )i,simulated is the sim-
ulated variation of P around µP ( mm); (P − µP )i,observed is the observed variation of P
around µP ( mm); n is the number of observations in each piezometer.

To avoid ill-posedness, an a-priori parameter domain was divided into a regular grid, cov-
ering a range from 0 to 5.5 for µ (Eq. 2) (corresponding to mean travel time from 1 month
to 20 years), from 0 to 1 for σ (Eq. 2) and from 0 to 150 for the scaling factor α (Eq. 1). The
objective function (Eq. 3) was calculated for each combination of the grid selected parame-
ters. Afterward, the parameters minimizing the objective function were used as an input of the
Nelder–Mead multidimensional unconstrained nonlinear minimization algorithm available
in MatlabTM for a more accurate estimation of the optimal parameters.

We identified first the travel time pdf for each piezometer separately. Subsequently we
identified an effective travel time by inverting all data simultaneously and compared these to
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the mean travel time pdf obtained from the local estimates. In case the traveling wave process
through the vadose zone is a linear process, than the local and effective travel time should
converge.

2.3 The physical based conceptual flow model

We compared the estimated travel time by means of transfer function theory with predictions
made by means of a physically based flow and transport model. We used the Hydrus-1D
model [42] which solves numerically the 1-D governing flow model (Richards equation) for
the vadose zone:

∂θ

∂t
= ∂

∂z

[
K (h)

(
∂h

∂z
+ 1

)]
− S (4)

where z is the vertical coordinate (positive upwards), t is time (day), S is a sink term (day−1),
h is the pressure head (m), θ is the volumetric moisture content and K is the unsatu-
rated hydraulic conductivity function (m/day); and the convection dispersion solute transport
model:

∂C

∂t
= D

∂2C

∂z2 − ν
∂C

∂z
(5)

where C is the solute concentration (m3 m−3), D is the dispersion coefficient (m2 day−1)
and ν is the water flux (m day−1). Hydrus-1D solves Eqs. 4 and 5 for vertical heterogeneous
porous media and transient boundary conditions by means of the Galerkin finite element
method. The soil hydraulic functions used in Hydrus-1D are modelled according to the van
Genuchten–Mualem model [48].

A variable flux condition was imposed on the soil surface, considering the same inputs
I (t) than those used in the transfer function model (Eq. 1). At the bottom of the flow domain
a constant pressure head equal to zero was imposed, representing the position of the water
table. The initial conditions were defined through a warming up procedure. In a first loop,
the model was run from 1961 to 2007. The obtained moisture and pressure head profile at
the end of this warming up loop was subsequently used as initial moisture and pressure head
profile for the tracer simulation loop. In this second loop, a tracer pulse was applied on the
top of the soil column during one time unit and followed through the profile allowing to infer
convective solute travel time.

In contrast to the transfer function approach, we need information about the lithology of
the sub-soil (i.e. a sandy layer overlain by a sandy loam layer) and the physical properties of
each sub-soil layer to parametrise the formation profile in Hydrus-1D. The thickness of the
different layers could be inferred from lithological logs that were collected when installing
the piezometers. However, these logs were only available for 12 out of the 18 piezometers. No
data were available to parametrise the soil physical properties, and therefore use was made
of three generic approaches to estimate these parameters (Table 1). The first set comes from
the Hydrus catalog [6], the second one from Rosetta [40] and the third one from literature of
measured hydraulic properties of media in the study area [18,22,23]. Three typical different
parameter sets describing the soil properties were used since we didn’t know the real soil
properties at the location of the piezometers.

Except for the soil parameters, the generic parameters were used (e.g. single porosity,
no hysteresis), because of the absence of data needed for a better parametrisation of the
physically-base model.
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Table 1 Soil properties used in the Hydrus-1D simulations

Source Soil layer Depth θr θs α n λ Ksat Dispersivity

(m) (−) (−) (m−1) (−) (−) (m/year) (m−1)

Hydrus catalog Sandy loam 0–4 0.065 0.41 7.5 1.89 0.5 387.265 0.1

Sand 4–14.3 0.045 0.43 14.5 2.68 0.5 2601.72 1

Rosetta Sandy loam 0–4 0.0387 0.387 2.67 1.4484 0.5 139.612 0.1

Sand 4–14.3 0.053 0.3747 3.53 3.1798 0.5 2346.88 1

Literature Sandy loam 0–4 0 0.3894 0.4084 1.204 0.5 108.6 0.1

Sand 4–14.3 0.0818 0.33 2.87 5.64 −0.555 189.8 1
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Fig. 2 a Monthly total (dots) and monthly median of the monthly total (line) percolating water flux at the
soil–atmosphere interface ( mm/month), calculated from 1965 to 2007 and b variation of the monthly total
percolation water flux around its mean value ( mm/month) used as input time series of the transfer function
model

3 Results

3.1 Input of the transfer function model

The monthly median of the monthly total percolating water flux at the soil–atmosphere inter-
face, I (t), calculated from 1965 to 2007, varies from nearly null from April to August, to
62 mm in December (Fig. 2a). The variability of the monthly total percolating water flux for
each month is large. The input time series of the transfer function model was obtained by
subtracting the average of the percolating water flux calculated for the complete time series
from the monthly total percolating water flux time series I (t) (Fig. 2b).

3.2 Travel time estimated from the transfer function model

Figure 3 presents, for two piezometres randomly sampled in the study area, the results of
simulated versus measured variation of piezometry around the mean (Fig. 3a, b) together
with its corresponding optimal log-normal transfer functions (Fig. 3c, d). We observe that
the transfer function model allows to describe the phase of the dynamic signal propagat-
ing through the deep vadose zone, but has more difficulty to predict correctly its amplitude.
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Fig. 3 Measured (red dots) and simulated with the transfer function model (line) piezometric time series
(a, b), their optimal log-normal transfer functions (c, d) and the breakthrough curves calculate with Hydrus-
1D (e, f) for two different piezometers

We also observe a systematic overestimation of the simulation between 1993 and 1998 which
can be explained by the exploitation regime of ground water in this area, and which is not
considered in the transfer function model. However, only the phase is important for estimating
the travel time.

The modal value of the travel time of recharge water through the unsaturated zone, cal-
culated from the transfer function model for 18 individual piezometers varies from 0.9 to
3.1 years (Table 2). The average of the modal transfer time of these 18 piezometers was
2.3 years, with a standard deviation of 0.6 years. Furthermore, the fifth percentile of the travel
time for the 18 piezometers varies from 0.5 to 1.8 years and the 95th percentile from 5.2 to
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Fig. 4 Relation between the depth to the water table and the modal travel time calculated with a the transfer
function model and b Hydrus-1D (black circles, stars and white circles correspond to travel time calculated
with the soil parameters of the Hydrus catalog, Rosetta and local literature, respectively)
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Fig. 5 Measured data of all the piezometers (blue dots), their mean (green line) and the simulated piezometry
(red line) (a) and corresponding optimal log-normal transfer function (b)

15.1 years, which shows that, for a same location, the water wave propagates very quickly
through the unsaturated zone while at other places wave propagations is much slower. The
variability of the travel time between the piezometers can be explained by the differences in
the thickness of the unsaturated zone, variability of hydrogeological properties, and flow phe-
nomena that are not considered within the transfer function model. For instance, we observe
that travel time increases with depth to the water table (Fig. 4a). By dividing the depth to
the water table (Table 2) by the modal travel time (Table 2) for each piezometer, we can
estimate that the water travel velocity through the vadose zone varies from 6.6 to 28.0 m/year
(Table 2).

We also attempted to derive a regional transfer function model by fitting one log-normal
transfer function to the mean of all the data of the 18 piezometers (Fig. 5a). The resulting
optimal log-normal pdf is characterized by a modal travel time of 2.8 years, which is close to
the mean of the modal travel time of the 18 individual piezometers (2.3 years) (Fig. 6). The
5th percentile of the travel time estimated on the mean of all piezometers was 1.5 year and
the 95th was 10.5 years (Fig. 5b).
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Fig. 6 Transfer function models
of the 18 individual piezometers
(dotted lines), their mean (line)
and regional transfer function
model (broken line)
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3.3 Travel time estimated from the conceptual flow and transport model

Travel time was also calculated from the breakthrough of a conservative tracer, simulated for
12 piezometers using the Hydrus-1D model. All 18 piezometers of the previous section could
not be used since information about the thickness of the sandy and sandy loam layer was not
available for 6 out of them. The breakthrough curve of the inert tracer at the bottom of the
unsaturated zone column had a log-normal-like shape with a modal transfer time going from
4.7, 5.0 and 8.3 years to 12.6, 13.4 and 15.5 years for the first, second and third set of soil
properties, respectively (Table 2). Figure 3e, f presents the simulated breakthrough curves for
two selected piezometers. Obviously, we observe also that travel time increases with depth
to the water table (Fig. 4b).

4 Discussion

The values of the travel time estimated with the physical based conceptual model are about
five times larger than those estimated with the transfer function model. Differences can be
explained by conceptual differences between both modeling approaches and the uncertainty
associated with the parametrisation of the physically based conceptual flow and transport
model.

Indeed, the travel time estimated from the simulated breakthrough curve of the inert tracer
by means of the physical based conceptual model, considers 1D convective mass transport
of an inert tracer with the moving water body through an unsaturated column on top of the
piezometer. In this case, it has been hypothesized that the full water body within the vadose
zone contributes to the conservative mass transport, and that the estimated travel time of the
recharging water corresponds to the simulated travel time of the conservative tracer. In reality
however, the measured piezometric position will not only be influenced by the local vertical
recharge through the 1D vadose zone column on top of the piezometer, but also by the lateral
recharge through the vadose zone and the groundwater body itself.

The transfer function model considers the geologic formation between the observation
point (i.e. the local piezometer) and the surface input as a black box with no well defined
geometry. With this modeling approach the flow domain does not necessarily pertain to a
1D unsaturated soil column on top of the observation point, but may be equivalent to a geo-
metrically irregular flow domain, encompassing stream tubes through the vadose zone and
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the groundwater body itself, where water is transported to the observation point in different
directions. Hence, the transfer function model may conceptually encompass the recharge of
the water coming from the vadose zone on top of the observation point as well as water that
laterally feeds the observation point. The transfer function model will also consider the water
that feeds the observation point through the so-called “pushing effect”. Indeed, when pressure
waves propagate through the vadose zone, resident water in the vicinity of the piezometer may
be mobilized and contribute to piezometric variation. Pressure waves generally propagates
through natural porous media at velocities which are much faster than mass transport waves
[4], and piezometric variation does not necessarily reflect mass transport through the vadose
zone. In case the lateral recharge is more important than the vertical recharge through the
vadose zone, or in case the “pushing effect” is significant, then travel time inferred from the
transfer function modeling approach may easily be smaller than estimated from a physically
based 1D conceptual mass transport model through the vadose zone.

Further, vertical flow rate in the vadose zone may be faster than estimated from the concep-
tual mass transport model. Many experimental evidence show that only part of the available
water in the vadose zone contributes to effective mass transport. Using small scale sandy
columns collected from the same region as in the present case study, Vanclooster et al. [45]
showed that mass transport could much better be described with a two porosity flow model
rather than a single porosity flow model, considering mobile water fractions ranging between
0.2 and 0.8 of total resident volumetric soil moisture. In case the mobile water fraction would
indeed be 0.2, then effective velocities would be five times larger which is consistent with
the estimates from the transfer function model in the present study. Based on detailed solute
transport experiments at variable flow rates on an undisturbed 0.5 m3 size sandy soil mono-
lith, collected from the sandy substratum of the Brusselian aquifer, Javaux and Vanclooster
[21] showed that effective pore water velocity contributing to the mass transport of the inert
tracer ranges between 0.8 and 1.6 times the theoretical pore water velocity, suggesting mobile
water fractions between 0.6 and 1.2 times the total volumetric moisture content. Also in the
majority of the experiments of this last study, larger effective velocities than pore velocities
estimated from a single region mass transfer model were obtained.

The unavailability of pore water to contribute to effective mass transport will further be
exacerbated when heterogeneous flow develops in the flow domain feeding the piezometer.
In-situ heterogeneous flow may first be induced by the local variability of the vadose zone
transport parameters. The local scale variability of the vadose zone flow properties is indeed
very large. Mallants et al. [30], for instance, showed that the local scale saturated hydraulic
conductivity of the loamy soil specific for the present study area could vary with six orders
of magnitude, while saturated porosity could vary between 0.38 and 0.51. Together with
the local scale variability of the unsaturated hydraulic properties, these induce variability of
fluxes of a factor 12. Similar results were obtained when analyzing the local scale variability
of the sandy substratum of the present case study area [23]. Heterogeneous flow may further
be promoted at the formation scale by the presence of distinguished structural features, such
as clay lenses and discontinuous clay layers. Indeed, the sandy substratum of the study area is
intersected with different discontinuous clay layers which reflect the genesis of these natural
formations. Flow across different textured layers will be unstable and induce heterogeneous
flow. Within the unsaturated sandy soil core analyzed by Javaux et al. [24], a distinguished
structural feature was present which induced clearly heterogeneous flow at the macroscopic
core scale. Similarly, when analyzing inert tracer transport through a 6 m deep observation
well below an artificial lake, different clay layers were observed. The measured local flow
velocity across the different layers varied between 2.5 and 13.1 m/year which is in the same
order of magnitude of flow velocities that are calculated in the present study.
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The difference in estimated travel time with both methods could also partially be explained
by the uncertainty on the hydrogeological and hydrodynamic data feeding the 1D conceptual
flow model. The 1D flow model requires a good knowledge of the lithology of the vadose
zone and the unsaturated flow hydraulic properties. In case the hydraulic properties are not
know, they can be estimated based on the knowledge of the granulometry and bulk density
using so-called pedo-transfer functions. For the considered piezometers in this case study,
the lithology of the vadose zone could rather correctly be reconstructed using the lithological
logs that were collected when installing the piezometers. However, the hydraulic proper-
ties are far more uncertain. To consider the uncertainty in vadose zone hydraulic properties,
three parametrisation strategies were considered in the present study. The different paramet-
risation schemes yield estimated travel time variations ranging between 4.7 and 15.5 years,
corresponding to velocity variations from 1.7 to 4.1 m/year. Although largely significant, this
suggests that uncertainty in hydraulic parametrisation only marginally explains the difference
in estimated travel between both methods.

As a final remark, the important travel time through the vadose zone may have considerable
consequences for water management in the study area. Indeed, the unconfined groundwater
body of the Brusselian aquifer is exploited for drinking water purposes and is subjected to
many pressures. Mattern et al. [31] for instance describe the current pollution of the ground-
water body by nitrates, while Leterme et al. [28] discuss pollution by pesticides. Within the
context of the implementation of the European Water Framework Directive and the European
Nitrate Directive, the regional administration currently implements a set of land use man-
agement measures, envisaging to reduce emissions of pollutants from the land surface and
the root active zone to the groundwater body. The important travel time through the vadose
zone suggests that the impact of these measures on ground water quality can not be expected
at the short term.

5 Conclusions

In this study, we used a transfer function model to estimate the travel time of percolating
water through a deep vadose zone (Brusselian sands, Belgium) and we showed a high vari-
ability across the study area, with modal travel time varying from 0.9 to 3.1 years and transfer
velocities varying from 6.6 to 28.0 m/year. These water flux velocities were compared with
estimates made by means of a physically based conceptual flow model (Hydrus-1D). The
transfer velocity calculated with the transfer function model was about five times higher than
those simulated with the flow model. This could be explained by the fact that the flow model
requires various hydrogeological inputs which are affected by considerable uncertainty and
that it doesn’t take the local soil characteristics and heterogeneities into account. In contrast,
the transfer function only needs easily measurable time series and has the advantage to be
site-specific. However, in case the “pushing effect”, which intrinsically is modeled with the
transfer function model, would be important, then the travel time estimated from the transfer
function would not reflect real mass transport from the surface to the groundwater body.
The importance of the “pushing effect” could not be quantified with the present set-up. It is
therefore suggested to complete this study with more advanced mass tracer experiments.
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Abstract Although transverse mixing is a significant process in river engineering when
dealing with the discharge of pollutants from point sources or the mixing of tributary inflows,
no theoretical basis exists for the prediction of its rate, which is indeed based upon the
results of experimental works carried on in laboratory channels or in streams and rivers.
The paper presents the preliminary results of a numerical study undertaken to simulate the
transverse mixing of a steady-state point source of a tracer in a two-dimensional rectangular
geometry, which is expected to reproduce a shallow flow. This geometry is that of Lau and
Krishnappan (J Hydraul Div 13(HY10):1173–1189, 1977), who collected turbulent mixing
data for a shallow flow. In the numerical study an approach based on the Reynolds Averaged
Navier–Stokes (RANS) equations was applied, where the closure problem was solved by
using turbulent viscosity concept. Particularly, the classical two-equations k–ε model was
used. Two methods were applied to the model results to evaluate the turbulent transverse
mixing coefficient. The effect on transverse mixing of a grid located upstream the tracer
source was also studied. Numerical results were generally higher than the experimental data.
This overestimation could be explained considering the hypothesis of isotropic turbulence
underlying the k–ε model, which can lead to large turbulent viscosities and rate of mixing.
However, RANS-based results may still be considered acceptable also providing the large
uncertainties associated with literature predictive equations.
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1 Introduction

The mixing of contaminants in streams and rivers is a significant problem in environmental
fluid mechanics and rivers engineering since to understand the impact and the fate of pollu-
tants in these water bodies is a primary goal of water quality management [1]. Since most
rivers have a high aspect ratio, that is the width to depth ratio, discharged pollutants become
vertically mixed within a short distance from the source and vertical mixing is only important
in the so-called near-field. As a rule of thumb, neutrally buoyant solute becomes fully mixed
vertically within 50–75 depths from the source [2]. Notably, vertical mixing analysis relies
on well-known theoretical basis, that is Prandtl mixing length model, which assumes the
hypothesis of plane turbulent shear flow and provides theoretical predictions of the vertical
turbulent diffusivity which closely match experimental results [2,3].

In the mid-field, the vertical concentration gradients are negligible and both subsequent
transverse and longitudinal changes of the depth-averaged concentrations of the pollutants
should be addressed. In the literature, for the application of one-dimensional water quality
models the majority of research efforts were devoted to estimate the rate of longitudinal
mixing of a contaminant, that is the development of a plume resulting from a temporally
varying pollutant source once it has become cross-sectionally well-mixed, in the far-field
[4]. However, recent analysis of predictive equations of longitudinal dispersion coefficient
demonstrated that most of available formulas exhibit a limited accuracy [5,6]. Most of them
are not applicable to all stream hydrodynamic conditions, but, on the contrary, they remain
specific for the conditions where they were developed.

Although transverse mixing process is of significant importance when dealing with waste-
water treatment plants discharges, cooling water returns and the mixing of tributary inflows,
this process has received less attention by the researchers than longitudinal mixing [2,7]. In
such situations, since steady-state conditions are approximated, that is temporal concentra-
tion gradients are small, the spreading across the channel is important and accurate modeling
and prediction of transverse mixing is required [4]. Also, it is well known that transverse
mixing is important in determining the rate of longitudinal mixing because it tends to control
the exchange between regions of different longitudinal velocity. Particularly, transverse mix-
ing and longitudinal mixing are inversely proportional. A strong transverse mixing tends to
erase the effect of differential longitudinal advection and pollutants particles migrate across
the velocity profile so fast that they essentially all move at the mean speed of the flow,
causing only a weak longitudinal spreading. On the other hand, a weak transverse mixing
implies a long time for differential advection to take effect, so the pollutants patch is highly
distorted while it diffuses moderately in the transverse direction and longitudinal mixing is
large [8]. Despite its importance, no established theory exists to predict transverse mixing
rates, turbulent diffusion coefficient and its dependence on the various flow parameters must
be determined from experimental works.

This paper presents preliminary results of a numerical study undertaken to simulate the
transverse mixing of a steady-state point source of a tracer in a two-dimensional rectangular
geometry, which is expected to reproduce a shallow flow. A shallow flow can be defined as
a predominantly horizontal flow in a fluid domain for which the two horizontal dimensions
greatly exceed the vertical dimension [9]. The considered geometry is that of Lau and Krish-
nappan [10], who collected transverse turbulent mixing data in a rectangular channel. Two
methods were applied to the results obtained with Multiphysics 3.4TM, a commercial mod-
eling environment [11], to evaluate the transverse turbulent mixing coefficient. Numerical
results were compared with Lau and Krishnappan experimental data. Finally, the effect on
transverse mixing of a grid inserted upstream the point of injection was estimated.
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Fig. 1 Sketch of transverse mixing in a natural channel

2 Transverse turbulent mixing: literature review

2.1 Theory on transverse mixing

It is believed that transverse or lateral mixing is due to following causes [2,12,13] (Fig. 1):

• turbulence generated by the channel boundaries, which involves many eddies of various
sizes and intensities, all embedded in one another [14]. These eddies are responsible for
both momentum and mass transfer, according the Reynolds analogy [15] resulting in a
contaminants mixing far exceeding that occurring in the molecular scale. Also it could be
expected that in a turbulent flow the largest eddies regulate the rate of turbulent diffusion.
in a river, lateral mixing is due to the transverse eddies that rotate horizontally, about a
vertical axis;

• vertical variations in the transverse velocity (velocity shear), which are significant in the
vicinity of channel banks and further contribute to transverse spreading of contaminants;

• secondary currents, which causes contaminants to move in opposite directions at different
depths increasing the rate of mixing [2,16,17].

Prediction of transverse mixing rate is needed when using in the mid-field the two-
dimensional depth-averaged advection-diffusion equation [2]:

h
∂C̄
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) ∂C̄
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(1)

where x and y are longitudinal and transverse distances, h is local depth, C̄ is depth-averaged
contaminants concentration, ū and v̄ are depth-averaged velocities in the x and y directions,
Dt−x and Dt−y are turbulent diffusion coefficients in the x and y directions. Moreover, DL

is longitudinal dispersion coefficient, which accounts for the effects of vertical variations
of longitudinal velocity, and DT is transverse dispersion coefficient, which accounts for the
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effects of vertical variations of transverse velocity. Equation 1 confirms that transverse tur-
bulent diffusion and transverse dispersion are different processes that produce the spreading
of a solute in the lateral direction. Nevertheless, since in the field observations it is difficult
to distinguish their own effects on contaminants spreading in the lateral direction, the effect
of these processes is usually combined into a single mixing coefficient for convenience, that
is Dt−y [2]. However, in some conditions, it is possible to argue that one process would be
more important than the other one. Also, the effects of the secondary currents may play their
role. For example, at bends of natural channels there are strong secondary currents which
carry solute sideways in different directions at different depths increasing significantly the
transverse mixing process [2]. On the other hand, in straight rectangular laboratory channels,
the flow does not depart significantly from plane shear flow and transverse dispersion is
negligibly small. Thus, in these conditions mixing is mainly due to turbulent diffusion even
if secondary currents could occur increasing the rate of mixing in the channel. Nevertheless,
since no established theory exists to predict transverse mixing rates even in those channels,
turbulent diffusion coefficient and its dependence on the various flow parameters must be
determined from experimental works. A good number of experimental works are available
in the literature [2,10,12,13,18].

As previously recalled, a theoretical model for the transverse turbulent diffusion does not
yet exist. Prandtl mixing length hypothesis relates vertical turbulent diffusivity Dt−z with
vertical gradient of longitudinal velocity [13]:

Dt−z = L2
m

∣∣∣∣∂〈u〉
∂z

∣∣∣∣ (2)

where z is vertical distance, Dt−z is vertical turbulent diffusion coefficient, 〈u〉 is ensemble
mean longitudinal velocity and Lm is the mixing length, that is a turbulent length scale.
Drawing an analogy for the transverse turbulent mixing process yields:

Dt−y = L2
m

∣∣∣∣∂〈u〉
∂y

∣∣∣∣ (3)

However, in a plane shear flow, ensemble mean of u does not vary across the channel which
implies that Dt−y vanishes in disagreement with experimental findings [2]. Equation 3 may
be applied near the banks where there is a strong transverse velocity shear but in the thal-
weg that equation cannot be used. Nevertheless, the first part of Prandtl theory could be still
considered because from dimensional reasoning it relates turbulent mixing coefficient to a
turbulent length and velocity scales, LT and UT , respectively, as:

Dt−y = LT UT (4)

In a plane shear flow turbulence is generated by vertical velocity shear which arises as a result
of bed friction [2]. Since shear velocity u∗ is a measure of bed friction, it could be selected
as velocity length scale in Eq. 4. This is also consistent with literature for vertical diffusivity
and longitudinal dispersion coefficient [2]. There is indeed something of controversy about
the proper length scale to be used in Eq. 4. It is very common to assume flow depth h as length
scale for transverse diffusivity too, that is h = LT , since this parameter controls the larg-
est vertical eddies. However, it may be argued that the maximum length scale of transverse
eddies, which are responsible for transverse turbulent mixing, cannot be restricted to the
water depth [2]. Thus, although it is not clear how vertical eddies generated by bed friction
undergo rotation and become transverse eddies, it was also suggested to apply channel width
W as characteristic turbulent length scale for Dt−y [10].
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2.2 Analysis of experimental data in a straight rectangular channel

Gualtieri and Mucherino re-analyzed a 217 literature data set collected in straight rectangular
laboratory channels [19]. The data set was obtained bringing together 139 data collected by
Rutherford [2] from different investigators and 78 experimental data more recently collected
by Chau under different bottom roughness conditions, but always in the same 4.0 m width
laboratory channel [18]. This data set is believed to be the largest ever prepared. The analysis
of these data confirmed that a linear relationship holds between Dt−y and hu∗ [19]:

Dt−y = 0.166hu∗ (5)

Note that Fischer et al. [20] from the review of several studies proposed:

Dt−y = 0.15hu∗ (6)

where there is the possibility of an error of ±50%. On the other hand, Rutherford stated
that the most likely value of the transverse diffusivity in plane shear flow is for 0.13 [2].
Therefore, Eq. 5 provides a larger value for Dt−y than previous literature equations.

Second, the analysis confirmed that Dt−y/W u∗ decreased with the increasing aspect ratio
W/h approaching a constant value for high aspect ratio [19]. Third, the analysis of experi-
mental data lead to derive for W/h < 7.5 [19]:

Dt−y = 0.0315W u∗ (7)

Finally, they suggested that the use of flow depth h or channel width W as characteristic
length scale of transverse turbulent mixing in straight rectangular channels is equivalent [19].

As above outlined, a shallow flow can be defined as having a lateral extent greater than its
vertical confinement, as is the case in natural rivers, estuaries, stratified layers in lakes, the
upper ocean and even for large scale motions in the oceans [19,21]. Experiments in shallow
flow as well as numerical stability analysis demonstrated that these flows are inherently unsta-
ble to lateral velocity shear. These instabilities often result in the formation of 2D coherent
vertical structures, that are greater than the water depth [9,21,22].

Recently a turbulent diffusion model in a shallow flow was developed by Rummel et al.
[21], as it follows. They considered a vertical line-source injection into a uniform shallow
flow, where far from any boundaries the turbulence field at a fixed water depth can be consid-
ered homogeneous and stationary in the horizontal directions. Since in a continuous injection
the downstream concentration gradient is negligible and the slender plume approximation
can be invoked, they considered one-dimensional diffusion in the lateral direction only, in
analogy with Taylor’s theorem [21]. From this approach they evaluated transverse turbulent
mixing coefficient for only bottom-generated turbulence and for three cases of grid turbu-
lence highlighting that in grid-turbulence transverse mixing was stronger [21]. This result
suggested to compare numerical data with and without a grid, as below described.

3 Modeling turbulent shallow flows. Numerical simulations

3.1 Modeling turbulent shallow flows

As above explained, in shallow flow turbulent field can be considered as homogeneous and
stationary in the horizontal plane and mixing is governed by two-dimensional coherent struc-
tures [21]. Therefore, as a first approximation two-dimensional or depth-averaged models
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may be applied to describe hydrodynamics and mass-transfer processes. The simplest level
of modeling the turbulent flow is the Reynolds Averaged Navier–Stokes approach. Since the
flow is turbulent, mass conservation equation and the Navier–Stokes equations of motion
must be averaged over a small time increment applying Reynolds decomposition, where flow
quantities are decomposed in a temporal mean and a fluctuating component. The fluctua-
tions include all the turbulent motions. The application of such decomposition results in the
Reynolds-averaged Navier–Stokes equations (RANS), where the effect of turbulence appears
as a number of terms representing the interaction between the fluctuating velocities and termed
Reynolds stresses. They introduce closure problem, which can be solved, in analogy with
the viscous stresses in laminar flow, by using an eddy viscosity or turbulent viscosity concept
[23]. According to the kinetic theory of gases, the molecular viscosity of a fluid is propor-
tional to the product of the molecular mean free path and the average speed of the molecules.
By analogy, the eddy viscosity can also be expressed as a product of the characteristic turbu-
lent length and velocity scales. Hence, dimensional reasoning provides for eddy viscosity an
equation like Eq. 4. Different approaches can be used to derive these scales. At the simplest
level of complexity, one may expect that eddy viscosity would be determined by large-scale
eddies, the size of which is close to the characteristic dimension and velocity of the flow
itself. Thus, eddy viscosity would be linked to the overall velocity gradient, as proposed by
Prandtl one century ago in his mixing length model [23]. This model nowadays is used only
for an initial guess of the flow field [24], since it does not include any effects of the history
of the flow and the turbulence transport on the mixing length [25]. In all turbulence models
based on the concept of eddy viscosity, an obvious choice for defining UT is the turbulent
kinetic energy k, so that:

UT = k1/2 (8)

Note that k1/2 is also used as a measure of the averaged turbulent intensity [23]. A transport
equation for k can easily be derived. On the other hands, defining and providing adequate
length scale LT is more difficult and uncertain [24] and many variants were proposed in the
literature. Thus, two basic classes of differential turbulence models based on the concept of
eddy viscosity can be distinguished, depending on how many differential equations need to
be solved to provide eddy viscosity [24]:

• one-equation models, where only the differential transport equation for k is solved, whereas
LT is defined algebraically, usually in term of flow geometrical parameters;

• two-equations models, where, in addition to k-equation, another differential equation is
solved, which provides the characteristic turbulence length scale LT , either directly, or in
combination with k. In these models, the length scale is obtained from a scale-providing
differential transport equation, in which is present a product involving the length scale and
the turbulent kinetic energy [24]:

D
(
k p Lq

T

)
Dt

= Production of
(
k p Lq

T

) − Destruction of
(
k p Lq

T

)

+ Diffusion of
(
k p Lq

T

)
(9)

depending on the choice of p and q, the variable LT can have different physical mean-
ing. The most popular scale-providing variable is the rate of turbulent energy dissipation
rate ε, which is the exact sink term in the equation for k. Equations for k and ε, together
with the eddy-viscosity stress–strain relationship constitute the k–ε turbulence model.
By solving the two transport equations for k and ε, turbulent viscosity can be estimated.
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Another widely applied scale-providing variable is ω = ε/k, which can be interpreted as
a characteristic frequency and gives rise to the k–ω turbulence model.

The k–ε model, k–ω and their variation are the most widely used turbulence models and
this is largely due to their ease in implementation, economy in computation and, most impor-
tantly, being able to obtain reasonable accurate solution with the available computer power
[25]. However, several shortcomings have been discovered over three decades of use and
validation. In open channel flows modeling, it is known that in the case of prismatic chan-
nels where there are no geometrical variations along the channel, the k–ε turbulence model
fails to predict any evidence of secondary flow. This is because the k–ε model assumes that
the turbulence is isotropic, whereas turbulence is known to be anisotropic. In fact, it is the
anisotropic behavior of turbulence as it approaches the walls and free surface, namely the
imbalance in the normal Reynolds stresses, that creates secondary circulation even if in a
straight channel [26]. Also, the assumption of isotropy, can lead the k–ε model to predict
large turbulent viscosity and, consequently, high turbulent diffusivities. Nevertheless, recent
studies demonstrated that for simplified cases, where mean velocities and bulk mixing prop-
erties are needed, RANS-modeling of shallow flows is still appropriate [27]. More generally,
the k–εmodel may be recommended for a quick preliminary estimation of the flow field, or in
situations where modeling other physical phenomena, such as chemical reactions, combus-
tion, radiation, multi-phase interactions, brings in uncertainties that overweigh those inherent
in the k–ε model itself [24].

3.2 Numerical simulations

The above discussion supports a preliminary application of k–ε model to predict the major
mean-flow features and the bulk mixing properties. For a planar, incompressible flow RANS
equations are:

∂ ū

∂x
+ ∂v̄

∂y
= 0 (10)

ρ̄

(
∂ ū

∂t
+ ū

∂ ū

∂x
+ v̄

∂ ū

∂y

)
= ρ̄gx − ∂ p̄

∂x
+ (
µ+ ρνt

) ∇2ū

ρ̄

(
∂v̄

∂t
+ ū

∂v̄

∂x
+ v̄

∂v̄

∂y

)
= ρ̄gy − ∂ p̄

∂y
+ (µ+ ρνt )∇2v̄ (11)

where ρ and µ are fluid density and viscosity, p is fluid pressure and u, v are velocity compo-
nents in the x and y directions, respectively. The overbar indicates time-averaged quantities.
Notably, in Eq. 11 there is the eddy kinematic viscosity νt , that in the above assumption of
isotropic turbulence could be estimated as:

νt = Cµk2

ε
(12)

where k and ε are turbulent kinetic energy per mass unit and its dissipation rate, respectively,
and Cµ = 0.09. To estimate these parameters the two-equations of standard k–ε model are
[11]:

ρ
∂k

∂t
+ ρ �V · ∇k = ∇ ·

[(
µ+ µt

σk

)
∇k

]
+ 1

2
µt

(
∇ �V +

(
∇ �V

)T 2

− ρε

)
(13)
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Table 1 Values of the constants
of the standard k–ε model

Cµ σk σε C1ε C2ε

0.09 1.00 1.30 1.44 1.92

ρ
∂ε

∂t
+ ρ �V · ∇ε = ∇ ·

[(
µ+ µt

σε

)
∇ε

]
+ 1

2
C1ε

ε

k
µt

(
∇ �V +

(
∇ �V

)T
)2

− ρC2ε
ε2

k
(14)

where µt is dynamic eddy viscosity, whereas Cµ, σk , σε, C1ε and C2ε are constants and their
values are listed in Table 1.

The transport of solutes in the rectangular geometry could be modelled using the 2D
advection-diffusion equation for isotropic turbulence [11]:

∂C̄

∂t
+ ū

∂C̄

∂x
+ v̄

∂C̄

∂y
= ∂

∂x

(
Dt
∂C̄

∂x

)
+ ∂

∂y

(
Dt
∂C̄

∂y

)
(15)

where molecular diffusion was neglected and only turbulent diffusion was considered with
Dt as turbulent diffusivity and C̄ as solute concentration.

These equations were solved using Multiphysics 3.4TM modeling package, which is a
commercial multiphysics modeling environment [11]. Multiphysics 3.4TM can solve for the
same flow domain both motion equations and advection-diffusion equation. Particularly, both
the k–ε Turbulence Model application mode and the Advection and Diffusion application
mode were used. They solve from Eqs. 10 to 15 for the pressure p̄, the velocity vector com-
ponents ū and v̄, the k–εmodel parameters and the solute concentration C̄ within the domain
of the flow [11].

Multiphysics 3.4TM was applied to the two rectangular 2D geometries presented in Fig. 2.
They are both the view from above, i.e. in the x-y plan, of the channel used by Lau and Krish-
nappan in their experimental works on turbulent transverse mixing [10]. However, in Geom-
etry B there was a grid formed by 6 squares elements, each with dimension 0.02 × 0.02 m,
with a center-to-center spacing d = 0.06 m. The grid was located 0.5 m upstream the point
of injection. In Geometry A the square grid was absent.

Lau and Krishnappan conducted their experiments in a rectangular flume 30.7 m long and
0.60 m wide. Extra sidewalls were installed to convert the flume to 0.45 or 0.30 m widths.
Also flume bed roughness was varied by using sands of different sizes. In addition, some
experiments were made with a smooth coverings on the bottom flume. The flow depth varied
from 0.013 to 0.050 m, whereas mean flow velocities were kept approximately constant at
0.20 m/s for most of the experiments. Mixing measurements were made using salt solution
as the tracer. The solution was continuously discharged from a constant head injection appa-
ratus into the middle of the flume at approximately mid-depth. Injections were made 11 m
downstream from the beginning of the flume to ensure fully developed boundary layers for all
the experiments. The tracer concentrations were measured at mid-depth at 8 or more stations
downstream the injection point by using a single electrode conductivity probe. The probe
was moved along channel width to derive cross-stream concentration distributions. These
stations were chosen so that vertical mixing was completed before the first station [10].

For the simulations water with density ρ = 999.05 kg/m3 and molecular viscosity µ =
1.14 × 10−3 kg/m · s, was selected as fluid. Inflow velocity was 0.20 m/s. For both
Geometry A and B, for the k–ε model, boundary conditions were assigned at the inlet,
the outlet and at the walls:
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40 m

0.60 m
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Fig. 2 Sketch of the simulated 2D geometries

• at the inlet, an inflow type boundary condition was applied, with uniform velocity profile.
Also inlet turbulent intensity and length scale were assigned. Turbulent intensity was set
up to 5%, which corresponds to fully turbulent flows. Usually, turbulent intensity can be
derived from the Reynolds number. The turbulent length scale is a physical quantity related
to the size of the large eddies that contain the energy in turbulent flows. also it is a measure
of the size of the turbulent eddies that are not resolved [11]. For fully developed channel
flows, this parameter can be approximately derived as 0.07 × W , where W is the channel
width;

• at the outlet, a zero pressure type condition was assigned;
• at the walls and at the square elements, logarithmic law of the wall boundary condition

was applied. It is well-known that turbulent flows are significantly affected by the presence
of walls. First, no-slip condition must be satisfied at the walls for the mean velocity field.
Very close to the wall, viscous damping reduces the tangential velocity fluctuations, while
kinematic blocking reduces the normal fluctuations. Turbulent eddies are distorted and
constrained in size, being compressed in the wall-normal direction and elongated in the
streamwise direction [28]. Moreover, as at the wall turbulent energy is damped and dissi-
pated into heat through molecular viscosity, toward the outer part of the near-wall region,
however, the turbulence is rapidly increasing by the production of turbulence kinetic energy
due to the large gradients in the mean velocity and in the other parameters of the flow field.
Also, in this region it should be expected that momentum and scalar transport occur most
vigorously. Hence, accurate flow modelling in the near-wall region significantly affects
successful prediction of turbulent wall-bounded flows. The classical k–ε model due to its
basic hypothesis of isotropy needs to be modified to account for the effect of the walls on
the local structure of turbulence [28]. Different approaches were proposed in the literature
[28]. Herein to account for solid walls the approach based on the so-called wall functions
was applied to bridge the viscosity-affected region between the wall and the fully turbulent
region. This approach is the most commonly because it eliminates the need for very fine
computational meshes that are required for direct integration of the governing equations
all the way to the wall and because it reduces numerical stiffness due to the stiff source
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terms in the turbulence closure equations and large aspect ratio meshes [28]. Basically a
wall function is a semi-empirical relation between the value of velocity and wall friction
which replaces the thin boundary layer near the wall [11]. This approach is expected to
be accurate for high Reynolds numbers and situations where pressure variations along the
walls are not very large. However, it can often be used outside its frame of validity with
reasonable success [11]. In particular, logarithmic wall functions applied to finite elements
assume that the computational domain begins a distance δw from the real wall. They also
assume that the flow is parallel to the wall and that the velocity can be described by:

u+ = u

u∗ = 1

κ
ln

(
δwu∗

ν

)
+ C1 (16)

where κ is Von Kármán constant, which is equal to 0.42, and C1 is universal constant for
smooth walls equal to 5.5. Note that the ratio of the kinematic viscosity to the friction
velocity, ν/u∗ is the viscous length scale. Moreover, the term in the round brackets is δ+w
and the logarithmic wall functions are formally valid for values of between 30 and 100.
Multiphysics 3.4T M allows to select δ+w value, which was assigned equal to 100.

In both Geometry A and B, for the advection-diffusion equation, boundary conditions were
assigned at the inlet, the outlet, at the walls and in the injection point:

• at the inlet, a concentration type boundary condition was applied, assuming zero concen-
tration entering the domain;

• at the outlet, an advective flux type condition was assigned;
• at the walls, an insulation type condition was applied. this condition means that the solute

cannot cross the walls;
• at the injection point, a concentration type boundary condition was applied, assuming

herein a constant concentration equal to 100.

Different mesh characteristics were tested. After that, the mesh generation process was
made assuming, among the others, as element growth rate and resolution of narrow regions
1.2 and 1.00, respectively. The element growth rate determines the maximum rate at which
the element size can grow from a region with small elements to a region with larger elements
[11]. The value must be greater or equal to 1. In the resolution of narrow regions field the
number of layer of elements created in narrow regions is controlled [11].

For both Geometry A and B, different values for the maximum element size were selected
for the geometry upstream and downstream the point of injection. Finer values were selected
downstream of this point to better capture transverse mixing. Maximum element sizes were
0.1 and 0.05 m in the upstream region and in the downstream region, respectively. Also, for
both Geometry A and B, at the walls, maximum element size was 0.05 m, whereas, at the
square elements in Geometry B, maximum element size was 0.01 m. Thus, the mesh for
geometry A and B has 35,124 and 37,284 triangular elements, respectively, with a minimum
element quality of 0.617 and 0.642, respectively. The element quality measure is related to
its aspect ratio, which means that anisotropic elements can get a low quality measure even
though the element shape is reasonable [11]. It is a scalar from 0 to 1. Mesh quality visu-
alization demonstrated a quite uniform quality of the elements of the mesh. Moreover, it is
well-known that by using a mesh, the dependent variables are approximated with a function
that can be described with a finite number of parameters, the degrees of freedom [11]. In the
two simulations, the number of degrees of freedom was 377,718 and 400,846, respectively.

About the solver settings, stationary segregated solver with non-linear system solver was
used, where the relative tolerance and the maximum number of segregated iterations were set
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to 1.0×10−3 and 100, respectively. The segregated solver allows to split the solution steps
into substeps. These are defined by grouping solution components together. This procedure
can save both memory and assembly time. Three groups were considered, namely velocity
components ū and v̄ and pressure p̄, turbulence model parameters k and ε, and the solute
concentration C̄ . For both the simulations, artificial diffusion methods were not introduced
neither in the flow field solution nor in the concentration field solution.

4 Data post-processing: transverse mixing coefficient estimation

Data resulting from numerical simulations were later post-processed to estimate the overall
transverse mixing coefficient. Starting point were the simulated cross-stream concentration
distributions of the tracer. Two methods were applied to derive Dt−y for the whole geometry:

• the method of moments, where the transverse mixing coefficient is derived from the rate
of change of spatial variance of the tracer transverse profile [2]:

Dt−y = 1

2

d

dt

(
σ 2

y

)
(17)

where t is the time of travel and the transverse variance is given by [2]:

σ 2
y =

∫ W
y=0 (y − ỹ)C̄(x, y)dy∫ W

y=0 C̄(x, y)dy
(18)

and the centroid of tracer distribution is [2]:

ỹ =
∫ W

y=0 yC̄(x, y)dy∫ W
y=0 C̄(x, y)dy

(19)

Equations 17–19 can be applied provided that four conditions are accomplished, as
explained by Rutherford [2]. First, tracer mixing must obey Fick’s law with a constant
mixing coefficient. second, the tracer must not impinge on the channel banks. Third, the
tracer source must be steady. Fourth, the channel must be uniform so that the plume does
not expand and contract along the transverse cross-section and its velocity is constant.
Therefore, Eq. 17 can be approximated by the finite difference form [2]:

Dt−y = u

2

σ 2
y (x2)− σ 2

y (x1)

x2 − x1
(20)

where u is the average flow velocity, which is assumed to be constant. The cross-sectional
values of Dt−y were later averaged along the geometry. Notably in a fickian process,
transverse turbulent mixing coefficient Dt−y and transverse variance σ 2

y are related as [2]:

σ 2
y = 2Dt−y t (21)

which may allow to derive another estimation of the average transverse mixing coefficient
Dt−y in each cross-section.

• The method based on the transverse profile of turbulent kinematic viscosity νt , which
provides a local value of the turbulent diffusivity. note that νt values were obtained from
Eq. 12. The average value for each transverse profile provides the value of Dt−y for that
cross-section. In turn, averaging cross-sectional Dt−y values along the geometry provides
again the value for the whole geometry.
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Fig. 3 Concentration field in the Geometry (a) n.1 and (b) n.2

The average flow velocity u was obtained averaging u values along the geometry centre-
line.

Other methods were proposed in the literature to estimate the transverse mixing rate.
First, to estimate the degree of mixing in each cross-section of the geometry, the mixing
index proposed by Rutherford can be calculated [2]:

Pmix = C̄min

C̄max
(22)

where C̄min and C̄max were minimum and maximum cross-sectional concentration of the
tracer, respectively. Pmix values may be used to evaluate Dt−y as described by Rutherford [2].

Second, simulated cross-section tracer concentration distributions can be applied to derive
a further estimation of the Dt−y in each cross-section. In fact, the width of a fickian plume
L plume is related to the properties of Gaussian distribution. It is well-known that 95% of
the area under the Gaussian curve lies in the interval −1.96 < (y/σy) < +1.96, whereas
the 99.74% of this area is in the range −3.00 < (y/σy) < +3.00. At the extremes of this
interval, the concentration is equal to 0.011 × C̄max . Therefore, from Eq. 21, it holds:

L plume = 6σ y = 6
√

2Dt−y t (23)

Since the length of the plume in the transverse direction L plume can be obtained from
the simulated cross-section tracer concentration distributions, Eq. 23 may provide a further
estimation of Dt−y in each cross-section.

5 Analysis of numerical results: discussion

Numerical simulations provided field velocity and pressure, k and ε, kinematic viscosity
νt values throughout the flow domain of both geometries, that is without and with the row
of square elements. Figure 3a and b present the concentration field from x = 10.2 m and
x = 13.0 m in the Geometry n.1 and n.2, respectively. Note that the injection point was at
x = 11.0 m and the grid was located at x = 10.5 m. The plume width was larger in the grid
geometry.

Table 2 lists the locations of the cross-section where simulated cross-section tracer con-
centration distributions were collected. For each cross-section 120 points were considered.

Figure 4a and b presents the cross-section tracer concentration distributions at x = 11.125 m
and x = 11.25 m, respectively.

Figure 5a and b shows the cross-section tracer concentration distributions at x = 11.50 m
and x = 12.00 m, respectively. Note that after 1.00 m from the injection point, the maximum
cross-section concentration decreased for both the Geometries to about 39% of the maximum
value at x = 11.125 m.
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Table 2 Locations of cross-section tracer concentration distributions

Reach x (m) 	x (m) Geometry n.1—No-grid Geometry n.2—Grid

C̄max (mole/m3) Pmix C̄max (mole/m3) Pmix

1 11.125 − 56.91 0.000 51.05 0.000

2 11.25 0.125 42.44 0.000 36.98 0.000

3 11.50 0.25 31.51 0.000 27.10 0.000

4 11.75 0.25 25.87 0.000 22.43 0.000

5 12.00 0.25 22.66 0.000 19.64 0.000

6 12.25 0.25 20.44 0.000 17.68 0.000

7 12.50 0.25 18.77 0.000 16.26 0.000

8 12.75 0.25 17.50 0.000 15.13 0.000

9 13.00 0.25 16.45 0.000 14.21 0.000

10 13.50 0.50 14.85 0.000 12.82 0.001

11 15.00 1.50 12.01 0.003 10.31 0.014

12 15.50 0.50 11.40 0.007 9.77 0.023

13 17.50 2.00 9.65 0.044 8.28 0.081

14 20.00 2.50 8.24 0.138 7.22 0.185

15 25.00 5.00 6.53 0.398 6.15 0.410

16 30.00 5.00 5.62 0.637 5.58 0.601

17 35.00 5.00 5.17 0.800 5.16 0.751

18 40.00 5.00 4.94 0.895 4.88 0.858
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Fig. 4 Concentration transverse distributions at (a) x = 11.125 m and (b) x = 11.25 m

Figure 6a and b presents the cross-section tracer concentration distributions at x =15.00 m
and x =17.50 m, respectively. Note that at x =15.00 m in the Geometry n.2 the plume reached
the walls, whereas in the Geometry n.1 it is still away from them.

Finally, Fig. 7a and b shows the cross-section tracer concentration distributions at
x = 25.00 m and x = 40.00 m, respectively. In this final cross-section, the tracer is in both
geometries almost completely mixed in the geometry width and its maximum concentration
is < 10% of the initial maximum concentration.
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Fig. 5 Concentration transverse distributions at (a) x =11.50 m and (b) x =12.00 m
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Fig. 6 Concentration transverse distributions at (a) x =15.00 m and (b) x =17.50 m

In all the above plots with the tracer cross-section distribution, maximum value was lower
in the Geometry n.2 and plume width was larger. The values of C̄max and Pmix for both the
simulated geometries and each location are listed in Table 2. Moreover, in Fig. 8 a plot with
the values of the mixing degree Pmix along the geometry is presented. The growth of Pmix

was quite similar and final values at the geometry outlet were 0.89 and 0.85 for Geometry
n.1 and n.2, respectively.

Table 3 lists the values for both the modelled geometries of the transverse variance σ 2
y

obtained from Eqs. 18 and 19 and of the plume width L plume calculated by applying Eq. 23.
Plume width data in bold are those equal to the geometry width W, which means that the
plume reached geometry walls.

In both geometries transverse variance was increasing with the distance from the injection
point as expected. Moreover, both σ 2

y and plume width values in the grid geometry were
generally higher of about 25% than those in the Geometry n.1, reflecting an enhanced degree
of turbulent mixing due to the grid.
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Fig. 7 Concentration transverse distributions at (a) x =25.00 m and (b) x =40.00 m
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Fig. 8 Growth of mixing degree Pmix along the geometries

Table 4 lists the values of the transverse mixing coefficient Dt−y for both geometries
deriving from the application of the methods of moments, that is Eq. 20, and from the trans-
verse profile of turbulent kinematic viscosity νt , that is Eq. 12. Note that from reach n.13
and 11, in Geometry n.1 and n.2, respectively, the method of moments cannot be properly
applied because the plume impinged the walls of the geometry.

The data listed in Table 4 were averaged to derive one value for each geometry. The values
were weighted using the length of each reach. Also, both for the method of moments and the
method based on turbulent kinematic viscosity, the average value was obtained by using only
the values up to reach n.13 and n.11 for Geometry n.1 and n.2, respectively. A comparison
showed that Dt−y values in the geometry with the grid, that is Geometry n.2, were generally
larger. Second, the average value derived from method of moments for Geometry n.2 was
about 50% larger than that for Geometry n.1. Third, the average Dt−y values derived from
turbulent kinematic viscosity were lower than those obtained from Eq. 20.

Finally, the data of spatial variance of the tracer transverse profile were again used
to derive an overall Dt−y for each geometry, as recently done by Rummel et al. [21].
Considering Eq. 22, these data were plotted against the travel time of the plume t. In these
plots, that are presented in Fig. 9a and b, the transverse mixing coefficient Dt−y was taken
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Table 3 Values of transverse variance and plume width

Reach x (m) 	x (m) Geometry n.1—No-grid Geometry n.2—Grid

σ 2
y (m2) L plume (m) σ 2

y (m2) L plume (m)

1 11.125 − 0.0003 0.1109 0.0005 0.1361

2 11.25 0.125 0.0006 0.1462 0.0009 0.1815

3 11.50 0.25 0.0011 0.1966 0.0017 0.2471

4 11.75 0.25 0.0016 0.2370 0.0025 0.2975

5 12.00 0.25 0.0021 0.2672 0.0032 0.3378

6 12.25 0.25 0.0026 0.2975 0.0040 0.3782

7 12.50 0.25 0.0030 0.3277 0.0046 0.4084

8 12.75 0.25 0.0035 0.3479 0.0053 0.4336

9 13.00 0.25 0.0039 0.3681 0.0060 0.4588

10 13.50 0.50 0.0048 0.4084 0.0072 0.4992

11 15.00 1.50 0.0075 0.5193 0.0105 0.6000

12 15.50 0.50 0.0084 0.5597 0.0115 0.6000

13 17.50 2.00 0.0120 0.6000 0.0149 0.6000

14 20.00 2.50 0.0163 0.6000 0.0182 0.6000

15 25.00 5.00 0.0228 0.6000 0.0229 0.6000

16 30.00 5.00 0.0265 0.6000 0.0260 0.6000

17 35.00 5.00 0.0285 0.6000 0.0280 0.6000

18 40.00 5.00 0.0295 0.6000 0.0292 0.6000
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Fig. 9 Variance of the transverse concentration profile versus the travel time

as the fitting parameter and the line was forced to go through zero. The resulting values for
Dt−y were 1.88 × 10−4 m2/s and 3.27 × 10−4 m2/s for the no-grid case and the grid-case,
respectively. It should be noted that these values are quite similar to those obtained averaging
the data derived from the method of moments, as listed in Table 4. After all, numerical results
demonstrated that the introduction of a grid upstream the point of injection resulted in an
enhanced mixing of the tracer and increase of about 70% in Dt−y .
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Table 4 Values of transverse mixing coefficient Dt−y

Reach x (m) 	x (m) Geometry n.1—No-grid Geometry n.2—Grid

Eq. 19 Eq. 11 Eq. 19 Eq. 11

1 11.125 – – 1.69 × 10−4 – 2.83 × 10−4

2 11.25 0.125 2.27 × 10−4 1.69 × 10−4 3.50 × 10−4 2.78 × 10−4

3 11.50 0.25 2.18 × 10−4 1.68 × 10−4 3.39 × 10−4 2.69 × 10−4

4 11.75 0.25 2.16 × 10−4 1.68 × 10−4 3.26 × 10−4 2.61 × 10−4

5 12.00 0.25 2.07 × 10−4 1.68 × 10−4 3.14 × 10−4 2.55 × 10−4

6 12.25 0.25 2.05 × 10−4 1.68 × 10−4 3.04 × 10−4 2.50 × 10−4

7 12.50 0.25 1.97 × 10−4 1.68 × 10−4 2.92 × 10−4 2.45 × 10−4

8 12.75 0.25 1.96 × 10−4 1.68 × 10−4 2.82 × 10−4 2.40 × 10−4

9 13.00 0.25 1.92 × 10−4 1.69 × 10−4 2.73 × 10−4 2.36 × 10−4

10 13.50 0.50 1.92 × 10−4 1.69 × 10−4 2.61 × 10−4 2.29 × 10−4

11 15.00 1.50 1.93 × 10−4 1.71 × 10−4 2.33 × 10−4 2.10 × 10−4

12 15.50 0.50 1.97 × 10−4 1.72 × 10−4 2.08 × 10−4 2.05 × 10−4

13 17.50 2.00 1.98 × 10−4 1.78 × 10−4 1.80 × 10−4 1.88 × 10−4

14 20.00 2.50 1.85 × 10−4 1.88 × 10−4 1.40 × 10−4 1.74 × 10−4

15 25.00 5.00 1.40 × 10−4 2.10 × 10−4 9.88 × 10−5 1.66 × 10−4

16 30.00 5.00 8.10 × 10−5 2.24 × 10−4 6.49 × 10−5 1.76 × 10−4

17 35.00 5.00 4.27 × 10−5 2.31 × 10−4 4.17 × 10−5 1.97 × 10−4

18 40.00 5.00 2.16 × 10−5 2.32 × 10−4 2.51 × 10−5 2.16 × 10−4

Average – – 1.99 × 10−4 1.83 × 10−4 2.98 × 10−4 2.27 × 10−4

The data in bold are those where the plume width reached geometry walls

6 Comparison between numerical results and experimental data: discussion

Numerical results were compared with the experimental data obtained by Lau and Krishnappan
[10], that are summarized in Table 5. The data refer to different bed roughness. The values of
transverse mixing coefficient were in the range from 0.335×10−4 m2/s and 1.41×10−4 m2/s.
In the average, Dt−y was 0.815 × 10−4 m2/s. Note that in the experimental data the aspect
ratio W/h was not the same, ranging from 12.10 to 42.86. At larger values, the role of sec-
ondary currents should has been less important.

Comparison between the simulated values for only Geometry n.1 and the experimental
data showed that numerical results tended to overestimate the transverse turbulent mixing
coefficient. In particular, the numerical value, that is 1.88×10−4 m2/s, exceeded for about
30% the maximum experimental value, that is 1.41 × 10−4 m2/s. This is not unexpected
since as above stated the assumption of isotropy can lead the k–ε model to predict large
turbulent viscosity and, consequently, high turbulent rates of mixing. The first objective of
this paper was just to identify how large would be this overestimation inherent to the hypoth-
esis underlying k–ε model. On the other hand, also literature predictive equations for Dt−y

are affected by large uncertainties. As already stated, in the classical equation proposed by
Fischer et al. [20], i.e. Eq. 6, there is the possibility of an error of ±50%, which is larger than
that associated with the above numerical simulation. After all, if only average velocities and
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Table 5 Experimental data of Lau and Krishnappan [10]

Data W (m) h (m) W/h Rh (m) u (m/s) Dt−y (m2/s)

1 0.60 0.042 14.46 0.036 0.337 1.40 × 10−4

2 0.60 0.039 15.38 0.035 0.308 1.14 × 10−4

3 0.60 0.042 14.29 0.037 0.179 7.40 × 10−5

4 0.60 0.049 12.37 0.042 0.155 9.07 × 10−5

5 0.60 0.050 12.10 0.043 0.302 1.41 × 10−4

6 0.60 0.039 15.31 0.035 0.204 1.11 × 10−4

7 0.60 0.033 18.07 0.030 0.196 8.78 × 10−5

8 0.60 0.017 34.48 0.016 0.201 5.92 × 10−5

9 0.60 0.014 41.96 0.014 0.208 6.01 × 10−5

10 0.60 0.031 19.61 0.028 0.197 6.15 × 10−5

11 0.60 0.023 26.09 0.021 0.204 5.02 × 10−5

12 0.60 0.018 33.52 0.017 0.200 3.63 × 10−5

13 0.60 0.014 42.86 0.013 0.201 3.35 × 10−5

Average – – – – – 0.815 × 10−4

bulk mixing properties are needed, RANS-modeling of transverse turbulent mixing appears
to be acceptable also for its easy implementation and economic computational effort.

7 Conclusions

Nowadays there is no comprehensive and accepted theory of transverse turbulent mixing and
the prediction of its rate is mainly based upon the results of experimental works carried on
in laboratory channels or in streams and rivers.

The first objective of this paper was to present the preliminary results of a numerical study
undertaken to simulate the transverse mixing of a steady-state point source of a tracer in a
two-dimensional rectangular geometry, which is expected to reproduce a shallow flow. An
approach based on the Reynolds Averaged Navier–Stokes equations (RANS) was applied,
where the closure problem was solved by using a turbulent viscosity concept. Particularly,
the classical k–εmodel was used since it is the easiest to implement and the most economical
in computation. Also, recent studies on shallow flows have demonstrated that for simplified
cases, where mean velocities and bulk mixing properties are needed, RANS-modeling of shal-
low flows is still appropriate. On the other hand, there was awareness about the limitations
inherent to the hypothesis of isotropic turbulence assumed by the k–ε model.

Numerical values of the transverse turbulent rate of mixing were obtained by using the
method of moments and the values of kinematic viscosity predicted by the model. Compar-
ison with the experimental data collected by Lau and Krishnappan for a shallow flow in the
same 2D geometry confirmed that k–εmodel tended to overestimate the rate of transverse tur-
bulent mixing since this model produces large turbulent viscosity. However, numerical value
was of about 30% above the maximum experimental data. This may still be an acceptable
result providing the larger uncertainties associated with literature predictive equations. So,
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if only bulk mixing properties are needed, RANS-modeling of transverse turbulent mixing
appears to be an acceptable tool.

The second objective was to assess the effect on transverse turbulent mixing of a grid
formed by square elements located upstream the point of injection. A comparison between
the numerical results with and without the grid demonstrated that the introduction of the grid
caused an enhanced mixing of the tracer and an increase of about 70% in Dt−y .

Further research will be addressed to extend to 3D case this analysis based on the RANS
approach.
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Abstract The fate of reactive tracers is often modelled by depth-averaged equations. When
integrating the depth-resolved equations, it appears that the term describing the settling of par-
ticles is dependent on the concentration just above the bottom. Because in a depth-averaged
framework this quantity is not available, the settling term needs to be parameterised. The
most natural choice is to make the settling flux dependent on the average concentration. This
approximation is acceptable if the water column is well mixed, but these conditions are not
necessarily met in real applications. Therefore, this study aims at assessing and understand-
ing the error made by using a depth-averaged model in a range of realistic conditions. For the
definition of these conditions, typical values for the Scheldt Estuary and the Dutch-Belgian
coast were taken. The realistic inspiration for the reactive tracer in this study is the fecal
bacterium Escherichia coli, whose own dynamics are characterised by settling and gradual
decay by mortality. In an attempt to understand the relative importance of several factors like
settling, mortality, mixing and stratification on the error made by a depth-averaged approach,
a number of simplified test cases were investigated. It follows that, as expected, the error is
acceptable if the situation is mixing-dominated. However, the effect of mortality and stratifi-
cation was less obvious in advance. For instance, it appeared that errors can also be significant
if settling and mortality have the same characteristic timescales. Stratification often has the
effect to increase the error made by the depth-averaged model.
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1 Introduction

In the present study, the error made by vertically averaging the advection-diffusion-reaction
equations for decaying and sinking particles is investigated. In particular, we are interested
in modelling the fate of fecal bacteria in the Scheldt Estuary by means of a two-dimen-
sional depth-averaged model and would like to estimate the potential error introduced by
the depth-integration. In order to enable statements about the error’s dependence on fac-
tors like mixing, settling, decay and stratification, a number of simplified case studies are
studied.

Vertically integrated models have been regularly used in the past to describe estuaries
(e.g. [15,24]), including the Scheldt Estuary ([23] (2D); [14] (1D)). Usually the depth-inte-
gration is motivated by the fact that the water column is rather well mixed. This assumption
is generally satisfied under conditions of strong currents, shallow waters and/or negligi-
ble stratification, but these conditions are not necessarily verified for the whole domain.
Locally different conditions may be experienced and thus the assumption may be locally
violated.

Fecal bacteria contamination in natural waters is generally monitored to assess the sanitary
risk associated with various water utilisations (e.g. bathing, shellfish harvesting, production
of drinking water). Although the measured indicator organisms may not be harmful them-
selves, they indicate the potential presence of other fecal pathogens. Vertically integrated
models have already been used to simulate fecal bacteria in a few studies, e.g. considering
a coastal lagoon [21] or natural streams [17]. Fecal bacteria enter the water column solely
through external sources. Depending on the area (often determined by the population den-
sity), these are primarily point sources (e.g. waste water treatment plant outlets) or diffuse
sources (e.g. water runoff from manure covered land). By comparison with similar basins,
it is expected that in the Scheldt point sources are the most important input type of fecal
bacteria into the domain [13,20]. After entering the domain, the bacteria are transported by
turbulent diffusion and advection, and in addition they gradually disappear from the water
column due to mortality and sedimentation. Mortality can be modelled by a first order decay
process [16,21], which remains appropriate for vertically integrated variables.

The representation of the settling is less straightforward. First there is the complexity of
the in situ reality: the bacteria are generally thought to be either free in suspension or attached
to particles [12,17]. The strength (or reversibility) of the linkage between bacteria and a par-
ticle can vary but is difficult to predict. It is clear that free or attached bacteria will behave
differently. For instance, thanks to the protective effect of the particles, attached bacteria
are reported to survive longer, and, not surprisingly, they sink faster than free bacteria [16].
However, the two (or more) classes of bacteria are often not modelled explicitly, because
the individual behaviours are not quantitatively known and/or the interaction between free
and attached bacteria has proven to be even more difficult to describe quantitatively [16,17].
Instead, “average” bacteria are considered, exhibiting a mortality and sedimentation behav-
iour representing an average between 100% free and 100% attached bacteria. Besides this
natural complexity, representation of the settling also presents a more formal difficulty. In a
depth-resolved model the settling flux to the sea floor is naturally proportional to the concen-
tration just above the bottom. However, with depth-averaged equations the settling flux cannot
be represented like this anymore and must be parameterised. The most popular and intui-
tive parameterisation is proportional to the average concentration, but the magnitude of the
error introduced by this approximation is not clear. If vertical mixing is much more efficient
than settling, the water column will be virtually homogeneous and hence the depth-averaged
approximation will be perfectly adequate.
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To enable more quantitative statements, it is useful to introduce the ratio of the mixing to
the settling timescales, which is a dimensionless parameter known as the Peclet number, Pe
= Tmixing/Tsettling = W H/K , with W, H and K typical values of respectively the sinking
velocity, the water height and the vertical eddy diffusivity. So, the error made by vertical inte-
gration will be small if Pe � 1. Yet, when considering typical ranges of W (10−6–10−5m/s),
H (1–100 m) and K (0.001–1m2/s) in the Scheldt Estuary and Belgian coastal zone, it appears
that the Peclet number may range from 10−6 to values as high as 10, i.e. a value >1. At this
point, one might object that H and K are not independent of eachother, and therefore the
range of possible values of Pe is actually narrower than that just suggested. Nonetheless,
values of the order of unity or even larger cannot be ruled out a priori.

Apart from the relative importance of mixing vs. settling, there is a second factor that
may influence the reliability of the depth-integrated approximation: the magnitude of the
mortality rate. For instance, if the mortality rate is very high, the bacteria die almost instantly
and consequently the average concentration tends to zero independently of other factors—
and so depth-integration again becomes acceptable—although admittedly there is not much
relevance in studying fecal bacteria when they are virtually inexistent. In order to assess the
simultaneous effect of mortality, settling and mixing, the outputs of a simple numerical 1D
model will be compared to those of its depth-integrated counterpart.

A last issue has been considered: the presence or absence of a pycnocline. Due to intense
warming/cooling, or precipitation/evaporation density gradients may appear in the water
column. This gradient represents a physical barrier impeding vertical mixing, and thus sig-
nificantly modifies the vertical diffusivity profile. The presence or absence of this feature
may thus affect the acceptability of a depth-averaged approach. It will also be investigated
how this stratification effect is further influenced by the vertical position of the point source
injecting bacteria in the domain.

Finally, we should probably also admit that a number of potential factors are not taken
into account in the analysis. This is a deliberate choice to enable to focus on the selected key
factors (mortality, settling, mixing and stratification).

For example, processes of bottom sediment resuspension may also have an impact on
the reliability of a depth-averaged model. As these processes are not explicitly taken into
account, the results are valid if

(i) resuspension is negligible, i.e. their frequency of occurrence is much smaller than the
typical mortality constant. This situation has been reported in some studies (e.g. [21]);

(ii) settling in fact represents the net vertical movements, i.e. the balance between real
settling and resuspension (only for stationary situations);

(iii) the modelled concentration of fecal bacteria is not interpreted as the total concentration
but as the concentration of bacteria which haven’t touched the bottom yet. This last
interpretation is always valid and does not affect the relevance of this study, because
its focus is not on the resuspension but on the parameterisation of the settling flux.

Another simplification is the negligence of horizontal processes; in other words horizontal
homogeneity is assumed, in order to concentrate on the vertical processes which are the most
influenced by depth-averaging, and reduce the dimensionality of the test cases.

The remainder of this study is structured as follows: in the next section the models are
presented and the difference between the depth-resolved and depth-integrated equations are
clearly shown. In Section 3 the concept of residence time is introduced. Section 4 contains
the results of a number of case studies, focusing on the error made by the depth-averaged
model compared to the output of the depth-resolved approach. The final section summarises
these results and gives some concluding remarks.
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Table 1 Natural ranges of the relevant dimensional and dimensionless variables

Range of values References

Dimensional variables

w (m/s) 10−6–10−5 [1,20,21]

h (m) 1–100 Bathymetric data of Scheldt and Belgian coastal zone

λ(s−1) 10−6–10−4 [1,11,20]

κ̄(m2/s) 10−4–1 [10]; Appendix 1

Dimensionless variables

z̃ = z/h 0–1

Pe = wh/κ̄ 10−6–10

λ̃ = λ/(w/h) 0.1–10 4

2 Models

As introduced above, only the vertical processes will be considered by assuming horizon-
tal homogeneity. Taking into account diffusion, mortality, settling and a source term, the
concentration C(t, z) of fecal bacteria (bacteria/m3) is the solution of the following partial
differential problem:

∂C

∂t
= q − λC + ∂

∂z

(
wC + κ

∂C

∂z

)
(1)

with initial and boundary conditions:

C(0, z) = C0(z);
[
wC + κ

∂C

∂z

]
z=h

= 0;
[
κ
∂C

∂z

]
z=0

= 0. (2)

z is the vertical coordinate (m), which is zero at the bottom and equal to h at the surface;
κ(z)(≥ 0) is the eddy diffusivity (m2/s); q(t, z) is the source of bacteria (bacteria/m3s); λ
is the mortality rate (s−1); and w(≥ 0) is the settling velocity (m/s). Table 1 summarises the
natural ranges of values of the variables. To remain as general as possible, the model equa-
tions in this section are given for general source terms q(t, z), but for the later assessments
only point sources will be considered.

This study will focus on the depth-averaged concentration

C̄(t) = 1

h

h∫

0

C(t, z)dz. (3)

Its associated model, the depth-integrated counterpart of model (1)–(2), is found by first
integrating (1)–(2) and assuming a constant sinking velocity w:

dC̄

dt
= q̄ − λC̄ − w

h
C(t, 0), (4)

with

q̄(t) = 1

h

h∫

0

q(t, z)dz (5)

and initial condition
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C̄(0) = C̄0 = 1

h

h∫

0

C0(z)dz. (6)

Equation 4 is the correct depth-integrated equation, but because it contains the term
wC(t, 0)/h, it cannot be solved when working only with depth-integrated variables. There-
fore, one needs to find a workable parameterisation for this sedimentation term. Assuming
that the water column is well-mixed, it is often posed that C(t, 0) ≈ C̄(t), giving the actual
depth-integrated (0D) model equation:

∂C̄ ′

∂t
= q̄ −

(
λ+ w

h

)
C̄ ′ (7)

with initial conditions

C̄ ′(0) = C̄0; (8)

and the prime is associated with variables of the depth-averaged model. Expressions (4) and
(7) look very similar; indeed the first two terms (related to the source and mortality) are iden-
tical. The only difference lies in the expression of the last term which represents the settling
flux. Consistent with intuition, the settling flux in the 1D model depends on the concentration
at the bottom, but this information is not available in a depth-averaged model. Therefore, the
settling flux in the 0D model is parameterised so that it depends on the average concentration.
This seemingly minor discrepancy may significantly impact the 0D solutions, especially if
the Peclet number is high, i.e. when settling proceeds faster than vertical mixing.

For further simplification of the equations, it is convenient to introduce dimensionless
variables, normalised with typical values. For the one-dimensional model, we take

t̃ = t

h/w
, z̃ = z

h
, C̃ = C

Ĉ
, q̃ = q

Q
, λ̃ = λ

w/h
, κ̃ = κ

κ̄
, (9)

with

κ̄ = 1

h

h∫

0

κ(z) dz, (10)

and the Peclet number

Pe = wh

κ̄
. (11)

The characteristic concentration Ĉ may be taken to be Qh/w, where Q is the typical value
of the source term q . If there is no source, then it is probably natural to set Ĉ = C̄0. For
this normalisation, it is (again) assumed that the settling velocity w is constant. We can now
redefine the ranges within which the dimensionless variables can vary in natural riverine to
coastal conditions (fecal contamination is not expected in open sea). For clarity, the ranges
are summarised in Table 1. The two quantities that will be varied in particular, are Pe and λ̃,
the first expressing the relative importance of the settling versus mixing, while the second
balances the importance of the mortality process against the sedimentation.

Unless stated otherwise, from now on only dimensionless variables will be used. Therefore,
in order to simplify the notations, the tildes will be dropped. Accordingly, the one-dimen-
sional partial differential problem to be solved reads
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{
∂C
∂t = q − λC + ∂

∂z

(
C + κ

Pe
∂C
∂z

)
C(0, z) = C0(z),

[
C + κ

Pe
∂C
∂z

]
z=1

= 0,
[
κ
Pe

∂C
∂z

]
z=0

= 0
, (12)

and the depth-averaged concentration can simply be computed as

C̄(t) =
1∫

0

C(t, z) dz. (13)

In dimensionless variables, the depth-integrated problem reads
{

dC̄ ′
dt = q̄ − (λ+ 1)C̄ ′

C̄ ′(0) = C̄(0)
. (14)

One of the objectives of the current study is to assess the difference between C̄(t) and C̄ ′(t).
For the depth-averaged model approach to be acceptable, the difference should obviously be
small, but it is not straightforward to make a general statement about the magnitude of this
difference, as there is no general closed form solution of (12). Nevertheless, as explicitly
shown above for the dimensional equations (4) and (7), we can compare the mass balance
for the depth-averaged concentrations, indicating that the difference between the two models
lies in the settling term. The actual, quantitative error made by the 0D model compared to
the 1D model will be assessed in the Results section for a number of particular cases.

3 Residence time

3.1 Definition

In order to compare the depth-resolved and depth-averaged models’ performances some
“diagnostic variables” will be analysed and compared. Natural choices are concentrations
and settling fluxes, but in addition to those we propose to examine the mean residence time
as a diagnosis of the 1D and 0D models. The residence time of a particle in a water body is
defined as the time taken by this particle to leave the water body [2,8–10,22]. Every particle
injected into the domain has his own residence time, i.e. time it needs to leave the water
column, either by dying or by settling. Therefore, each setup is actually associated with a
distribution of elemental residence times, which are generally averaged to find the actual
(mean) residence time.

A special feature of the mean residence time is that is applies to both an impulse source
and the stationary case (exactly the two special cases that will be considered in more detail),
because the stationary case is in essence a repetition of identical impulse injections at every
time step. In the next section, some expressions will be derived for a special case without
mortality.

3.2 Special case: no mortality

In this section mortality processes are neglected. While they surely represent an extreme
case, these further simplified expressions present the advantage of allowing a general state-
ment about the residence times computed by the 0D model versus 1D model. Neglecting
mortality terms, the depth-resolved model equations in dimensional variables (1)–(2) and the
depth-integrated model (7)–(8) are simplified. Note indeed that in this section we will again
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use dimensional variables, but this does not affect the interpretation of the results as these
are stated in relative terms—and thus equally hold for the dimensionless variables.

The mean time τ spent by the initially present fecal bacteria in the water column—until
they settle on the floor of the water column—is

τ (′) = 1

C̄ (′)
0

∞∫

0

C̄ (′)(t) dt, (15)

where the prime between brackets signifies that the expression holds both for the depth-
resolved and depth-integrated variables. This timescale is generally referred to as the resi-
dence time. It is important to note that this residence time only considers the bacteria present
in the water column at t = 0. Therefore, it is not influenced by any bacteria entering the
domain at a later time.

To compute the residence time according to the 0D model, Eqs. 7 and 8 without the mor-
tality and source terms are solved, giving

C̄ ′(t) = C̄ ′
0e−wt/h . (16)

By substituting (16) into (15), the residence time according to the depth-integrated
approach is readily obtained:

τ ′ = h

w
. (17)

To derive the depth-resolved timescale τ—without explicitly knowing C̄(t)—we must
have recourse to the theory developed by [10]. Accordingly, we have

τ =
∫ h

0 C0(z)θ(z) dz∫ h
0 C0(z) dz

, (18)

where

θ(z) = z

w
+ 1

w

h∫

z

exp

⎡
⎣−w

ξ∫

z

[κ(ζ )]−1dζ

⎤
⎦ dξ (19)

is the residence time associated to bacteria having an initial concentration C(0, z) = δ(z),
where δ(z) is a Dirac impulse located at height z. From (19) it follows that

z

w
≤ θ(z) ≤ h

w
. (20)

This implies that

ατ ′ ≤ τ ≤ τ ′ (21)

with

α = 1

h2C̄0

h∫

0

zC0(z) dz ≤ 1. (22)

Thus, having recourse to the depth-integrated model always causes an overestimation of the
time spent by bacteria in the water column, at least in this simplified case where mortality
can be neglected. Notice that this result was obtained without knowing the actual evolution
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Table 2 Overview of the equations for the two considered test cases

Single initial pulse (“Dirac case”) Stationary situation

1D Equation ∂C
∂t = −λC + ∂

∂z

(
C + κ

Pe
∂C
∂z

)
d
dz

(
κ
Pe

dC
dz + C

)
− λC + q = 0

with q(z) = δ(z − 1)
Initial conditions C(0, z) = δ(z − 1) Not applicable

Boundary conditions

[
κ
Pe

∂C
∂z

]
z=0

= 0[
C + κ

Pe
∂C
∂z

]
z=1

= 0

[
κ
Pe

∂C
∂z

]
z=0

= 0[
C + κ

Pe
∂C
∂z

]
z=1

= 0

0D Equation
dC̄
dt = −(λ+ 1)C̄
⇒ C̄(t) = C̄(0)e−(λ+1)t q̄ −(λ+1)C̄ ′ = 0 with q̄ =

1∫
0

q(z) dz

= 1 ⇒ C̄ ′ = (λ+ 1)−1

Initial conditions C̄(0) = 1 Not applicable

Boundary conditions Not applicable Not applicable

of the concentration profile, which is just another illustration of the power of the residence
time theory. The price to pay is that, although we know that τ ′ is larger than τ , we don’t
know how much larger. In the next section, the 1D and 0D models will be compared in a
more quantitative manner.

4 Results

4.1 Tested cases

The purpose of this study is to assess the validity of a depth-averaged model for advection-
diffusion-decay-settling of fecal bacteria in a wide range of conditions potentially encoun-
tered in a real application (the Scheldt Estuary and Belgian coastal zone are taken as focus). To
reduce the number of factors and thus keep this assessment feasible, the “full” and integrated
model are simplified in several aspects. First, horizontal homogeneity is assumed such that
only the vertical processes are of interest and we can speak of “1D” for the depth-resolved and
“0D” for the depth-integrated model. Further, two particular cases considering the injection
of the bacteria will be considered: (i) one initial Dirac pulse, located at the surface unless
stated otherwise; and (ii) a source continuously discharging into the domain at a constant
rate q̄ , and again located at the surface. The first case offers some advantages in terms of
interpretation: the behaviour of a single concentration peak is easier to understand than a
situation where bacteria are injected continuously. Moreover, this situation is the basis for
the residence time definition. The second case is still a simplification of reality, but already
much closer to it. Indeed, point sources of fecal bacteria are often modelled as constant-flux
inputs. Furthermore, the situation further simplifies to a stationary situation, with the advan-
tage that no temporal changes must be considered. The two tested cases are summarised in
Table 2.

These equations are solved numerically using a Patankar-like discretisation scheme for
the 0D model [3,4,18] and a scheme inspired by [6] for the 1D model. More details on these
schemes are given in Appendix 2.

So, the 0D model results will be compared to the averaged 1D outcomes for both the
initial Dirac pulse and the stationary situation, and for Pe and λ values varying within the
ranges given in Table 1. In addition, one last factor has been investigated: the presence or
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Fig. 1 Example of the time evolution of depth-resolved (contours) and depth-averaged concentrations [full
line C̄ (1D model), dotted line C̄ ′ (0D model)] for the Dirac source case. As both depth and average concen-
tration range from 0 to 1, both can be shown on the same vertical axis. Simulated conditions: Pe = 10, λ =
0.1 and there is a pycnocline at mid-depth

absence of stratification. Without stratification, the vertical diffusivity κ(z) is parameterised
as a parabolic function of z, being zero at the bottom (z = 0) and surface (z = 1) and
according to (9)–(10) it should integrate to one:

κ(z) = 6z(1 − z) in case of no stratification. (23)

In the presence of a pycnocline, vertical mixing is highly hampered in its vicinity. There-
fore, the vertical diffusivity profile should exhibit a significant decrease at the height of the
pycnocline. For these test cases, a pycnocline at mid-height was considered and the associ-
ated κprofile is composed of two parabolic curves joining at the level of the pycnocline such
that κ(h = 0.5) = 0:

κ(z) =
{

24z(0.5 − z) ifz ≤ 0.5
24(z − 0.5)(1 − z) if z > 0.5

in case of stratification. (24)

4.2 Concentrations

To illustrate the difference between the 0D and 1D modelled concentrations, an example for
the Dirac source is shown in Fig. 1. For the 1D model both the depth-resolved and the depth-
averaged concentration profiles (contours) are shown as a function of time. The latter can be
compared to the depth-averaged concentration from the 0D model. The profiles represent the
following conditions: Pe = 10, λ = 0.1 and a stratified water column (see (24)). The strati-
fication is not really visible in the vertically integrated concentration profiles, whereas it is
clear in the distorted contour lines representing the depth-resolved concentration evolution.
Further, it can be seen that (due to the high Pe) the two depth-averaged curves do not overlap.
The 0D model will first underestimate the true (1D) average concentration and then overes-
timate it. While the 0D model can only represent the concentration as an exponential decay,
the 1D model nicely shows that the concentration first decreases mainly due to mortality, as
it takes some time before the bulk of the bacteria reach the bottom. When this happens the
1D concentration starts decreasing even faster.
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With Pe = 10, the settling is rather efficient in this example, implying that the injected bac-
teria are hardly diffused and consequently the concentration spot remains relatively compact.
For decreasing Pe, the importance of diffusion increases, and thus the second decrease in C̄ ,
coinciding with the particles reaching the floor, starts earlier. Before that moment, mortality
is the main disappearance process and the slope of the initial decrease in C̄ is thus only related
to the mortality rate. For higher values of λ, this initial slope becomes steeper.

To summarise the error made by the 0D model compared to the depth-averaged 1D model,
the root mean squared relative errors are computed for values of λ and Pe varying within
realistic ranges (Table 1). Very small values for Pe and very large values for λ are not shown
in the results, as these represent trivial situations. Indeed, for very small Pe values (<0.1),
the hypothesis of a well-mixed water column is satisfied and thus the depth-averaged model
is perfectly valid (errors tending to zero). On the other hand, very large mortality rates (λ >
10) imply an almost instant disappearance of fecal bacteria, where again both models will
provide identical results (average concentrations tending to zero). The resulting error maps
are shown in Fig. 2 for the Dirac source and the stationary situation, and for the unstratified
and stratified situations. The relative error can be as high as 29% for the Dirac source and
19% for the stationary situation. The maximal error is higher in the case of the Dirac source,
probably because this situation is by its nature less homogeneous than the stationary situa-
tion, and therefore further from the assumption needed for the 0D model. For the stationary
situation always C̄ ′ < C̄ (not visible in Fig. 2 only showing rms errors).

Both Dirac and stationary cases show errors increasing with Pe, i.e. increasing importance
of settling compared to vertical mixing. This is rather intuitive since in this case indeed, the
water column is the least homogeneous, and thus a depth-averaged view is the least accept-
able. Curiously however, the errors for the Dirac and stationary cases are not maximal for the
same λ. For the Dirac source, the error increases with decreasing mortality, being in line with
the interpretation of the Pe dependence: both high Pe and low λ result in least homogeneous
water columns. On the other hand, in the stationary situation, the error is maximal for a
given, intermediate mortality rate of about 1.6. In other words, both models produce most
different average concentrations when the characteristic mortality time is of the same order
as the typical sedimentation time (cf. (9)). If the mortality process becomes more efficient
than settling (increasing λ), the average concentrations from both models simply tend to zero
and their difference too. For the other extreme, mortality becoming less efficient than settling
(decreasing λ), the average concentrations of both models will again tend to the same value,
namely one, the initial concentration. It is only for intermediate values of λ (of the order of
1) that the 1D and 0D models provide significantly different results.

Figure 2 also illustrates the impact of a pycnocline. Although the overall patterns and
maximal values are not influenced by the stratification, it seems that the errors decrease more
slowly for decreasing Pe. This is not surprising because the stratifcation has the effect to
locally decrease the mixing efficiency.

4.3 Settling fluxes

Remember that in case of a Dirac source the difference between the 1D-depth averaged and
0D concentration lies solely in the settling term (Sect. 2.1). In other words, the plots in Fig. 2
are very similar to plots of absolute root mean square errors for the settling flux (not shown).
However, when plotting the relative errors (Fig. 3), the pattern is quite different. The errors
are still maximal for high Pe, but also for high λ. The relative errors become huge for very
large mortality rates (notice the exponential color scale), because in these conditions the 1D
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Fig. 2 Relative rms errors between the depth-averaged concentrations as modelled by the 0D model and
1D model. Left column Dirac source, right column stationary situation, top row no stratification, bottom row
pycnocline at mid-depth. Discretisation step used for the Dirac pulse case was 
t = 
z= 1/50 (Appendix 2)

fluxes are virtually zero. Indeed, for the 1D model most bacteria are already dead before they
can actually reach the bottom, while the 0D model still computes a finite flux because it is
based on the average concentration.

In Fig. 4 the modelled time evolutions of the flux are shown for some values of Pe and
λ in the case of a Dirac source at the surface and no stratification. These examples confirm
that when the mortality rate increases, the 1D settling flux amplitude decreases, and even-
tually the settling peak will disappear totally (not shown). Conversely, the initial 0D fluxes
are always 1, resulting in a finite 0D flux in all conditions. Examining the Pe dependency,
Fig. 4 illustrates that the 0D and 1D flux are very similar for small Pe. In those cases the
time-integrated error made by the 0D model will be small, although there will always be an
error at the initial time where the 1D flux is zero and the 0D flux is one.

4.4 Residence time

In this section, the residence time computed from the 1D and 0D models will be compared.
As introduced above, the residence time provides an additional diagnosis to interpret the
outputs of a model. Furthermore, the definition of the residence time allowed to derive that in
the simplified case with no mortality the 0D model will always overestimate the time spent
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Fig. 3 Relative rms errors between the depth-averaged fluxes as modelled by the 0D model and 1D model.
Notice the logarithmic error scale. Left column Dirac source, right column stationary situation, top row no
stratification, bottom row pycnocline at mid-depth

in the water column by the bacteria (Section 3.2). This result can now be numerically verified
and the existence of a similar relation can be saught for the more general case with mortality.

Figure 5 shows the evolution of the relative error as a function of Pe, in the special case
that mortality is negligible (see Section 3.2). First, note that all relative errors (computed as
(θ0D − θ1D)/θ1D) are always positive, confirming the theoretical conclusion of Section 3.2
that the 0D model would always overestimate the residence time. Next, remember that the
magnitude of the error depends on the location of the initial pulse of bacteria (Eqs. 19–22).
Indeed, for the case where bacteria are injected at the surface, τ = τ ′. In Fig. 5 it can be
seen that for decreasing heights of the initial pulse, the difference between the two models
increases. This behaviour is similar for the case with and without stratification. These two
cases also converge to the same error for increasing Pe, confirming that stratification does
not introduce a notable effect if diffusion is negligible. This error appears to be finite and
equal to 1/z − 1, which corresponds to what is expected from (17) and (20).

Even for small Pe stratification does not largely affect the residence time error, at least not
when the source is located at z > 0.5 (top panel of Fig. 5). For these conditions the errors tend
to zero, which reiterates the previous observations that depth-averaging is acceptable when
the setup is diffusion-dominated. The effect of stratification can only be noticed by a slightly
different slope of the error curve for intermediate Pe values, but it converges to the same
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and no stratification. Black curves λ = 0.1, red curves λ = 1. Dashed lines 0D model (independent of Pe). Full
lines 1D model with Pe = 0.1 (thin line) and Pe = 10 (thick line)

errors for small and large Pe. On the other hand, if the source is located at z ≥ 0.5, the error
for small Pe converges to 1 in case of stratification, while it still tends to zero for the unstrat-
ified case (lower panel of Fig. 5). Stratification does not affect the residence time computed
by the 0D model. Instead, these results show that when the bacteria are injected below the
pycnocline, the 1D residence is significantly lowered, especially in the cases dominated by
diffusive mixing (low Pe). This observation confirms the common sense that the pycnocline
will avoid the bacteria to diffuse upward through it, and thus the bacteria are confined to a
smaller space and will more rapidly hit the bottom.

To summarize, the maximal errors are obtained for large Pe and increase with decreasing
height of the source location, but are not influenced by the presence of a pycnocline. How-
ever, the minimal errors (associated with low Pe) are significantly affected if stratification
is present, but only if the bacteria are injected below this pycnocline: in that case the error
amounts to 100% whereas in the other cases, the errors tend to zero.

After investigating this special case without mortality, the effect of mortality is now
included too. For this case, no theoretical results are available, so the behaviour of the errors
is difficult to predict. However, it will be interesting to compare these results with those
obtained without mortality. The results are shown in Fig. 6, illustrating again the impor-
tance of the source position. Indeed, the errors are relatively small (although not zero this
time) when the bacteria are injected at the surface. This time, however, the errors are always
negative, meaning that the 0D model systematically underestimates the residence time. The
overall contour patterns are very similar to those of stationary concentration errors (Fig. 2,
right column), with a maximal error for λ ≈ 1.6.

When the bacteria are injected at z = 0.75, both positive and negative errors are observed,
with a maximal positive error for high Pe and low λ, and largest negative error again for high
Pe but for a specific value of λ of about 4. In the absence of stratification there is a large
area where the error is negligible (basically for all cases where Pe < 1 and also if λ ≈ 1).
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Fig. 5 Relative errors for the mean residence time in the special case without mortality. Black curves indicate
no stratification, red curves the cases with stratification. Top panel shows the results for the source pulse
located at heights z > 0.5 (i.e. above the pycnocline); lower panel for source positions z ≤ 0.5. Results are
shown for Pe values up to 100, in order to clearly show the convergence of the black and red curves

In the case with stratification, this area is much smaller, probably because the stratification
further increases the real residence time (the bacteria are injected above the pycnocline), thus
increasing the negative errors. But even then the relative errors do not exceed 16%.

The errors become much worse for a source located at z = 0.25. Indeed, the maximal
errors, found for the expected high Pe-low λ conditions, are ten times larger. For higher λ
values, the errors decrease to almost zero, and never become negative. For decreasing Pe
values the errors also decrease but much less in the presence of a pycnocline, probably being
the same effect observed in the situation without mortality.

Summarising the observed trends in the residence time errors, these are largest and always
positive for a source closer to the bottom. For a source located higher (above the pycnocline
if present), the errors are both positive and negative and have much smaller values. However,
in all these cases, stratification has the effect to increase the errors in the area where Pe and λ
< 1, conditions where the errors are negligible in the absence of stratification. Finally, if the
source is located at the surface, the errors are consistently negative and they exhibit a pattern
very similar to the stationary concentration errors.
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Fig. 6 Relative errors for mean residence time, in the absence (left) and presence (right) of stratification with
a pycnocline at mid-depth. Three different source locations are considered: at the surface (top row), at z =
0.75 (middle row) and z = 0.25 (bottom row). Notice the different color scales

5 Conclusions

Using a depth-averaged model is an approximation and in this study an attempt was made to
assess the impact of this approximation on the computed depth-averaged concentrations, the
settling fluxes and the residence times. It is true that the equations under study are relatively
simple compared to what may be used in real applications. However, this allowed to reduce

123



172 Environ Fluid Mech (2010) 10:157–175

the number of potential factors (mortality, settling, mixing and stratification) and to more
clearly identify their effects, sometimes even analytically. Notwithstanding these simplifica-
tions, some results are unexpected and therefore interesting to keep in mind for more realistic
applications.

The main conclusions are

(1) In all cases the error increases with Pe and errors are typically negligible for Pe < 1,
which confirms the general expectation that depth-averaging is only acceptable in situ-
ations dominated by mixing.

(2) The presence of a pycnocline has the effect to further narrow the region of negligi-
ble errors. This is attributable to the fact that stratification restrains the bacteria from
crossing the pycnocline, which increases (if the source releases bacteria above the py-
cnocline) or decreases (if the source is located below the pycnocline) the residence time
of the bacteria. As such, the relative effect of mixing (versus settling) is reduced.

(3) In general, low mortality rates increase the errors, because this results in a higher level
of heterogeneity.

(4) However, for the stationary test case with bacteria injected at the surface, the concentra-
tion errors peak when mortality and settling have equivalent characteristic timescales.
This was confirmed by the associated (i.e. for the bacteria injected at the surface) resi-
dence time errors. When the point source is located elsewhere, the errors again increase
with decreasing λ.

(5) When mortality is negligible, it was demonstrated analytically (and confirmed numer-
ically) that the 0D model overestimates the time spent in the water column by the
bacteria.

Admittedly, it is impossible to make quantitative statements about the reliability of more
complex depth-averaged models, only based on the presented results. However, we believe
that they provide an indication of the error’s order of magnitude, and general trends. For
instance, in the considered conditions the concentration errors can amount to 29%, implying
that in some situations significant errors may occur. At the same time, for many field con-
ditions the errors are expected to be acceptable, namely as long as Pe < 1 (as expected), or
λ >> 1. In other words, depth-averaging is allowed if the typical time associated with either
mixing or mortality are significantly smaller than the time needed for settling. Only when
the bacteria are injected close to the bottom, the errors really become huge. Fortunately, this
is not a typical situation encountered in reality, but could happen e.g. if submarine outlets
are used to move the actual discharge point away from the coast to avoid contamination of
beaches, or if significant resuspension processes of contaminated bottom sediment occurs.
These conditions can relatively easily be checked for any modelling exercise to assess the
risk of errors due to the vertical integration of the equations.
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Appendix 1

In this Appendix it is explained how the range of the depth-averaged eddy diffusivity κ̄ was
determined (Table 1). Let ub∗ and us∗ denote the friction velocity associated with the bottom
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and surface stress, respectively. The eddy diffusivity should behave as γ ub∗z or γ ub∗(h − z),
where γ ≈ 0.4 is the von Karman constant, as the bottom or the surface is approached. The
eddy diffusivity should reach a maximum at a point located away from the upper and lower
boundaries of the domain. Therefore, a simple expression of the eddy diffusivity satisfying
the above-mentioned constraints is

κ(z) = γ hσ(1 − σ)[ub∗ + σ(us∗ − ub∗)], (A1-1)

with σ = z/h. Then, the depth-average of the eddy diffusivity is

κ̄ = γ h(ub∗ + us∗)
12

. (A1-2)

Clearly, the ranges of the possible values of ub∗ and us∗ are rather similar, i.e. ub∗ ≈ u∗ ≈ us∗,
yielding

κ̄ ≈ γ hu∗
6

≈ 0.1hu∗ (A1-3)

where u∗ is the order of magnitude of the bottom friction velocity and the surface one. Finally,
with u∗ ≈ 10−3–10−1m/s and h ranging between 1–100 m, we find the range for κ̄ used in
this study (cf. Table 1).

Appendix 2

In this Appendix the numerical schemes used to discretise the equations in Table 2—or more
generally for Eqs. 12 and 14—are outlined in more detail. The vertically integrated model
Eq. 14 may be solved analytically, giving the following solution:

C̄ ′(t) = C̄ ′
0e−(λ+1)t +

t∫

0

q̄(ζ )e−(λ+1)(t−ζ ) dζ . (A2-1)

The solution to (A2-1) may be obtained by evaluating—analytically or numerically—the
integral appearing in the right-hand side of (A2-1). Alternatively, (14) may be discretized
using a scheme based on Patankar [3,4,18]. If C̄ ′

n = C̄ ′(n
t) and q̄n = q̄(n
t) with n =
0,1,2..., a simple discretisation of the depth-integrated Eq. 14 is

C̄ ′
n+1 − C̄ ′

n


t
= q̄n − (λ+ 1)C̄ ′

n+1. (A2-2)

This Patankar-like scheme is readily seen to be positive-definite, for (A2-2) may be rewritten
as

C̄ ′
n+1 = C̄ ′

n + q̄n
t

1 + (λ+ 1)
t
, (A2-3)

an expression which is positive for any value of the time increment 
t—provided C̄ ′
n is

positive.
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To discretize the one-dimensional problem, it is appropriate to introduce first the following
notations{

Cn
k = C[n
t, (k − 1/2)
z], qn

k = q[n
t, (k − 1/2)
z], κk−1/2 = κ[(k − 1)
z]
n = 0, 1, 2, ... k = 1, 2, ...K 
z = 1/K

(A2-4)

Then, using a first-order upwind discretisation of the advective term, the Patankar-like
discretisation of the governing equation is

Cn+1
k − Cn

k


t
= qn

k − λCn+1
k +

(
Cn

k+1 + κk+1/2
Pe

Cn+1
k+1 −Cn+1

k

z

)
−

(
Cn

k + κk−1/2
Pe

Cn+1
k −Cn+1

k−1

z

)


z
(A2-5)

while that of the boundary conditions is

κ1/2

Pe

Cn+1
1 − Cn+1

0


z
= 0, Cn

K+1 + κK+1/2

Pe

Cn+1
K+1 − Cn+1

K


z
= 0. (A2-6)

This scheme is inspired by [6], suggesting that it is stable and positive definite for any
value of the parameters. (A2-5)–(A2-6) form a tridiagonal system which was solved by means
of an algorithm (Example 5.4.3) from [5]. The disadvantage of the first-order upwind scheme
is that it introduces numerical diffusion (also called artificial viscosity, [19]), having magni-
tude 
z

2

(
1 − 
t


z

)
. Therefore,
t = 
z was taken, thus eliminating the unwanted numerical

diffusion and delivering a reliable solution for the advective (here only vertical sinking) term.
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Abstract As nutrients and organic matters are transported preferentially in an adsorbed
state and tend to bind to the sediments, sediment transport plays an important role on
eutrophication processes in the estuaries. The timescale of sediment transport is of signifi-
cance for studying the retention of pollutants and eutrophication processes in the estuaries.
Unlike transport of dissolved substances that is mainly controlled by advection and diffu-
sion processes, the sediment transport is significantly affected by the intermittent settling
and resuspension processes. A three-dimensional model with suspended sediment transport
was utilized to investigate the transport timescale of river-borne sediment in the tidal York
River Estuary. The results indicate that river discharge dominantly determines the age of
river-borne sediment in the estuary. High river discharge results in a low sediment age com-
pared to that under mean flow. The intermittent effects of settling and resuspension events
greatly affect the river-borne sediment age. Both settling velocity and critical shear stress
are shown to be key parameters in determining the sediment transport timescale. The sedi-
ment age decreases as settling velocity and/or critical shear stress decrease, while it increases
with the increase of settling velocity that prevents the sediment to be transported out of the
estuary.
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1 Introduction

Many estuaries and coastal seas have become more eutrophic over the past decade as
anthropogenic inputs of nutrients increase [2,29]. The amount of nutrients discharged into the
estuary and the transport time required for these nutrients to be exported to the concerned area
along with other biogeochemical processes are vital elements leading to the eutrophication.
Because of the cohesive properties of fine sediments, nutrients and organic matters tend to bind
to the sediments and are transported preferentially in an adsorbed state [19]. When sediments
are stirred up, adsorbed nutrients and organic matters are released into the water column and
can impact significantly the ecological balance of the estuaries [23]. Moreover, the amount
of sediment in suspension influences the turbidity, which controls the light penetration in the
water column and influences the primary production [27]. Therefore, sediment transport and
its timescale play important roles in affecting eutrophication processes in estuaries.

The age concept of a water parcel has been used to quantify the transport timescale in
lagoons, estuaries and oceans successfully (e.g., [1,3–6,31,36,38]). Delhez et al. [5] intro-
duced the age theory based on the advection–diffusion of a tracer and provided a general
methodology to compute age using an Eulerian modeling approach. The theory has been
widely applied to conduct diagnosis study on the water renewal [15], mixing [16], vertical
transport [37], and estuarine dynamics [32,33].

Recently, Mercier and Delhez [26] extended the age concept to conduct diagnosis study
of the sediment transport in the Belgian Coastal Zone. They made a distinction between two
complementary aspects of resuspension and horizontal transport of the sediment, namely
“resuspension age” and “transport age”. The “resuspension age” is introduced to study the
duration of the resuspension–deposition events, and the age of a particle is defined as the
time elapsed since that particle is eroded from the bottom. The “transport age” is introduced
to measure the mean age of the suspended sediment particles to travel from a source region
to a concerned location. In this study, we applied this age concept to study the transport
time of river-borne sediment discharged into the estuary. The age of a particle is the time
elapsed since the particle is discharged into the estuary. Therefore, the age at any location
in the estuary measures the average time taken by the suspended particles to travel from the
headwater to the observation location. In essence, the age of river-borne sediment in this
study is similar to the “transport age” proposed by Mercier and Delhez [26].

In this effort, a three dimensional Environmental Fluid Dynamic Code (EFDC) model
developed by Hamrick [18] was used to compute the age of sediment in the tidal York
River, a partially-mixed estuary (Fig. 1). A sediment module described in Lin and Kuo [22]
was utilized. The suspended sediments were continuously discharged into the estuary at
the headwaters of two tributaries, Pamunkey and Mattaponi Rivers, under different river
flow conditions. Apart from the sediment concentration, a variable of age concentration was
introduced. The sediment concentration and age concentration were calculated based on the
corresponding advection–diffusion equations [26]. As the suspended sediment in the water
column exchanges with that at the seabed all the time, the sediment and age concentrations at
the seabed were also calculated. The effects of river discharge, inflowing sediment concen-
trations at the headwaters, sediment settling velocity and critical shear stress for erosion on
sediment age were examined. Through this study, the spatially varying timescales of cohesive
sediment transport under different hydrodynamic conditions in the estuary are determined
quantitatively. It is hoped that this study would provide an approach to understand the river-
borne sediment transport timescale in the York River, which endures both intermittent settling
and resuspension events, and advection and diffusion processes that are experienced by other
dissolved substances in the estuary.
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Fig. 1 A map of tidal York River Estuary (double line in the York River separated lower York, middle York
and upper York)

2 Study site

The York River Estuary is a western tributary of the Chesapeake Bay (Fig. 1), which formed
through inundation during the Holocene sea level rise [28]. It is a partially mixed estuary
with a fortnightly stratification–destratification cycle [17] and can be subdivided into lower,
middle, and upper reaches [9]. The lower York is the region below Gloucester Point (GP),
where the river is relatively wide (3–6 km) with a broad shoal on the northern side and a
narrow shoal on the southern side; The middle York begins at GP, where a constriction and
bend in the river occur approximately 10 km from the mouth. In the middle York, there are
two channels: a main channel to the north with a mean depth of approximately 10 m and a
secondary channel with a mean depth of 5 m to the south. The upper York extends just above
the secondary channel to the confluence of the Pamunkey and Mattaponi Rivers, which is
about 53 km from the river mouth. The mean tidal range at the mouth is 0.7 m and increases
to 0.9 m at the heads of the Pamunkey and Mattaponi Rivers, where the long-term mean
freshwater discharges are approximately 28.7 and 14.4 m3 s−1, respectively, based on flow
data from United States Geological Survey (USGS) at upstream stations of the Pamunkey and
Mattaponi Rivers from 1942 to 2001. Tidal influences reach upstream towards the fall-lines,
which are approximately 97 km upriver in the Mattaponi and 60 km upriver in the Pamunkey,
respectively.

The percentage of mud of the bottom sediment is more than 80% in the channel areas,
whereas the mud percentage becomes less than 40% along the shorelines [28]. The mud
percentage of the bottom sediment is quite high from the middle portion to the upstream
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end of the York River while much sandier beds are located at its upstream and downstream
portions of the River. This characteristic of bottom sediment distribution was concluded to
contribute to the existence of the Secondary Turbidity Maximum (STM) in the estuary [21].

Sediment dynamics in the York River Estuary have been studied intensively. The bottom
sediment texture or size distribution in the estuary was investigated by Nichols et al. [28].
The mass properties of the sediment, such as porosity, density, shear stress, etc., were studied
by Faas [11]. Dellapenna et al. [8,9] investigated the sea-bed mixing, ephemeral deposition,
and fine-scale strata formation in the estuary. Kniskern and Kuehl [20] studied the spatial and
temporal variabilities of seabed disturbance in the estuary. Lin and Kuo [21,22] explored the
mechanism of the evolution of the STM aside from the Primary estuarine Turbidity Maximum
(PTM). Dickhudt et al. [10] investigated the variability and controls on seabed erodibility
in the estuary. Recently Gong and Shen [14] investigated the sediment transport in the York
River during Tropical Cyclone Isabel of 2003.

3 Methodology

3.1 Cohesive sediment transport model

The EFDC model was used in this study [18]. The model solves the Navier–Stokes equa-
tions for a domain with a free surface assumption. Mellor and Yamada’s level 2.5 turbulence
closure model [25] modified by Galperin et al. [12] is utilized in the model to obtain the
vertical eddy viscosity and diffusivity. Sigma vertical coordinates and Cartesian or curvilin-
ear-orthogonal horizontal coordinates are used in the model. In this study, throughout the
mainstem of the York River, the Cartesian grid was utilized with a horizontal resolution of
250 m. Curvilinear grid with varying grid sizes was used in the Pamunkey and Mattoponi
Rivers. The model had eight equally vertical layers.

The sediment transport model is coupled with the hydrodynamic model with the same
temporal and spatial resolutions. The governing equation for the total suspended solids (TSS)
concentration is:

∂C

∂t
+ ∂Cu

∂x
+ ∂Cv

∂y
+ ∂C(w − ws)

∂z
= ∂

∂x

(
kh
∂C

∂x

)
+ ∂

∂y

(
kh
∂C

∂y

)
+ ∂

∂z

(
kz
∂C

∂z

)
(1)

where C is the sediment concentration in the water column; x and y are the horizontal
coordinates and z is the vertical coordinate positive upward; u, v, w are the water velocity
components in x, y, z directions, respectively; ws is the sediment settling velocity; and kh

and kz are the horizontal and vertical turbulent diffusion coefficients, respectively.
At the water surface, no sediment flux is allowed, and the boundary condition is

wsC + kz
∂C

∂z
= 0 (2)

At the bottom, the boundary condition for sediment flux is

wsC + kz
∂C

∂z
= D − E (3)

where E is the mass of sediment eroded from the seabed per unit area per unit time, also
known as the erosion or resuspension rate; D is the mass of sediment deposited to the seabed
per unit area per unit time, or deposition rate. As the bottom sediments are mainly composed
of silty clay [7,28], only the mud is simulated in this study. The erosion rate for cohesive
sediment is simulated as:
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E =
{

M
(
τb
τec

− 1
)

0
for

τb > τec

τb ≤ τec
(4)

where τb is the bed shear stress, M is an empirical constant with the same unit as E , and τec

is the critical shear stress for erosion.
The deposition rate D is calculated as:

D =
{
wsCb

(
1 − τb

τdc

)
0

for
τdc > τb

τdc ≤ τb
(5)

where Cb is the sediment concentration at the bottom layer of the water column. τdc is the
critical shear stress for deposition.

In this study, constant values of empirical parameters of M = 0.0005 gm−2 s−1 and
τdc = 0.035 Pa were used within the model domain. These values are the same as those
used in Lin and Kuo [22], which were obtained through model calibration of TSS simula-
tions.τec and ws were varied for examining the effects of critical shear stress for erosion and
settling velocity on the sediment transport timescale. As the effect of M can be expected to
be opposite to that of τec, it was not tested in this effort.

Apart from the suspended sediment in the water column, the sediment concentration at
the seabed Cs is computed as:

∂Cs

∂t
= D − E (6)

where the seabed has been assumed as well mixed. Note that the unit of Cs is gm−2, if a unit
depth at the seabed is assumed, then Cs has the same unit as C .

3.2 Sediment age

The sediment age can be computed based on the sediment and age concentrations [26]. The
sediment concentration is obtained by Eqs. 1–5. The age concentration in the water column
is computed as:

∂α

∂t
+ ∂αu

∂x
+ ∂αv

∂y
+ ∂α(w − ws)

∂z
= ∂

∂x

(
kh
∂α

∂x

)
+ ∂

∂y

(
kh
∂α

∂y

)
+ ∂

∂z

(
kz
∂α

∂z

)
+ C

(7)

where C is the sediment concentration, α is the age concentration.
The age concentration at the seabed is described as:

∂αs

∂t
= Cs + Dα − Eα (8)

where

Dα = αb

Cb
D (9)

Eα = αs

Cs
E (10)

in which αb, αs are the age concentration at the bottom layer in the water column and at the
seabed, respectively. The boundary condition at the interface of water column and seabed is:

wsα + kz
∂α

∂z
= Dα − Eα (11)
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The sediment mean age “a” at both the water column and seabed can then be calculated as
follows:

a = α

C
. (12)

3.3 Simulation set-up

For the model simulations, the suspended sediments were discharged continuously from
the headwaters of Pamunkey and Mattaponi Rivers. Constant or time series of sediment
concentrations for the tributaries were specified for different model simulations, the age con-
centrations were set as zero at the headwaters. For tracking the sediment age in the estuary,
we assumed that initially there was no sediment in the water column and at the seabed for the
computation purpose, as we are mainly interested in the timescale of river-borne sediment
transport. The clock started as soon as the sediment was discharged into the estuary. The ero-
sion rate E was limited by the available sediment on the seabed at each time step. When the
total sediment deposited on the seabed divided by the timestep was less than the calculated
erosion rate E , the erosion rate was adjusted to be equivalent to the available sediment on
the seabed divided by timestep.

The transport processes of dissolved substances, depends primarily on the low frequency
and mean motions of the water in the estuary [24]. For a given estuary, the variation of low-
frequency residual flow is determined by the density field, river flow, wind and the nonlinear
rectification of the periodic tides. As revealed by Shen and Haas [31], the water age in an
estuary is mostly controlled by the river discharge. In this study, the response of sediment
transport timescale to the low frequency and mean motions of the water was studied through
a series of experiments under the mean and high flow conditions. The flow data obtained
from USGS at stations upstream of Pamunkey and Mattaponi Rivers from 1942 to 2001
were analyzed. The mean flow and the 90th percentile of high flow were selected for the
model experiments, which are representative of mean and wet hydrologic conditions. The
freshwater discharges used for model experiments are listed in Table 1.

Though wind is revealed to be important in influencing the mixing, stratification and the
estuarine circulation [13,30], wind forcing is not included in the model simulations, which
will be studied in the future.

The difference of the sediment transport from those of dissolved substances lies in the fact
that apart from the effect of low-frequency residual flow, it is also affected by the occurrence
of intermittent sedimentation/resuspension events. The selection of parameters for settling
velocity, critical shear stress for erosion etc, would impose impacts on the sediment transport
timescale. If the settling velocity and erosion rates are set to zero, the corresponding sediment
age will resemble the water age for a dissolved conservative tracer. In regard to this aspect,
a suite of experiments were conducted to test the effects of settling velocity. The effect of
critical shear stress for erosion was examined in another experiment. Because in our model
simulations, sediment resuspension is controlled by the availability of river-borne sediment

Table 1 Flow conditions for
model experiments

River High flow Mean flow
(m3 s−1) (m3 s−1)

Mattaponi 38.5 14.4

Pamunkey 69.0 28.7
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at the seabed, which is affected by the inflowing sediment concentration at the headwaters
of the tributaries, a suite of experiments were also conducted to investigate the effect of
inflowing sediment loading on the age distribution.

In the model simulations, seven tidal constituents (M2, S2, N2, K1, O1,M4 and M6) were
used to specify the tidal open boundary for the model [31]. The open boundary condition for
salinity was based on the specification of inflowing salinity during the flood tide. Outflow-
ing salinities were calculated using upwind salinities immediately inside the open boundary.
When the flow at the open boundary changed from outflow to inflow, the model provided a
linear interpolation of inflowing salinity based on the last outflowing salinities and the spec-
ified incoming salinity within a specified time interval. A 1.5 h time interval was used for the
simulation based on previous model calibration [34,35]. Once the flooding time was longer
than this time interval, the prescribed incoming salinity was used as the boundary condition.
A constant salinity concentration of 24 and 19 psu was specified at the bottom and the surface,
respectively. Model linearly interpolated salinity for other middle layers for incoming salin-
ity. The incoming sediment and age concentrations at the open boundary were set to be zero,
as we were concerned with the transport of sediments from the headwaters of the tributaries.
The outflowing sediment and age concentrations were calculated using the same way as the
salinity. The temperature was not simulated during the model experiments. The model was
initially run for 3 months for each flow condition to obtain a dynamic equilibrium condition.
The flow field and salinity distribution under this equilibrium condition were used as the
initial condition for the model experiments so that the experiments could be ‘hot’ started.

The simulation duration for each experiment varied with river flow and depended on the
model parameters (e.g., settling velocity). The simulation experiments for different set-ups
are summarized in Table 2. The sediment mean age of each vertical layer was calculated
based on Eq. 12. The resultant at each vertical layer was averaged to obtain the vertically
averaged sediment mean age. Since the model was forced with seven tidal constituents at
the mouth, only dynamic equilibrium could be reached. Under both the high flow and mean
flow conditions, the sediment and age concentrations attained dynamic equilibrium in the late
simulation periods. Therefore, an average of vertically averaged sediment mean age during
the last 15 days was computed, which is referred as Average Sediment Mean Age (ASMA)
in the following sections.

4 Model results

4.1 Sediment age under the high and mean flow conditions

The distribution of ASMA under the high flow condition (Experiment E1) is shown as con-
tour plots in Fig. 2. Figure 2a, b depict the ASMA in the water column and at the seabed
respectively. The results show that a substantial time is required for the sediment discharged at
the headwaters to be transported downstream in the estuary. It takes approximately 250 days
for the sediment to transport from the headwaters to the river mouth (Fig. 2a). The ASMA
at the seabed can reach up to 300 days at the river mouth (Fig. 2b). Compared to the water
age of 55 days at the river mouth for the conservative dissolved substance under high flow
condition [31], a considerable increase of transport timescale is observed for the river-borne
sediment. Apart from the increase of magnitude of transport timescale, the spatial distribution
is also fundamentally altered. The most striking feature of the spatial distribution of ASMA
in the water column is that there emerges a low age valley (represented by 100-day contour
in Fig. 2a) between the upper and middle portions of the York River, which is lower than
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Fig. 2 The distribution of ASMA: a in the water column; b at the seabed (in days) under high flow condition

both the upstream and downstream. Downstream of this age valley, the tongue-shaped age
contours direct downstream in the channel. The low age is located in the channel, whereas the
high age is located along the side shoal areas. Upstream of the valley, the tongue-shaped age
contours direct upstream with the low age located in the channel. Consistent with the spatial
distribution of the ASMA in the water column, the ASMA at the seabed presents the similar
pattern. Corresponding to the low age valley in the water column, the ASMA at the seabed
is 75–100 days, which is lower than both the downstream and upstream areas. Compared to
the transverse distribution of water age [31], a distinguished difference can be observed. For
the transport of conservative tracer without settling and resuspension, the water age is lower
near the southern bank, which is attributed to the influence of bathymetry, Coriolis force, and
tidal asymmetries. However, the ASMA is generally higher in the side shoal areas along both
southern and northern banks than that in the channel, suggesting that the cohesive sediment is
easier to be trapped along the shallow areas, while it is transported more quickly in the channel.

A further examination of the longitudinal distribution of salinity, sediment concentration,
age concentration and sediment age (Fig. 3) indicates that the age valley between the middle
and upper York (Fig. 3d) is around the null point where the limit of salt intrusion resides,
approximately 40 km from the river mouth (Fig. 3a). This area is also a transition zone
between the upstream well-mixed and downstream partially-mixed portions of the estuary.
A peak of sediment concentration is developed in this zone that merits the mechanisms sim-
ilar to the formation of the Estuary Turbidity Maximum (ETM) (Fig. 3c). The formation of
the ETM in the York River Estuary has been attributed to tidal asymmetry, estuarine circu-
lation, turbulence suppression by stratification and bottom resuspension [21]. For this study,
due to the limit of sediment availability at the seabed as we assumed that there were no
sediments in the water column and at the seabed initially, the peak sediment concentration
(about 1.5 mg l−1) is not as distinguished as the normal ETM. The higher age in the upstream
of the ETM zone could be caused by the transport of sediment particles from the Mattaponi
River, whose sediment ages are much older than those from the Pamunkey River. A combi-
nation of these two sediment sources could result in an increased sediment age there. To test
this hypothesis, two supplementary experiments (E1-1 and E1-2) were conducted. In E1-1,
the cells connecting the Mattaponi and York Rivers were set as land cells to block both the
water and sediment discharges from the Mattaponi River down to the York River. In E1-2,
the model specifications were the same as those in E1 except that no sediment loading was
introduced to the headwater of the Mattaponi River.
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Fig. 3 The distribution of a salinity, b age concentration, c sediment concentration, d age along the longitu-
dinal transect under high flow condition
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Fig. 4 Model results of ASMA for: a without both flow and sediment discharges from the Mattaponi River
(exp. E1-1); b without sediment loading from the Mattaponi River (exp. E1-2)

The result (Fig. 4a) of E1-1 shows that the age valley around the salt intrusion limit (the
ETM zone) is apparently existent, but not as distinct as that of Experiment E1. However, the
result (Fig. 4b) of E1-2 indicates that the age valley is obviously existent in the York River.
This suggests that the old sediment from the Mattaponi River is not a necessity for the devel-
opment of the age valley, but it helps to augment the sediment age upstream of the age valley.
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Fig. 5 Time series of vertically averaged sediment concentration and age in the water column and at the
seabed at four selected stations: a locations of four stations; b variations of sediment concentration and age
(coarse lines signify those in the water column, thin lines depict those at the seabed)

This indicates that the interaction of flow and sediment loading from the two tributaries plays
a role in the formation of the low age valley. The sediment from the Pamunkey River is much
easier to be transported downstream to the York River, while the sediment from the Mat-
taponi River has the tendency to be deposited near the junction area of the Mattaponi River
and York River. Figure 5 shows time series of vertically averaged sediment concentration
and age in the water column and at the seabed for four selected stations near the age valley.
Stations 1 and 2 are located in the Pamunkey and Mataponi, respectively. Stations 3 and 4
are located upstream and inside the age valley, respectively (Fig. 5a). It can be seen (Fig. 5b)
that more sediment is deposited and resuspended at the station upstream of the age valley in
a tidal cycle, and the exchange of sediment between the water column and seabed is more
active. Sediment age increase as the deposition period increases, especially during the neap
tide. As there is more sediment on the seabed available for resuspension, which is generally
older than that in the water column, the vertically averaged sediment age in the water column
increases. Inside the age valley, however, the exchange between the water column and seabed
is relatively inactive, and there is less sediment suspended from the seabed, resulting in a
lower age in the water column.

Another important feature of the sediment age that is different from the water age lies
in the vertical distribution. In contrast to the water age stratification pattern with lower age
at the surface and higher age at the bottom [32], the higher sediment age is located at the
surface while the lower sediment age is at the bottom in the lower and middle York (Fig. 3d).
The probable reason for this pattern could be attributed to the intermittent sediment set-
tling and resuspension processes. Note that the water age in the upper portion of the York
River is about 25–45 days under high flow condition [31], suggesting that suspended sed-
iment discharged into the headwaters of the tributaries will not be transported to the York
River immediately even without experiencing periodical settling and resuspension. Under
periodical settling and resuspension, the sediments from Pamunkey and Mattaponi Rivers
need for approximately 100 and 175 days to be transported to the York River, respectively.
Large portion of the suspended sediment in the York River is from the seabed resuspension
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Fig. 6 The distribution of ASMA (in days) under mean flow condition

that deposited previously on the seabed when current is weak around the slack water period.
Therefore, a typical vertical sediment concentration profile in the water column is developed
with a high sediment concentration near the bottom and low sediment concentration near the
surface mainly through vertical diffusion and settling. A much longer time is required for the
suspended sediment to be transported from the bottom to the surface, resulting in a higher
sediment age at the surface.

Under the mean flow condition (Experiment E2), the ASMA increases considerably
(Fig. 6). The sediment particles discharged from the headwaters of the tributaries need
approximately 2,200 days (about 6 years) to transport to the river mouth. The sediment from
the headwater of the Mattaponi River is almost entrapped in its river course. The ASMA there
can reach 2,400 days. The result suggests that the estuary serves as a trap for the sediment
coming from the river discharge under mean flow condition. This is consistent with the fact
that the York River Estuary has been undergoing long-term gradual infilling [28]. Due to
the nature of intermittent settling and resuspension, the behavior of the sediment is much
different from that of a conservative tracer, which escapes from the estuary within 110 days
under mean flow condition [31]. With salt intrusion farther upstream than under high flow
condition, the ASMA valley is shifted upstream, while the lateral distribution of the sedi-
ment age demonstrates the same pattern as that under high flow condition, with the higher
age located in the side shoals and the lower age in the channel.

4.2 Sediment age of a real-time simulation

A real time simulation (Experiment E3) was conducted for examining the effects of vary-
ing hydrodynamic conditions on the sediment transport timescale. The simulation initially
started from 1 January 2000 and simulated for 4 years. During the simulation period, there
existed several intervals with extremely low river discharge (Fig. 7), suggesting a much long
time was needed to transport the sediment downstream. The simulation was thus iterated one
more time, extending the simulation time to be 8 years. At the headwaters of the tributar-
ies, two USGS gauging stations at Hanover (ID: 01673000) and Beulahville (ID: 1674500)
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Fig. 7 Time series of river discharge (a) and sediment concentration (b) from 1 January 2000 (solid line
means the Pamunkey River, dashed line signifies the Mattaponi River)

provided the daily freshwater discharges. The suspended sediment concentrations at those
two stations were obtained from a seven-parameter log-linear regression model [22]. The
parameters of the regression model were determined from historical data when TSS was
monitored bi-weekly (1974–1994) and were used for the prediction of TSS based on river
discharge and the time of the year. The time series of river discharges and TSS concentrations
for the Pamunkey and Mattaponi Rivers are shown in Fig. 7.

A snapshot of the model result of ASMA averaged over the last 15 days is shown in Fig. 8.
It can be seen that the sediment age is lower than that under high flow condition. The sediment
takes approximately 200 days to escape from the estuary. Along the longitudinal transect of
the estuary (Fig. 9a), the sediment age increases from the headwaters of the tributaries to the
river mouth continuously, and the low age valley is not visible. As the river discharge was
much high for the late part of the simulation period, the sediment discharged into the estuary
was quickly flushed out.

Two locations near Gloucester Point and Taskinas Creek (Fig. 1, GP and TC) were selected
for examining the time series variations of the sediment age. The vertically averaged sedi-
ment mean ages are shown in Fig. 9b. The ages at both stations vary with the river discharge.
A low discharge results in high ages, and vice verse. Two periods of age decrease are much
obvious in the simulation results, which are around Day 500 and 1,100, respectively. In 2003
(the last year in the simulation period), the river flow was exceptionally high, and the ages at
both stations decreased significantly. This result further confirms that the sediment transport
timescale in the estuary is controlled highly by the river discharge.
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Fig. 8 A snapshot of distribution of ASMA (in days) averaged over the last 15 days in the real time simulation

5 Discussion

5.1 The effect of inflowing sediment concentration

In the above simulations, a constant sediment inflow concentration of 20 mg l−1 was spec-
ified at the headwaters of both the Pamunkey and Mattaponi Rivers. Because sediment
deposition depends on the sediment concentration in the water column which relies on
sediment supply, the sediment age calculation can vary with different sediment loading.
We conducted experiments (E4 and E5) by specifying a higher and lower sediment con-
centration at the river discharge locations, respectively. A constant concentration of 50
and 10 mg l−1 was specified continuously for 730 days. Other conditions were set as the
same as E1.

A comparison between the model results of E1 and E4 is shown in Fig. 10a. It illustrates
that the pattern of sediment age distribution does not change much with the higher inflow sed-
iment concentration. An ASMA valley is visible around the salt intrusion limit with a value
of 100 days. In the upstream and downstream of the low age valley, the ASMA increases.
However, with high sediment loading, the ASMA contours recede upstream in the lower
and middle York, representing an increase of ASMA with the increase of sediment loading.
With an increased sediment loading, more sediment will be transported to the middle and
lower York, which are subject to deposition, resuspension, advection and diffusion. There-
fore, large percentages of sediment in the water column come from the seabed. The ASMA
thus increases as the sediments are deposited on the seabed and transported gradually to the
downstream.
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Fig. 9 a The distribution of sediment mean age (in days) over the last 15 days along the longitudinal
transect under the real time situation; b time series of vertically averaged sediment mean ages at GP and TC
stations
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Fig. 10 a Comparison of ASMA between experiments E4 and E1 (coarse solid lines are the results of E4 and
thin solid lines of E1); b comparison of ASMA between experiment E5 and E1 (coarse solid lines the results
of experiment E5 and thin solid lines are the results of experiment E1)
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A comparison between the model results of E5 and E1 is shown in Fig. 10b. In contrast
to the result with a higher inflowing sediment concentration (E4), the age contours protrude
more downstream in the lower and middle York, and the ASMA decreases compared to that
of E1. This suggests less sediment is available at the seabed for a prolonged period.

5.2 The effect of settling velocity

The settling velocity of the sediment plays an important role in the sediment transport and
therefore it can significantly impact the sediment age. We did another suite of experiments
(E6 and E7) to test this effect. The settling velocity was specified as 1.0 × 10−5 and 1.0 ×
10−4 m s−1, respectively. These settling velocities represent those of single silt particle and
sediment flocs, respectively.

With the use of smaller settling velocity, the sediment escapes from the estuary much
quickly (Fig. 11). It takes approximately 80 days for the sediment particles to transport from
the headwaters of the tributaries to the river mouth. The ASMA becomes close to the water
age of about 55 days at the river mouth [31]. The longitudinal sediment mean age distribution
(not shown here) indicates that the sediment age increases continuously from the upstream
to the river mouth and the low age valley disappears. The lateral distribution with higher age
in the side shoals and lower age at the channel still prevails.
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Fig. 11 The distribution of ASMA (in days) with decrease of settling velocity (exp. E6)
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Fig. 12 The distribution of ASMA (in days) with increase of settling velocity (exp. E7)

With a larger settling velocity, the sediment particles need much longer time to trans-
port to the river mouth as sediments experience more frequent deposition and resuspension.
The sediment age at the river mouth increases tremendously to 1,700 days, which is an
approximately 6 folder increase compared to that of E1 (Fig. 12). This signifies that the
sediment flocs would be unlikely to escape from the estuary. The longitudinal distribution of
the sediment mean age reveals that the low age valley with a value of 300 days appears again
(Fig. 12).

5.3 The effect of critical shear stress for erosion

Similar to the settling velocity, the critical shear stress for erosion is important in determin-
ing the sediment transport timescale. Another model test (Experiment E8) was conducted to
examine this effect. The critical shear stress for erosion was reduced to be 0.05 Pa and the
other parameters were unchanged. The model result is shown in Fig. 13.

With smaller critical shear stress for erosion, sediment deposited at the seabed becomes
easier to be eroded, thus the deposition period at the seabed decreases. Therefore, the ASMA
in the estuary decreases in general. The sediment particles take approximately 200 days to
transport from the headwaters to the river mouth. The spatial distribution pattern of the ASMA
is much similar to that of E1. The longitudinal distribution (not shown here) shows the same
pattern as that of E1, the age valley of 50 days is located around the salinity intrusion limit
area.
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Fig. 13 The distribution of ASMA (in days) with reduction of critical shear stress (exp. E8)

6 Summary and conclusion

This study was designed to quantitatively investigate the river-borne sediment transport time-
scale in an estuary using the general concept of age. The EFDC was utilized for the numerical
study. A sediment transport module [22] was used for modeling the sediment concentration,
and the age concentration was simulated after the work of Mercier and Delhez [26]. The
sediment age in this study resembles the “transport age” proposed by Mercier and Del-
hez [26]. As indicated by Lin and Kuo [22], there are some limitations of the sediment
model. Constant values of critical shear stresses for erosion and deposition were applied
over the entire model domain while varying bed and suspended sediment size distributions
were observed in the York River [7,28], and in-situ measurements indicated that the crit-
ical shear stress for erosion vary with space and time [10]. The processes of flocculation
and bed sediment consolidation were not considered, which may play important roles in
the sediment transport in the estuary. Therefore, this study can not be considered as an
accurate simulation of the sediment transport in the York River Estuary, rather it should be
considered as a diagnostic study of the river-borne sediment transport timescale under ideal
conditions.

The diagnostic study suggests that the river-borne sediment age is largely dependent on
the river discharge. A high river flow leads to drastic decrease of river-borne sediment age
as demonstrated in our real-time sediment simulation. A constant high flow condition corre-
sponds to a relatively low ASMA of approximately 250 days in the estuary, while a mean flow
condition results in a highly increased ASMA on the order of 2,000 days. The longitudinal
distribution of sediment age shows the presence of an age valley near the salt intrusion limit.
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The lower sediment age is distributed in the channel, while the higher age is located in the
side shoal areas. The vertical distribution shows a pattern with higher sediment age at the
surface and a lower sediment age at the bottom which results from sediment deposition and
resuspension processes.

The river-borne sediment age is greatly influenced by the sediment settling velocity.
A smaller settling velocity can lead to the sediment particles escaping from the estuary
quickly, while a larger settling velocity will entrap the sediment particles in the estuary for a
long period of time. With a low settling velocity, the sediment age becomes more similar to
the water age for a conservative dissolved tracer. In another aspect, the critical shear stress
for erosion also makes a difference for the sediment transport timescale. With a low critical
shear stress, the sediment deposited on the bottom will be eroded quickly, and the sediment
age at the seabed decrease. Consequently, the sediment age in the water column decreases.
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Abstract The water age in a tidal river in Florida, Little Manatee River, has been investi-
gated in this study by the application of a three-dimensional hydrodynamic model. In response
to a pulse dye release in the upper end of the river boundary, the hydrodynamic model deter-
mines the water age for a given location by recording the time for the dye to reach the given
river location. The hydrodynamic model uses horizontal curvilinear orthogonal grids to rep-
resent the complex river system that includes several bayous and tributaries. The model has
was calibrated and verified in previous study by using two continuous data sets for a 6 month
period. Satisfactory model verifications indicate that the hydrodynamic model is capable of
quantifying the mixing and transport process for calculating the water age in the tidal river.
For 17 freshwater inflow scenarios in the Little Manatee River, the hydrodynamic model was
applied to simulate water ages along the main channel of the river at 2-km interval. Flow rates
in the 17 scenarios varying from 0.26 to 76.56 m3/s cover the range of the observed flows
in the Little Manatee River. Water ages from model predictions range from the minimum
1.2 days under the maximum 76.56 m3/s inflow condition to the 50 days under the minimum
0.26 m3/s inflow condition. Empirical regression equations at three selected stations, with
the correlation coefficient R2 above 0.96, were derived from numerical model simulations to
correlate water ages to freshwater inflows. The empirical water-age equation derived from
hydrodynamic model simulations can be used to provide quick and low-cost estimations
of water ages in response to various inflow scenarios for studying physical–chemical and
biological processes in the river.
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1 Introduction

Water age is one of mixing and transport time scales, which is important for the assessment
of estuarine mixing and water quality [3–5,18,26]. Zimmerman [26] defines water age as
the time a water parcel has spent since entering the estuary through one of the boundaries.
Deleersnijder et al. [3] explained more details regarding the definition of water age in marine
environment. Transport time scales are useful tools to quantify the importance of hydrody-
namic processes in the transport and fate of pollutants in coastal and estuarine water systems,
because most of the living biomass and masses of nutrients, contaminants, and suspended
particles are carried in a fluid medium in aquatic systems. For an estuarine system, retention
of pollutants in the system and time required to remove pollutants out of the system are
critical to the water quality. Correlation between retention time scales and water quality has
been described by Monsen et al. [18] and Takeoka [24]. Guyondet et al. [8] investigated the
effects of water renewal on the oyster aquaculture potential of the Richibucto estuary, New
Brunswick, Canada, indicating that the region could sustain a high oyster biomass in the estu-
ary. Andrejev et al. [1] studied the age and renewal time of water masses in a semi-enclosed
basin in the Gulf of Finland. Kratzer and Biagtan [15] conducted dye-tracer studies during
1994–1995 to determine travel times in the lower San Joaquin River Basin of California.

Transport time scales and water renewal in estuaries usually have a complex spatial distri-
bution because of the effects of complex hydrodynamic processes and irregular topographic
features. Based on the definition of water age, particles at different locations within a water-
body have different ages. Consider a pulse dye release study in a one-dimensional river. As
the pulse of dye travels downstream, dye is observed at different stations at different times.
Therefore, the average dye mass age at a downstream location will be greater than the average
dye mass age at an upstream station. In addition, dispersion causes the initial scalar spike
to spread. Therefore, at each site some mass arrives having a greater than average age while
other mass arrives having a less than average age. The development of hydrodynamic models
in the past two decades has fortunately provided effective tools to quantify the transport
time scales. Three dimensional estuarine hydrodynamic models, if appropriately calibrated
and verified, are capable of simulating the mixing and transport time scales in estuarine and
marine systems. Successful examples include Huang and Spaulding’s [12] modeling study
of residence time in Apalachicola Bay, and Huang’s [11] study of flushing time modeling
in North Bay of Florida. Successful applications on modeling water ages have been dem-
onstrated by some researchers in recent years. Shen and Haas [21] used three-dimensional
model experiments to estimate water ages and residence times in the tidal York River. Shen
and Wang [22] determining the age of water and long-term transport timescale of the Chesa-
peake Bay by conducting three dimensional modeling study. Ribbe et al. [20] assessed water
renewal time scales for marine environments from three-dimensional modeling in a case
study for Hervey Bay, Australia. England [5] discussed water age and ventilation time scale
in a global ocean model. Gourguea et al. [7] described a generic method for studying water
renewal, with application to the epilimnion of Lake Tanganyika.

In this paper, an application of a three dimensional hydrodynamic model to estimate
water age distributions for a range of inflow conditions in Little Manatee River in Florida is
presented. The hydrodynamic model was previously calibrated and verified by field observa-
tions to quantify the mixing and transport processes in the estuarine system under wind, tides,
and freshwater inflows. To support water resources management, seventeen inflow scenar-
ios were selected to characterize low, normal, and high flow conditions in the river system.
Model simulations of water ages, for a pulse of dye entering into the river from the most
upstream end, were conducted for stations at 2 km interval along the main channel of the
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Fig. 1 Little Manatee River in Florida, USA

river. Empirical regression equations were obtained to correlate water ages at three stations
(lower, mid, and upper river stations). Results from this study are intended to support water
resources management in determining the minimum flow condition, at which further water
withdrawals from the river would be significantly harmful to the water resources or ecology
in the estuarine system.

2 Study site: Little manatee river, Florida, USA

The Little Manatee River (LMR) is a tidal river estuarine system located in the southwestern
portion of Tampa Bay on the gulf coast of west-central Florida (Fig. 1). The river, which has a
watershed of about 575 km2, flows generally westward for about 65 km toward its discharge
point into Tampa Bay near Ruskin. The Little Manatee River is a shallow water system,
including several branches and bayous. The primary land use in the watershed is agriculture,
including pasture and rangeland, row crop, citrus and fish farming. The tidal river estuary
receives freshwater inflows from multiple input locations, including main upstream channel
of the river, small ungaged streams, and other rainfall runoff from watershed. Although tidal
effects on water levels are discernable at the USGS flow gage at Highway 301 (about 24 km
from the river mouth), brackish waters are typically restricted to the lowermost 16 km in the
river during dry seasons [19].

Freshwater inflow is a dominant factor affects the physical, chemical, and biological
characteristics of estuaries. The Southwest Florida Water Management District (SWFWMD)
manages water resources to balance the needs of current and future water users while protect-
ing the ecological integrity of natural water systems, including Little Manatee River system.
Florida Statutes require the state’s water management districts establish rules for minimum
flows and water levels for priority water bodies within their respective jurisdictional bound-
aries. Minimum flows for a given watercourse are defined as “the limit at which further
withdrawals would be significantly harmful to the water resources or ecology of the area”.
The Little Manatee River is one of the priority water bodies for which minimum flow rules are
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to be adopted. Accordingly, the Southwest Florida Water Management District (SWFWMD)
evaluates the freshwater inflow requirements of receiving estuaries when determining min-
imum flows for coastal rivers. Many fish species are estuarine dependent, spending part of
their development in an estuarine environment. When a river or stream drops below its min-
imum flow, the aquatic life of that ecosystem can be harmed. The inflows from rivers and
streams affect the mixing and transport process, and the time required to remove potential
pollutant spills in estuaries. Therefore, adequate river inflows are important for maintaining
good water quality in estuaries. The water age study will provide necessary information for
biologists to determine the minimum and critical river inflow that may cause adverse impact
on estuarine aquatic ecosystem.

3 Description of hydrodynamic model for Little Manatee River

The Environmental Fluid Dynamics Code (EFDC) developed by Hamrick [9] was applied
to Little Manatee River. The EFDC model is a general-purpose modeling package for sim-
ulating one- or multi-dimensional flow, transport, and bio-geochemical processes in surface
water systems including rivers, lakes, estuaries, reservoirs, wetlands, and coastal regions.
This model is supported by the U.S. Environmental Protection Agency (EPA) and has been
used extensively throughout the USA [25]. In addition to hydrodynamic, salinity, and tem-
perature transport simulation capabilities, EFDC is capable of simulating near field and far
field discharge dilution from multiple sources, eutrophication processes, the transport and
fate of toxic contaminants in the water and sediment phases. The computational schemes
in the EFDC model are equivalent to the widely used Princeton Ocean Model (POM) by
Blumberg and Mellor [2] in many aspects. The EFDC model uses sigma vertical coordinate
and curvilinear orthogonal horizontal coordinates. It employs second order accurate spatial
finite differencing on a staggered or C grid to solve the equations of momentum, while time
integration is implemented using a second order accurate three-time level, finite difference
scheme with an internal–external mode splitting procedure to separate the internal shear or
baroclinic mode from the external free surface gravity wave or barotropic mode. The external
mode solution is semi-implicit and simultaneously computes the two-dimensional (2-D) sur-
face elevation field by a preconditioned conjugate gradient procedure. The external solution
is completed by the calculation of the depth-averaged barotropic velocities using the new
surface elevation field. The model’s semi-implicit external solution allows large time steps
that are constrained only by the stability criteria of the explicit central difference or higher
order upwind advection scheme. The EFDC model’s internal momentum equation solution,
at the same time step as the external solution, is implicit with respect to vertical diffusion. The
internal solution of the momentum equations is in terms of the vertical profile of shear stress
and velocity shear. Time splitting inherent in the three-time-level scheme is controlled by
periodic insertion of a second-order accurate two-time-level trapezoidal step. To describe the
estuarine mixing process, the hydrodynamic model dynamically couples the Mellor–Yam-
ada level 2.5 turbulence closure [6,16] to solve turbulent kinetic energy and turbulent length
scale for estimating the vertical turbulent eddy viscosity and diffusivity. To account for the
larger grid sizes in horizontal directions, the EFDC model employs the [23] formulation to
explicitly calculate horizontal viscosity and diffusivity coefficients.

The Little Manatee River is a shallow water system. The average water depth varies from
approximately 3 m near the river mouth to 1 m in upstream channel of the river. To approxi-
mate the meandering channel of the river system, an orthogonal horizontal grid system was
developed (Fig. 2). The average grid size is approximately 80 m. The orthogonal curvilinear
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Fig. 2 Model grid system, freshwater inflow locations, and field data monitoring stations in Little Manatee
River. The distance from the river mouth to upstream boundary is approximately 19 km

model grid system adequately characterizes the meandering channel and river boundaries
including three bayous. Multiple grids were employed along the river cross sections in the
river main stem to account for the variations of the river’s bathymetry. Three sigma layers were
adopted in the vertical dimension to account for the density stratification and bidirectional
flows in the river.

A field data collection program was conducted to support model calibration and verifi-
cation data collections included hourly measurements of water levels, salinity, and water
temperature at four stations in the Little Manatee River (Fig. 2). Wind data were measured at
the SWFWMD meteorological station near Dover in eastern Hillsborough County, located
approximately 16 miles northeast of the mouth of the Little Manatee River. Gaged freshwater
inflows from the upstream of the Little Manatee River were obtained from USGS Station
#500 in Little Manatee River near Wimauma (site #500), which is located on the main river
channel about 24 km above the mouth of the river. Ungaged freshwater flows from basins
downstream of the gage Station #500 were produced by HSPF (Hydrological Simulation Pro-
gram—Fortran) surface water model simulations [14]. The HSPF simulations use inputs of
rainfall and other hydrologic information such as land use, evapotransportation, and infiltra-
tion to estimate the runoff from the ungaged basins. Freshwater inflows at the upstream USGS
gaged station and ungaged flows from two sub-basins from hydrological model simulations
are shown in Fig. 3.

During the field data collection period, some data gaps existed due to technical prob-
lems in measurement instruments. After careful process and analysis of the observation data,
continuous hourly data without gap for the 1/1/2005–6/30/2005 were selected for model
calibration and verification. The data were divided into two data sets. Data for the period of
January 1–February 28 of 2005 were used in model calibration, while data for the period of
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Fig. 3 Gaged inflow from upstream flow station, and HSPF moded ungaged inflows from sub-basins

3/1/2005–6/30/2005 were applied in model verification. For water level verification, coeffi-
cients of determination values (R2) are above 0.94 at all four stations, with root-mean-square
errors (RMSE) below 0.003 m. For salinity verification, R2 values are above 0.94, and the
maximum RMSE is 1.9 ppt at all three-observation stations. For water temperature verifi-
cation, R2 values are 0.99, 0.96, and 0.93; and the RMSE are 0.37, 1.14, 1.39 degrees, at
Station 554, Station 546, and Station 542, respectively. Details of model calibrations and
verifications have given in Huang et al. [13]. Results indicate that the calibrated EFDC model
provides satisfactory descriptions water level variations, and the mixing and transport pro-
cesses between fresh and salt waters in the Little Manatee River system. Hourly salinity
variations due to tides and the low-frequency trend of salinity change induced by freshwater
inputs are reasonably reproduced by the model simulations. Figures 4–5 show that salinity in
both Station 546 and Station 542 reduced to 0 ppt during the high flow conditions, indicating
the model’s capability to predict the mixing in fresh and saline water fronts. In Station 542,
salinity was generally below 10 ppt during the model verification period, and declining to
near 0 ppt in March and June of 2005. Therefore, the model calibrated with salinity can be
used to simulate the mixing and transport of a similar conservative constituent in the Little
Manatee River.

Salinity at low tide on the 9th February 2005 resulted from hydrodynamic model simula-
tion is given in Fig. 6. Fresh water moves to downstream at low tide. From the most upstream
segment to the area halfway between the upstream and downstream boundary, salinity is
below 2 ppt and freshwater is dominant. The freshwater with 5 ppt reaches the lower LMR
river area about 1/3 of river length from the lower LMR rover mouth. The salinity at the
lower river tidal boundary is about 18 ppt. Salinity at bayous is higher than that in the river
main channel at low tide. Figure 6 also demonstrate the hydrodynamic model’s capability
in calculating freshwater and saline water mixing and transport process in the estuary. Dye
is generally considered as a conservative constituent, and its mixing and transport process
is similar to the freshwater release in the estuary. Therefore, the movement of dye along the
main channel of the river in response to the pulse of initial dye release can be calculated and
tracked by the hydrodynamic model simulations.
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4 Water ages under various constant inflow scenarios

4.1 Definition of water age in Little Manatee River

Based on Zimmerman’s [26] definition, water age at a location in a river is originally defined
as the time a “water parcel” has spent since entering the river location through the upstream
end boundary. In numerical modeling, the initially released dye will spread because of the
dispersion, and will travel toward downstream as a cloud that may spread into several model
grids. As the result, some portion of the dye cloud moves faster than others. To approximate
the travel time for the dye cloud from the pulse of dye release, the water age in this study
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Fig. 6 Salinity field at low tide condition, 2/9/2005

is referred as “median water age” to represent the travel time of the median dye mass. In
probability theory and statistics, a “median” is described as the number separating the higher
half of a sample, a population, or a probability distribution, from the lower half. Therefore,
the median water rage is estimated by tracking the 50% dye mass passing by a river location.
Under the idealized condition, when the dye concentration is in normal or Gaussian distri-
bution with the peak concentration in the center, the middle of the dye cloud is the same
as the median dye mass (from one end to the center). However, in more complex estuarine
mixing and transport, dye concentration may be in non-Gaussian distribution and the peak
concentration may not be located in the middle of the dye cloud. In this situation, it is more
reasonable to use the “median dye mass” passing by a river location to characterize the center
of the dye mass. Using the passage of median dye mass to track the average water age is
more reasonable than the use of “peak dye concentration” because the peak concentration
may occur near the edge of the dye cloud.

In tidal rivers, the water parcel oscillates upstream-ward and downstream-ward by tidal
force with a net movement toward downstream by tidally-averaged residual currents. For
examples, time series of salinity variations as shown in Figs. 4–5 indicate the tidal effects at
Stations 546 and 542. Figures 4–5 also show the model’s capability to predict the mixing and
transport processes in the tidal estuary of the LMR system. Because tides cause fluctuations
of dye concentrations in the similar ways as salinity variations, water ages are affected by
tidal forcing, too. Figure 7 presents the hourly tracking locations of the dye location that
shows tide-induced fluctuations. Tidal-induced fluctuation is strongest near the river mouth
(the minimum value in the vertical axis), and weakest near the upstream boundary at about
20 km from the river mouth. In order to separate the effects of river flow from tides, tidal
effects on water ages were removed by using 24-h moving-average filter, which resulting in
the tidally-averaged travel time (or tidally-averaged water age) along the river main channel
as shown in Fig. 7.

123



Environ Fluid Mech (2010) 10:197–211 205

0

2

4

6

8

10

12

14

16

18

20

0 4 8 12 16 20 24 28 32 36 40 44 48 52

T ( Water age,Days)

X
 (

D
is

ta
n

ce
 f

ro
m

 r
iv

er
 m

o
u

th
, K

m
)

Fig. 7 Tidally-averaged water age along the main channel by using 24 h moving-average filter to remove tidal
effects

4.2 Initial and boundary conditions

Using the similar set up as given [17] in modeling a pulse of dye release, dye concentra-
tion was initially set to 1 in the most upstream volume elements (only at the main upstream
Station 500), and set to zero in all other elements and boundaries (including all ungaged
freshwater inputs) in the model grid system. The calibrated hydrodynamic model is capable
of calculating the water ages at any locations along the river by determining the travel time
it takes for to reach the given location from the upstream boundary. In this study, water age
outputs were recorded at locations along the center line of the main channel at 2 km interval
from the river mouth to the upstream boundary at USGS flow gage station, in response to the
pulse dye release only at the most upstream end boundary at Station 500.

4.3 Seventeen constant inflow scenarios

Seventeen constant gaged river inflow scenarios were selected in hydrodynamic model simu-
lations to examine water ages in the estuarine system. The scenarios were obtained based on
the hydrological analysis of long-term flow data. The gaged flow scenarios cover wide range
of flow conditions from low flow in drought season to high flow in flood season that are impor-
tant to environmental and water resources management. In particular, the low and minimum
flow scenarios can be used to evaluate the potential environmental impact under drought sea-
sons. Constant ungaged inflows for corresponding gaged flow scenarios, as shown in Table 1,
were approximately estimated from the gaged inflows by the percentage as determined from
the regression analysis [13]. The total constant inflows were obtained by summing the gaged
inflows and all un-gaged inflows from the watersheds. As shown in Table 2, total inflows vary
from the minimum 0.26 m3/s to the maximum 76.6 m3/s.

4.4 Tidally-averaged water age along the main channel under different inflow conditions

For each constant inflow scenario given in Table 2, hydrodynamic model simulation was con-
ducted, and tidally-averaged water ages were derived by filtering the tidal effects by a 24-h
moving-average filter. Tidally-averaged water ages are presented in Table 2. For selected flow
scenarios, water ages at different locations along the main channel are presented in Fig. 8.
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Table 1 Ratio of ungaged inflow to gaged inflow

Gaged inflow (m3/s) Ungaged inflow at different sub-basins of the watershed (estimated by the
percentage of the gaged inflow)

# Qgaged #1 #2 #3 #4 #5 #6 #7 #8 #9 #10

% 100% 9% 1% 3% 1.6% 1% 2% 4% 0 5% 11%

Table 2 Tidally-averaged water age T at different locations along the main channel of the river under different
constant inflow Q scenarios

Scenario Upstream
gaged
inflow
(m3/s)

Total
inflow
Q(m3/s)

Water age T (days) at different distance (km) from the river mouth

1 3 5 7 9 11 13 15 17 19

1 0.20 0.26 50.0 49.5 49.0 46.8 44.4 39.8 29.1 19.2 13.1 3.1

2 0.30 0.52 39.9 39.6 38.8 36.8 34.5 30.2 20.8 12.5 8.6 2.5

3 0.50 0.78 32.5 32.3 31.5 29.8 27.5 23.5 14.2 9.6 5.5 1.9

4 0.60 0.95 31.3 31.2 30.4 29.2 26.4 22.9 13.6 9.3 5.4 1.8

5 0.80 1.16 28.5 28.5 27.9 26.8 23.5 20.5 12.1 7.2 4.5 1.7

6 0.90 1.38 27.2 27.1 26.6 25.5 22.3 19.5 11.9 6.3 4.1 1.6

7 1.00 1.55 24.4 24.4 23.8 22.8 19.6 17.0 10.1 5.6 3.9 1.5

8 1.20 1.76 22.7 22.5 22.0 21.2 17.9 15.6 9.6 5.2 3.3 1.5

9 1.30 2.02 21.8 21.5 21.3 20.5 17.1 15.0 9.2 4.7 3.1 1.4

10 1.50 2.33 20.9 20.7 20.4 19.8 16.8 14.5 9.0 4.2 3.1 1.3

11 1.80 2.71 19.9 19.6 19.4 19 16.1 13.9 8.3 3.9 2.6 1.2

12 2.40 3.66 15.7 15.5 15.3 14.9 12.4 10.3 4.6 3.4 1.7 1.0

13 3.50 5.38 11.1 11.0 10.8 10.6 8.4 6.6 3.7 2.5 1.5 0.8

14 5.70 8.65 7.3 7.0 6.9 6.6 5.2 3.4 1.6 1.1 0.6 0.3

15 11.50 17.52 3.7 3.3 3.2 2.9 2.1 1.6 1.1 0.7 0.4 0.3

16 20.10 30.53 2.0 1.8 1.6 1.3 1.1 1.0 0.5 0.5 0.3 0.2

17 50.40 76.65 1.2 1.0 0.7 0.6 0.6 0.4 0.3 0.2 0.2 0.1

Note: 1. Total constant inflow scenario=constant gaged inflow at Station 500 + all constant ungaged flows.
2. Ungaged constant inflows were approximately estimated from the gaged inflows by the percentage as
determined from the regression analysis [13]

Water ages nonlinearly vary in term of distance along the main channel. This is due mainly
to the velocity variations along the channel as the results of the changes in cross section
areas. In addition, the travel time not only depends on the advection transport by velocity, but
also is affected by non-linear diffusive transport. The maximum water age, 50 days, occurs
at the location 1 km from the river mouth under the minimum river inflow, 0.26 m3/s. Water
ages decrease as the locations approach upstream with increasing distance from the river
mouth. Water age variations in the downstream channel area portion are generally less than
those in the upstream channel area. This is because of the weaker currents as the result of
wider channel cross sections in the down stream channel. Because the water age defined in
this study referred to the time when inflow water entered the upstream boundary at USGS
gaged flow station, the minimum water age (0 day) occurs at the upstream inflow boundary.
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At a given location, changes of water ages are different at different flow conditions. Under
high flow condition, water ages are very low. The water ages at 1 km from the river mouth
are only 2 days under 30.5 m3/s high flow condition in comparison to the 50 days under
0.26 m3/slow flow condition. Because the large increase of water ages occurs under low
flow conditions, attentions should be paid to low flow conditions in environmental and water
resources management to avoid adverse impact to the aquatic ecosystem.

4.5 Correlation between constant river inflow and tidally-averaged water age

In order to investigate the correlations between water ages and inflows, water ages at three
locations were plotted against inflows as shown in Fig. 9. The first station, 1 km from the
river mouth, can be used to characterize water ages in the lower river area. The 2nd station,
11 km from the river mouth, represents the mid river area. The third station, 17 km upstream
from the river mouth, is located in the upper river portion. In all three stations, data obtained
from hydrodynamic model simulations indicate that water ages reduce in response to river
inflows in a similar pattern. As inflows decrease from 76.6 to 8.6 m3/s, water ages gradually
increase. When inflows further reduce to below 5 m3/s, water ages substantially increase in
terms of flow reductions. Least-square regression analysis was conducted. Empirical best-
fitting equations were obtained in forms of power law. The power-law empirical equations fit
well with the water ages resulted from the hydrodynamic model simulations, with correlation
R-squared values above 0.96 in all three locations. At the upstream location, 17 km from the
river mouth, the R2 value is the highest with a 0.98 value because of very weak tidal effects.
At downstream location near the river mouth, where tidal effects are strong, the regression
fit (R2 = 0.96) deviate from data when inflows are less than 1 m2/s.

Empirical regression equations of water ages T (days) verse total river flows Q (m3/s) are
given below:

(a) Location 1 km from the river mouth

T = 30.676 Q−0.7028 (Q > 0, R2 = 0.962) (1)

(b) Location 11 km from the river mouth

T = 22.361Q−0.8486 (Q > 0, R2 = 0.9602) (2)
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(a) Location 1 km from river mouth
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(c) Location 17 km from river mouth
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Fig. 9 Tidally-averaged water ages T (days) in responses to river inflows Q(m3/s) at different locations
along the river main channel. Least-square regressions were done by using power law. Data were obtained
from hydrodynamic model simulations

(c) Location 17 km from the river mouth

T = 5.0886 Q−0.8458 (Q > 0, R2 = 0.9842) (3)

While the hydrodynamic model can be used to simulate water ages for other inflow sce-
narios at any locations of the river, the empirical equations can provide quick and low-cost
preliminary estimations of water ages at selected stations to support environmental and water
resources managements. As shown from Fig. 9, water ages substantially increase in terms of
flow reduction in low flow conditions, which usually occur or in drought seasons. Therefore,
adequate inflows should be maintained in water resources management in the Little Manatee
River to control water ages under certain values to preserve the estuarine environmental and
ecological system. It should be noticed that the water age scenarios discussed in this study
are assumed to be constant inflows.

However, naturally occurring inflow rates are often not near a constant value, which may
alter the water age. To approximately estimate water ages by the regression equations, time
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series of inflows can be divided into several zones of “quasi-steady flow conditions” so that
flows in each zone do not substantially vary. For the time series inflows in Little Mana-
tee River as shown in Fig. 3, inflows do not significantly vary over the most of the period
except storm events. Therefore, constant inflow approximations can be used to some flow
periods. For example, for the 50-day period from days 90 to 140 (3/31–5/1/2005), constant
averaged flow (3.7 m3/s) can be use to approximate the slightly varied flows (minimum
2.5 m3/s–maximum 4.2 m3/s) for water age simulations. Because water age for 3.5 m3/s
gaged inflow is only 11 days, the use of constant inflow is a reasonable estimation for 50-day
period between 3/31 and 5/1/2005. For the storm event between days 77 and 79 (3/18–
3/20), gaged flow varied from 23.2 to 27.3 m3/s. Because the maximum water age for
20 m3/s gaged inflow is only 2 days, it is a reasonable approximation to use the constant
averaged flow for the 3-day period 3/18–3/20 to estimate the water age during the storm
event.

In case that flow changes significantly, the hydrodynamic model can be readily used to
predict water ages under any given time series of unsteady inflows conditions. The existing
hydrodynamic model is readily for simulating any unsteady inflow conditions in the same
way as the constant inflow conditions without any technical difficulty. However, the limit
for simulating time-dependent flow is that it is case by case simulations, and it is difficult to
show how water ages response to different unsteady inflows.

5 Conclusions

The tidally-averaged water age has been calculated through the application of a previously
calibrated 3D hydrodynamic model to the Little Manatee River estuary. The model employs
horizontal curvilinear orthogonal grids to represent the complex tidal river system that con-
sists of bayous and tributaries. Water age in the Little Manatee River is estimated in the
hydrodynamic model by tracking the time the dye has spent since its entering a location
in the estuary through the boundary at upstream end. Water ages at selected stations along
the river main channel at 2-km interval were studied for 17 constant river inflow scenarios
through hydrodynamic model simulations. For the 17 inflow scenarios ranging from the min-
imum 0.26 m3/s to the maximum 76.60 m3/s of the total inflows, water ages varied from
1.2 to 50 days. For a given river inflow condition, the maximum water age occurs near the
most downstream location because the longest travel distance to the upstream boundary of
dye release. The water age decreases as the location approaches to the upstream dye-input
boundary. The water age increases in response to the decrease of river inflow. When river
inflow decreases to 5 m3/s or less, water age increases more significantly to the reduction of
river inflow. Least-square regression analysis indicates that the relationship between water
ages and river inflow at a given river location can be reasonably described by the power law. In
comparison to normal and high flow conditions, both regression equations and hydrodynamic
model simulations indicate that flow reduction under low flow conditions lead to substantial
increase of water age. Because water age is an important indicator for estuarine water quality
and ecosystem assessment, results from this study are helpful for environmental and water
resources management of the Little Manatee River basin. Inflow scenarios are limited to
constants in this study for better understanding of the water age responses to inflows through
the regression equation. The regression equations may be used as a quick and cost-effec-
tive assessment tool in preliminary water resources planning, especially for those inflows
corresponding to short water ages.

123



210 Environ Fluid Mech (2010) 10:197–211

6 Discussions

Time series inflows in Little Manatee River generally show no significant variations except
short-term periods of storm events. Therefore, constant inflow approximations can be used
to estimate water ages most flow periods in the Little Manatee River system. To use the
average constant flow for approximating the slightly varied inflows, time series of inflows
can be divided into several zones of “quasi-steady flow conditions” so that flows in each
zone do not substantially vary. If the water age corresponding to the constant inflow is less
than the period of the quasi-steady flow, the constant inflow approximation is reasonable.
However, if the time scale of the water age for the constant inflow is longer than the period of
quasi-steady flow, hydrodynamic model simulations can be conducted to obtain more accu-
rate estimations of water ages than those from the regression equations. Model simulations
can be performed by replacing the constant river inflow with the specific time-dependent
time series of inflow scenarios in the model simulation. Water ages at different locations in
the river can be estimated for each time-dependent inflow scenario in the same way as those
for constant inflow simulations. However, the simulation of water age under time-dependent
flow is case specific, which is difficult to show how water ages response to different unsteady
inflows.
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Abstract Transport of the radioactive tracer Iodine-129 (129I, T1/2 = 15.7 Myr) in the
northern North Atlantic Ocean has been investigated using a global isopycnic Ocean General
Circulation Model (OGCM) and observed data. 129I originates mainly from the nuclear fuel
reprocessing plants in Sellafield (UK) and La Hague (France), and is transported northwards
along the Norwegian coast, and then into surface and intermediate layers in the Arctic Ocean
through the Barents Sea and the Fram Strait, but also partly recirculating south along the
eastern coast of Greenland. In the North Atlantic Subpolar Seas, 129I is mainly found in
dense overflow waters from the Nordic Seas being exported southwards in the Deep Western
Boundary Current, and to a lesser extent in surface and intermediate layers circulating cycl-
onically within the Subpolar Gyre. Observed concentration of 129I along a surface transect
in the eastern Nordic Seas in 2001 is captured by the OGCM, while in the Nansen Basin
of the Arctic Ocean the OGCM overestimates the observed values by a factor of two. The
vertical profile of 129I in the Labrador Sea, repeatedly observed since 1997 to present, is
fairly realistically reproduced by the OGCM. This indicates that the applied model system
has potential for predicting the magnitude and depth of overflow waters from the Nordic
Seas into the North Atlantic Subpolar Seas. To supplement the information obtained from
the 129I distribution, we have conducted a number of idealized tracer experiments with the
OGCM, including tracers mimicking pure water masses, and instantaneous pulse releases.
New insight into time-scales of tracer transport in this region is obtained by utilizing a few
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recently developed methods based on the theory of Transit Time Distribution (TTD) and
age of tracers. Implications for other types of “anomalies” in the northern North Atlantic
Ocean, being anomalous hydrography or chemical tracers, and how they are interpreted, are
discussed.

Keywords Iodine-129 · Nordic Seas · Arctic Ocean · North Atlantic Subpolar Seas ·
Transit Time Distribution · Age

1 Introduction

A variety of anthropogenic compounds entered the world oceans during the latter half of the
twentieth century. Examples are radioactive tritium originating from nuclear weapons test-
ing and Chlorofluorocarbons (CFCs) stemming from various industrial applications. These
tracer compounds have provided insights into time-scales and mixing processes concerning
the ventilation of intermediate and deep waters in the ocean, and thus helped quantifying
how efficiently the ocean exchange properties with the atmosphere. Furthermore, anthropo-
genic tracers have provided an important benchmark for testing the performance of global
Ocean General Circulation Models (OGCMs), where the observed surface values are used
as boundary conditions (e.g. [15, 16]).

Oceanic discharges of anthropogenic radionuclides from European nuclear fuel repro-
cessing plants have introduced another set of chemical tracers to the marine environment,
for instance 137Cs, 90Sr, 99Tc, and 129I [4]. As with CFCs and tritium, these tracers can
be detected at very low concentrations, and are extremely inert in sea water justifying their
interpretation as passive tracers. In contrast to CFCs and tritium, which show a rather homo-
geneously distribution across world oceans basins, radionuclides from European nuclear fuel
reprocessing plants are specific to European coastal waters. These radionuclides are there-
fore better suited for a detailed investigation of ocean processes in ocean regions bordering
the source regions. Examples are the surface circulation and mixing in the Nordic Seas, the
surface and intermediate circulation in the Arctic Ocean, and the dense overflow descending
from the Greenland-Scotland Ridge into the deep North Atlantic Subpolar Seas.

Iodine-129 (129I) is a highly soluble and long-lived (T1/2 = 15.7 Myr) radioactive iso-
tope with a relatively large anthropogenic component. The pre-anthropogenic amount of 129I
in the oceans was roughly 50 kg, atmospheric fallout from nuclear weapons testing added
50–150 kg, while direct releases from the nuclear fuel reprocessing plants in Sellafield in the
Irish Sea since 1952 and from La Hague on the French coast in the English Channel since
1962 added 5,000 kg [1]. There are some indications that contaminated Russian rivers from
Siberia can be a source of 129I, but this contribution is nevertheless of minor importance
for the large scale distribution in the North Atlantic and Arctic Oceans [8]. By far the main
source of 129I entering the oceans over the last half century, and also the main source for the
oceanic inventory, has been direct discharges from Sellafield and La Hague [1].

Observations of 129I have shed light on many of the characteristic features of the ocean cir-
culation along the pathways from the source regions. Assuming that the bulk of tracers from
both Sellafield and La Hague are being transported into the North Sea and then entrained in
the Norwegian Coastal Current (NCC) [37], mixing between the Norwegian Atlantic Current
(NwAC) and the NCC along the Norwegian coast should cause a net transport of tracers from
NCC to the NwAC. Gascard et al. [19] estimated that roughly one half of the 129I burden
initially carried by the NCC is lost to the NwAC at about 70◦ N.

123



Environ Fluid Mech (2010) 10:213–233 215

1970 1975 1980 1985 1990 1995 2000 2005
0

500

1000

1500

2000

Year

12
9 I (

G
B

q 
/ Y

ea
r)

Fig. 1 Annual releases of 129I (109 Bq) from the reprocessing plant at Sellafield (black bars) and La Hague
(grey bars)

In the Arctic Ocean, 129I can be seen as Atlantic derived waters, where a pronounced front
is found between waters of Pacific and Atlantic origin. This is because the 129I concentrations
are more than an order of magnitude higher in Atlantic waters [41, 42]. Going deeper, the
Pacific-Atlantic front is observed further into the Canada basin, in line with the observed dis-
tribution of intermediate Atlantic Waters (e.g. [39]). Alfimov et al. [3] observed a doubling of
129I concentration between 1996 and 2001 in the Amundsen Basin of the Arctic Ocean down
to 1,000 m depth, while in the Nansen and Makarov Basins the concentrations increased in
a shallower layer, indicating slower ventilation of Atlantic Waters in these basins.

In the western Nordic Seas, observed 129I and hydrography revealed a complex structure of
the different water masses and how they are transformed while being transported southwards
with the East Greenland Current (EGC) [2]. Further south in the Irminger and Labrador Seas,
129I concentrations are highest in the deepest layers, providing a direct signature of overflow
waters from the Nordic Seas [43].

The timing of the release rate signal of 129I from Sellafield and La Hague is favorable
for studying recent ocean processes occurring since 1990, since the discharges increased by
six-fold during the 1990s, see Fig. 1 [1]. This “ramp” of increased concentration is right now
being observed by ongoing programs in the North Atlantic Subpolar Sea tracing out deep
overflow waters from the Nordic Seas.

Simulating the dispersion of 129I from its source regions to the Nordic Seas and further
into intermediate layers in the Arctic Ocean and deep layers in the Irminger and Labrador
Seas is a very challenging task, requiring a decent representation of numerous ocean pro-
cesses—some of which are only parameterized in the current generation of OGCMs (e.g.
small scale mixing processes). Failure to represent the transport realistically in only some
areas could potentially preclude the large scale distribution pattern from being correctly sim-
ulated. The vertical dispersion of 137Cs, 90Sr and 99Tc has received little attention, but the
surface distributions have been reasonable well reproduced by models that are representative
for the current generation of OGCMs used in ocean climate studies (e.g. [18, 29, 36]).

The first objective of this study is to use both observed and simulated distribution of 129I
to extract characteristic circulation features of tracer transport in the northern North Atlantic
Ocean, and to what extent the applied OGCM is able to reproduce observed values of 129I.
The second objective of this study is to apply a few recently developed methods for com-
puting time-scales of tracer transport and the degree of mixing that tracers experience along
their pathways. Finally, we discuss how the results obtained in this paper relates to a more
general description and interpretation of oceanic tracers, both passive and active.
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2 Model description and experimental setup

2.1 Ocean General Circulation Model

The numerical methods and thermodynamics of Miami Isopycnic Coordinate Ocean Model
(MICOM) are documented in Bleck and Smith [6] and Bleck et al. [7]. In the version of
MICOM used in this study, several important aspects deviate from the original model.

The original MICOM uses potential density with reference pressure at 0 db as vertical
coordinate (σ0-coordinates). This ensures that the very different flow and mixing character-
istic in neutral and dia-neutral directions is well represented near the surface since isopycnals
and neutral surfaces are similar near the reference pressure. For pressures that differ substan-
tially from the reference pressure, this does not hold. In this study, we choose a reference
pressure of 2,000 db (σ2-coordinates). The non-neutrality of the isopycnals in the world ocean
is then reduced in comparison to having the reference pressure at the surface [34].

For advection of tracers (potential temperature, salinity and passive tracers) and layer
thickness we use incremental remapping [14] adapted to the grid staggering of MICOM. The
algorithm is computationally rather expensive compared to other second order methods with
limiters for a single tracer, but the cost of adding additional tracers is modest. In contrast to
the original transport methods of MICOM, incremental remapping ensures monotonicity of
the tracers.

Traditionally, MICOM expresses the pressure gradient force (PGF) as a gradient of a
potential on an isopycnic surface. This is only accurate if the density can be considered to
be a function of potential density and pressure alone, which is not the case [9]. Inspired by
recent work of Rainer Bleck (pers. comm.), we have based our formulation on Janjić [27]
where the PGF is expressed as a gradient of the geopotential on a pressure surface. This
allows us to use a more accurate representation of density in the PGF formulation.

For diapycnal mixing we follow the MICOM approach of a background diffusivity depen-
dent on the local stability implemented using the scheme of McDougall and Dewar [33]. To
incorporate shear instability and gravity current mixing, we add a Richardson number depen-
dent diffusivity to the background diffusivity.

νd = νb + νr ,

νb = C
N , νr = ν0 max

{
0, 1 −

(
Rig

Ri0

)2
}3

,

N 2 = g

ρ

∂ρ

∂z
, Rig = N 2

(∂u/∂z)2 + (∂v/∂z)2
,

where N is the Brunt-Väisälä frequency and Rig is the local gradient Richardson number.
The parameter determining the background diffusivity is set to C = 1.8 × 10−7 m2 s−2,
while the critical Richardson number is Ri0 = 1. The maximum Rig dependent diffusivity
ν0 is set to 500 × 10−4 m2 s−1 in the 300 m closest to the ocean floor to parameterize gravity
current mixing, and 50 × 10−4 m2 s−1 elsewhere to parameterize shear instability mixing.
This greatly improves the water mass characteristics downstream of overflow regions. Lateral
turbulent mixing of momentum and tracers is parameterized by Laplacian diffusion, and layer
interfaces are smoothed with biharmonic diffusion.

A sea ice module is incorporated, with dynamics using the viscous-plastic rheology [25]
as implemented by Harder [24], and the thermodynamics of Drange and Simonsen [13].

The model grid covers the global domain and by using a conformal mapping [5], the
poles have been placed to enhance the resolution in the North Atlantic and Arctic region.
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The grid size in the Nordic Seas is about 40 km, in the Labrador Sea about 50 km, and then
the grid size increases smoothly to about 500 km on the opposite side of the earth. In the
vertical, the model has 35 layers of which the uppermost is a mixed layer with temporal
and spatial varying density. The potential densities of the isopycnal layers are in the range
1030.12–1037.80 kg m−3.

The model is forced with daily NCEP/NCAR reanalysis fields [28], and the spin-up con-
sisted of two full NCEP/NCAR reanalysis cycles covering the period 1948–2005 giving in
total 116 years of spin-up. The following 58 model years are then analyzed.

2.2 Tracer experiment

The following tracer simulations were conducted:

(1) 129I and the age of 129I from Sellafield and La Hague based on historical release rates
for the period 1952 to present.

(2) Idealized tracer resembling pure water masses, and their age, from Sellafield and La
Hague for the same period.

(3) Idealized pulse releases from Sellafield and La Hague, released once every decade from
January 1950 until January 1990 (i.e. five pulse releases from each source).

For experiment (1), release rates with an annual resolution are used for the period 1952–1989,
and monthly resolution from January 1990 until January 2006. Figure 1 shows the annual
releases from 1970 to 2006 (releases prior to 1970 are negligible). For experiment (2), we
prescribe a constant value in the surface grid cell at the source. The pulse releases in exper-
iment (3) are tracer released continuously over January once every decade from 1950 until
1990 (i.e. boxcar pulses, not real delta functions).

3 Ensemble Average of Impulse Boundary Propagators as a surrogate
for the Transit Time Distribution

In a diffusive environment like the ocean, there is neither a unique pathway nor a single
time-scale for a tracer being transported from a point source. Due to mixing, there is a
wide range of possible pathways and transit times, and quantifying oceanic tracers without
accounting for the diffusive part of the transport might lead to erroneous conclusions. We
will here briefly review the theoretical framework for the Transit Time Distribution (TTD)
of a tracer in a generalized advection-diffusion regime, how the TTD relates to the age of
tracer, and why the TTD is difficult to obtain for unsteady (time-dependent) flows. A recently
developed technique to estimate the TTD in unsteady flows where we take advantage of the
pulse releases (experiment 3 listed above) will be discussed.

A passive tracer with concentration C evolves in a fluid flow according to the advection-
diffusion equation:

(
∂

∂t
+ L

)
C = qs, (1)

where L is the linear transport operator, and qs is the tracer source. No-flux boundary con-
ditions apply at the sea surface and sea floor. Typically, L(C) = ∇ · (vC − K · ∇C), where
v is the advection vector, and K the diffusivity tensor. In a layered model like MICOM, the
advection-diffusion equation also involves layer thickness, we will nevertheless use this form
for simplicity.
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We are often interested in characteristic time-scales for various ocean processes. For
instance, the age of a tracer along its pathway can be obtained by coupling an additional
advection-diffusion equation as suggested by Deleersnijder et al. [10]:(

∂

∂t
+ L

)
α = C, (2)

where the product of the age and the concentration, α(x, t) = a(x, t) · C(x, t), is advected
and diffused by the model. No-flux boundary conditions apply at the sea surface and sea
floor. The age may then be calculated as a = α/C . We will refer to this quantity as the tracer
age, and the age of the idealized tracer resembling water masses (experiment 2 listed above)
as the idealized tracer age, and prescribe both of them to be zero at the source.

In the present study we are investigating transport of tracers from two sources, and we
focus on the combined age of the tracers rather than the age of the tracer from each individual
source. If CS and aS are concentration and age, respectively, of 129I from Sellafield, and CL

and aL are the corresponding quantities from La Hague, we define the age of 129I from both
sources using the concentration-weighted average: a129I = (aSCS + aLCL) / (CS + CL). A
simple arithmetic average would be flawed by putting equal weight to tracers having different
concentrations. This definition will be used later in the text when referring to the age of 129I.

A special case of Eq. 1 is the Green’s function of the advection-diffusion equation:(
∂

∂t
+ L

)
G = δ(t − t0)δ(x − x0), (3)

where a unit amount of tracer is released from the source x0 at time t0. No-flux boundary con-
ditions apply at the sea surface and sea floor. Having solved Eq. 3, one can use G (x, x0, t − τ),
where τ = t − t0 is the transit time, to construct any solution for an arbitrary release function
qs(t) from a convolution integral (e.g. [21, 26]). G (x, x0, t − τ) contains complete infor-
mation about the transport operator L, and weights prior releases from the source region
over different transit times. Hence, G (x, x0, t − τ) is the distribution of transit times since
a tracer at x and time t was released from the source region x0 at t0 = t − τ , and is termed
TTD [26].

One difficulty which arises is how to construct the TTD in an unsteady flow. To illustrate
this, let us first consider the case with steady flow. G is then independent of t and t0, and only
a function of the transit time τ . Constructing a Green’s function weighting future releases
from the source region over different transit times would be equivalent to weighting prior
releases, so G (x, x0, t − τ) = G (x, x0, t0 + τ). We call the latter property the Impulse
Boundary Propagator (IBP). The IBP is constructed by releasing a unit pulse at the source
and then integrate the model forward in time. In steady flows, IBP equals TTD [22].

In an unsteady flow, the relation between TTD and IBP no longer holds, and the only way
to construct the TTD is to use an adjoint tracer equation [26]. For most OGCMs, adjoint
versions of the code have not been constructed, hence, it is not possible to obtain the TTD.
However, in the recent study by Haine et al. [22], close statistical similarities between the
adjoint TTD and the forward IBP in both periodic and aperiodic flows are demonstrated. A
number of idealized pulse releases were simulated in an idealized barotropic double gyre
circulation model. It was shown that the Ensemble Average of the IBPs (EAoIBP) closely
matches the ensemble average of the TTDs obtained from the adjoint version of the same
model, even when the circulation was in a regime with strongly chaotic time dependence.
Furthermore, while the IBP approach contains random errors, the bias is zero. The EAoIBP
may therefore not be relevant to study specific time periods, but could instead be used to
explore statistical properties of tracer transport in the area of interest.
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We construct the EAoIBP, G (x, x0, τ ), from the five individual IBPs listed in experiment
(3) in the previous section, by setting t0 = 0:

G (x, x0, τ ) =
N∑

i=1

Gn(x, x0, τ )/N ,

where G1 refers to the pulse released in 1950, G2 the pulse released in 1960, and so forth.
Note that τ is 56 years for G1, but only 16 years for G5 referring to the pulse released in
1990. We choose to let G1 contribute to the EAoIBP over the first 16 years, G2 contribute
to the EAoIBP over the first 26 years, and so forth. From the EAoIBP, two other important
quantities characterizing tracer transport can be derived. The first moment of the EAoIBP,
which we will refer to as the transit time, can be calculated as

� (x, x0) =
∞∫

0

τG (x, x0, τ ) dτ. (4)

The width of the EAoIBP, which is the second moment of the EAoIBP centered around the
transit time, can be calculated as

	
2
(x, x0) = 1

2

∞∫

0

(
τ − �

)2
G(x, x0, τ )dτ. (5)

Due to the finite length of the simulation, these integrals are approximated by integration
over the simulated time period.

It is reasonable to expect that	 is strongly dependent on the degree of mixing in the ocean
(e.g. [11, 47]). We will use the ratio of the width and the transit time of the EAoIBP,	/�, as
a measure of mixing—or the tendency of a tracer plume to broaden in time. In the limit where
	/� approaches zero, advection dominates and G maintains a narrow pulse-like shape. Water
masses and tracers are then transported away from the source region while preserving their
initial properties. If, however, 	/� ∼ 1, diffusive processes are equally important, and G
typically has a long tail extending well past the transit time �. Water masses and tracers are
then likely to exchange properties with surrounding water masses. In the following we will
drop the overbars, keeping in mind that	 and � only will be used for the ensemble average
values.

4 Results

4.1 Large scale dispersion of 129I

Before investigating the large scale horizontal distribution of 129I, we start by examin-
ing the integrated vertical distribution obtained from the OGCM. We perform the integral∫



Ciodine(x, y, z, t) dxdy, where the domain 
 is the world oceans, and plot this quantity
as a function of depth and time (Fig. 2). As a consequence of increasing releases from both
Sellafield and La Hague (Fig. 1), we see a steady increase of 129I concentration in the surface
for the time span 1970 to the end of 2005. At the same time, tracers are entering deeper
layers. Following contours of constant concentration, one sees that the vertical dispersion
is relatively slow in the upper 1,800 m, faster between 1,800 and 3,500 m, and then slower
again.
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Fig. 2 Simulated concentration
of 129I (log(129I), Bq m−1) from
Sellafield and La Hague
integrated over the world oceans,∫

 Ciodine(x, y, z, t) dxdy,

plotted as a function of depth and
time
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Table 1 Simulated burden of 129I and pulse tracers at different depths by the end of the simulation, December

2005. Inventory of tracers between the depths H1 and H2 is calculated as
∫ H1

H2

∫

 C(x, y, z, t2005) dxdydz,

where 
 is the world ocean, and then divided by the total inventory
∫ 0

bottom
∫

 C(x, y, z, t2005) dxdydz

Depth (m) % of 129I % of pulse-1990 % of pulse-1970 % of pulse-1950

Surface–200 49 31 18 14

200–500 31 35 25 20

500–1,000 15 25 25 21

1,000–2,000 3 7 19 25

2,000–bottom 2 2 13 20

By the end of the simulation (December 2005), the 129I burden in the upper 200 m of the
world oceans is roughly 50%, while 30% is found between 200 and 500 m. The remaining
20% is below 500 m, see Table 1. For comparison, we have calculated the tracer burden from
the pulse releases, as described in the previous section. The pulses released from Sellafield
and La Hague in 1990 are in December 2005 still largely constrained to the upper 500 m,
which contains 66% of the total concentration, and only 9% are found below 1,000 m. The
pulses released in 1950 is, as expected, more uniformly distributed in the vertical, with 45%
of the tracers located below 1,000 m (see Table 1).

Figure 3 shows the horizontal distribution of 129I at three different depths in 1995 and
2005. At the surface, which is here defined to cover the uppermost 200 m of the water col-
umn, concentration of 129I is highest in the shallow North Sea and along the Norwegian
Coast in the eastern Nordic Seas. In the western Nordic Seas, one sees tracers having much
smaller concentration being transported southwards with the EGC along the east Greenland
coast. The surface transport route through the Barents Sea and the Kara Sea, and the entrance
to the Arctic Ocean through the St. Anna Through is also clearly depicted, and even more so
at intermediate depths between 500 and 1,500 m. At this depth level, relatively high concen-
tration extends from the St. Anna Through and into the Nansen Basin of the Arctic Ocean.
Southward transport along the east Greenland coast indicates that the EGC carries tracers
both in the surface and at intermediate depths. In deeper layers, here defined as depths below
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Fig. 3 Simulated concentration of 129I (atoms l−1) from Sellafield and La Hague in 1995 and 2005 averaged
over the upper 200 m, for intermediate waters between 500 and 1,500 m, and for deep waters below 2,000 m, see
text labels in each subfigure for depth bin and sampled year. Note the different legend scale. 129I concentration
less than 107 atoms l−1 is set to zero

2,000 m, almost all trace of 129I are found in the deep North Atlantic Subpolar Seas. This
is a very clear signature of the pathways of overflow waters from the Nordic Seas spilling
over the Greenland-Scotland Ridge. For the latter, the largest contribution passes through
the Denmark Strait, but also the contribution from the Iceland-Faroe Ridge and the deep
Faroe-Shetland Channel are clearly seen.
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Fig. 4 Schematics of the main pathways of the simulated tracer transport, solid line indicates transport mainly
in the surface, dotted line the transport both in the surface and at intermediate depths, and dashed line transport
in deeper layers. Locations of observed 129I are shown as red dots. The red dot in the Labrador Sea is station 17
on the ARW7 (WOCE) section. Stations used for sampling IBP, EAoIBP, and idealized tracer age are shown
as blue stars: Norwegian Coastal Current (NCC), Barents Sea (BS), St. Anna Through (St. AT), Fram Strait
(FS), Denmark Strait (DS), and Labrador Sea (LS)

From the simulated distribution of 129I we can deduce a schematic picture of the major
transport routes from the source regions on the European shelf to the deep North Atlantic
Ocean (Fig. 4). We emphasize that there are, in general, multiple pathways of tracers in the
ocean, so this figure is only meant to illustrate the pathways carrying the main burden of
tracers from Sellafield and La Hague by the OGCM.

Figure 5 shows observed [3] and simulated surface concentration of 129I from the NCC
to the North Pole sampled in July 2001. Along the Norwegian coast and in the Barents Sea
the concentration from the OGCM matches the observed values quite closely. The OGCM
slightly overestimate the values just north of Spitsbergen in the Nansen Basin, then slightly
underestimate the values on the Nansen-Gakkel Ridge, while in the Amundsen Basin close to
the North Pole the OGCM shows no tracers at all. The latter is in contrast to the observations
showing slightly elevated concentration in the Amundsen Basin compared to the Nansen
Basin.

4.2 Vertical profiles of 129I in the Arctic Ocean and the Labrador Sea

In the Nansen Basin, a vertical profile of 129I was collected in July 2001 [3]. Figure 6 shows
the observed and simulated concentrations of 129I at this location. Highest concentrations
are found at the surface, and at 500 m the concentration are approximately one third of the
surface value. The OGCM is overestimating the concentrations roughly by a factor of two
in the upper 1,000 m, and seems to be underestimating the concentration at greater depth
(although there is only one observation below 1,000 m). Simulated age of 129I shows a

123



Environ Fluid Mech (2010) 10:213–233 223

60 65 70 75 80 85 90
108

109

1010

1011

Latitude (°)

12
9 I c

on
ce

nt
ra

tio
n 

(a
to

m
s 

l−
1 )

Observations
Model

Fig. 5 129I concentration in the surface from observations and the OGCM along a transect from the Norwe-
gian coast to the North Pole in July 2001. Location of the stations are shown in Fig. 4. The three last values
from the model are strictly equal zero—however, to make them appear in the figure, the values are set to 108.
The observed values are taken from Alfimov et al. [3]
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Fig. 6 Concentration and age of 129I at a station in the interior Nansen basin, sampled in 2001. The observed
values are taken from Alfimov et al. [3]. Values from the OGCM are interpolated to constant z-levels with
200 m resolution

general increase with depth, from an age of about 10 years at the surface to about 16 years at
a depth of 2,000 m.

In the Labrador Sea, vertical profiles show a very different vertical distribution. Figure 7
displays depth profiles of 129I concentration and age at station 17 on the ARW7 (WOCE)
section, where the observed values in 1997, 1999, and 2001 are obtained from Smith et al.
[43]. The observed values from 2003 and 2005 have not been published previously. Both
the observed and simulated values show a slight decrease from the surface to approximately
3,000 m depth, then a pronounced increase down to the deepest layer at about 3,700 m exceed-
ing the surface concentration by more than a factor of two. In the surface and at intermediate
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Fig. 7 Concentration and age of 129I at station 17 on the ARW7 (WOCE) section in the Labrador Sea sampled
in 1997, 1999, 2001, 2003 and 2005. The observed values from 1997, 1999, and 2001 are taken from Smith
et al. [43], the values from 2003 and 2005 are unpublished data from John Smith. Values from the OGCM are
interpolated to constant z-levels with 200 m resolution

depths down to 3,000 m the OGCM slightly exaggerates the 129I concentration, although the
general vertical structure is maintained. In the observations, a rapid increase is seen in the
deep layers from 1997 to 2001, then the 129I concentration levels off, but with the highest
concentration found in 2005. The OGCM is capturing both the magnitude and the time evo-
lution of the 129I concentration in the deep layers in a fairly realistic way. The simulated age
of 129I in the Labrador Sea increases with depth to about 1,500–2,000 m, but then decreases
below 3,000 m. This is consistent with the interpretation that tracers at this depth have been
transported with overflow waters from the Nordic Seas, and then exported southwards. It is
also worth pointing out that the age of 129I in the deep overflow waters is slightly younger
then that at the surface (Fig. 7).
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Fig. 8 a Simulated concentration
of 129I (log(129I), atoms l−1)
from Sellafield and La Hague in
2005 on the σ2-layers 37.07 and
37.12 (roughly equal 27.80 and
27.82 in σ0-units), and b age of
129I (in years) in 2005 on the
same isopycnals. The arithmetic
mean values from the two layers
are shown, and a mask is used to
ignore values when the isopycnal
thickness is less than 1 m, and
when the 129I concentration is
less than 107 atoms l−1
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4.3 129I in overflow waters from the Nordic Seas in the North Atlantic Subpolar Seas

We have seen that the OGCM quite reasonably reproduce the vertical structure and the tem-
poral evolution of 129I in the deep Labrador Sea, although slightly exaggerating values in the
surface and intermediate depths. We identify the isopycnals in the OGCM with highest con-
centration of 129I, since these layers are representative for overflow waters from the Nordic
Seas into the deep North Atlantic Ocean. Figure 8 shows 129I and age of 129I on the σ2-layers
37.07 and 37.12 in the North Atlantic Subpolar Seas in December 2005. It is readily seen
that the Denmark Strait branch is dominant in terms of the southward 129I transport, but also
the Iceland-Faroe Ridge and the Faroe-Shetland Channel branch are clearly identified. From
the age distribution in the deep Labrador Sea, the youngest 129I is found along the rim of the
basin, and older 129I in the interior, confirming the faster transport route along the shelf break
[20, 40]. The primary pathways of overflow waters from the Nordic Seas in the Subpolar
North Atlantic are therefore visible in Fig. 8 as tongues of both relatively high concentration
and young 129I.

4.4 Impulse Boundary Propagators and idealized tracer age

Figure 9 shows the five IBP from La Hague (idealized pulse releases in 1950, 1960, 1970,
1980, and 1990) sampled along the pathway provided in Fig. 4. We will only focus on IBPs
from La Hague since tracers from Sellafield are transported roughly along the same pathways
as tracers from La Hague, although with a time lag of 1–2 years [36]. The stations used for
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Fig. 9 Simulated Impulse Boundary Propagator (IBP) from La Hague sampled a in the Norwegian Coastal
Current at 60◦ N in the depth range 0–100 m, b at the entrance to the Barents Sea, 0–100 m, c in the St. Anna
Through, 300–400 m, d in the Fram Strait, 300–400 m, e in the Denmark Strait, 400–500 m, and f in the deep
Labrador Sea, 3,000–4,000 m. Temporal resolution is 1 month in all time-series

sampling the IBPs are chosen such that they reflect the pathway of the core of the La Hague
tracer (Fig. 4).

As expected, the magnitude of the IBPs is decreasing along the pathway, and mixing and
multiple pathways are causing the shape of the IBPs to broaden. A clear annual signal is seen
at the NCC station, to a lesser degree at the Barents Sea station, and it is almost absent in the
St. Anna Through. In the Fram Strait and the Denmark Strait, the variations display a more
high-frequency signal, while the variations in the Labrador Sea are very slow and contain no
systematic signal.

The Ensemble Average of the Impulse Boundary Propagators (EAoIBP) from La Hague is
estimated based on the five IBPs (experiment 3). Since the IBPs are released at different times,
care has to be taken when calculating the EAoIBP. For instance, the pulse released in 1990
only contributes to the first 16 years of the EAoIBP, the pulse released in 1980 contributes to
the first 26 years, and so on. Figure 10 shows the EAoIBP from La Hague along the pathways
shown in Fig. 4. Since the magnitude of the EAoIBP is decreasing substantially downstream
of the tracer source, we also display EAoIBP normalized by their respective maximum values
to highlight the spread in the transit time direction (along the x-axis). Finally, the idealized
tracer age from La Hague for the same stations are shown.
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Fig. 10 (top) Ensemble Average
of the Impulse Boundary
Propagator (EAoIBP) from La
Hague sampled along the
transport pathway, (middle)
EAoIBP normalized by their
respective maximum values, and
(bottom) time-series of the
idealized tracer age of water
masses from La Hague
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Table 2 compares the mean idealized tracer age (somewhat loosely defined as the mean
when the age have reached a “steady-state” value), the transit time of the EAoIBP, �, the
width of the EAoIBP, 	, and the degree of mixing expressed in terms of the ratio 	/�.

5 Discussion

Releases of 129I from Sellafield and La Hague, particularly during the 1990s (Fig. 1), causes
elevated concentrations far away from the source regions. As a passive tracer, the horizontal
distribution of 129I (Fig. 3) can be used to shed light on the ocean circulation and mixing
processes.

Integrated vertical distribution of 129I from the OGCM shows the rate of dispersion from
the sources to the deep ocean (Fig. 2). Interestingly, while the concentration increases rel-
atively slowly in the upper 1,800 m, the increase below and down to about 3,500 m occurs
much faster, e.g. contour lines at this depth level are almost vertical. From the horizontal
distribution of 129I below 2,000 m (Fig. 3) it is seen that almost all trace of 129I is in the deep
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Table 2 Mean ideal tracer age and the first two moments of the Ensemble Average of the Impulse Boundary
Propagator (EAoIBP) from La Hague sampled along the transport pathway. The degree of mixing is calculated
as the ratio 	/�

Location Mean ideal tracer age 1st mom. of EAoIBP 2nd mom. of EAoIBP Degree of mixing
a(x, t) �(x) 	(x) 	(x)/�(x)

NCC at 60◦ N 3.4 2.8 1.8 0.64

Barents Sea 4.6 3.9 1.9 0.49

St. Anna Through 8.7 7.8 3.3 0.42

Fram Strait 12.9 12.1 6.7 0.55

Denmark Straita 14.6 ∼14 ∼11 ∼0.79

Labrador Seab >20 ∼24 ∼18 ∼0.75

a The EAoIBP have been “extrapolated” in time to reach a value close to zero
b The ideal tracer age in the deep Labrador Sea have not reached a “steady state”, see Fig. 10, these values are
therefore uncertain

North Atlantic Subpolar Seas. We therefore ascribe the overflows spilling across the Green-
land-Scotland Ridge as the principal mechanism for the relatively fast vertical dispersion
of 129I below 1,800 m. The rate at which tracers from Sellafield and La Hague descends to
depths are further quantified by the total inventory of tracers at different depth bins (Table 1).
In December 2005, 129I is largely constrained to the upper 500 m, while the pulse released
from Sellafield and La Hague in 1950 shows a rather homogenous distribution in the vertical.

A surface transect of 129I collected in July 2001 [3] revealed concentrations of roughly
3.5×1010 atoms l−1 along the Norwegian coast, and about 1.5×109 atoms l−1 in the Nansen
and Amundsen Basins. This should not only be seen as a general dilution of the tracer patch,
but is also a result of the high releases of 129I during the last half of the 1990s. The OGCM
reproduces the observed values of 129I rather realistically along the Norwegian coast and in
the Barents Sea. We have also demonstrated that a previous version of MICOM reproduced
a 6 year time-series of 99Tc at the entrance to the Barents Sea quite satisfactory [36]. Thus,
the applied model is able to reproduce key features of the dispersion properties in the eastern
Nordic Seas. In the Arctic Ocean, the comparison with observed tracers is not that favorable.
While a comprehensive analysis of the OGCMs performance in the Arctic Ocean is beyond
the scope of this paper, we point out a few issues.

The mixed layer in the OGCM south-west of Spitsbergen becomes excessively deep in
the winter, more than 1,000 m. Atlantic Waters carried by the West Spitsbergen Current are
then mixed with colder and fresher waters beneath. In turn, the Atlantic Inflow through the
Fram Strait is too weak, too fresh and too cold (not shown). In the Arctic Ocean, the observed
cyclonic circulation in the Atlantic Layer beneath the shallow thermocline is shown to be
very sensitive to lateral flux of Potential Vorticity (PV). Using a barotropic model, Yang [49]
showed that modifying the bathymetry in the Fram Strait could reverse the sense of rotation
in the Arctic Ocean. Using a realistic OGCM, Karcher et al. [30] confirmed the importance
of lateral flux of PV for the Atlantic Layer circulation, especially in the Eurasian Basin.
We believe that improving the Atlantic Inflow through the Fram Strait in MICOM would
be instrumental in terms of circulation in the Arctic Ocean as a whole, and consequently to
realistically reproduce the observed values of 129I there.

The distinct vertical profile of 129I in the Labrador Sea, with highest concentrations in the
deepest layers, is a clear signature of overflow waters from the Nordic Seas (Fig. 7). From
1997 to 2005 there is a general increase throughout the water column, although the most
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pronounced increase is found in the overflow layers. As noted in the previous section, the
OGCM slightly exaggerates the 129I concentration in the surface and in intermediate layers.
We speculate that this is caused by too little tracers in the OGCM entering the Arctic, lead-
ing to an overestimation of 129I in surface layers in the western Nordic Seas and the North
Atlantic Subpolar Seas.

One might ask why the rapid increase of 129I concentration at depth in the Labrador Sea
after 2001 does not continue, as would be expected from the release rate with the highest
releases in 1999 and just slightly reduced releases in the following years (Fig. 1), and since
the transport from European coastal regions to the Subpolar Seas takes at least a decade. If
the large scale circulation transporting tracers through the Nordic Seas and the Arctic Ocean
was in steady-state, one would expect tracers to accumulate and show continuously increas-
ing values in the deep Labrador Sea. However, there is in fact a decrease in the simulated
southward volume transport of overflow waters in the Denmark Strait, from 2.5 Sv in 1999 to
1.9 Sv in 2003 (not shown). A decrease of 0.6 Sv in this period is consistent with observations
[32]. Whether this decrease in volume transport is the only reason why the 129I concentration
is not increasing significantly after 2001 is still uncertain. A problem of fundamental char-
acter is that there are two entirely different sources of variability in the 129I concentration;
the release rate of 129I and circulation changes, and there is no straightforward way to clearly
distinguish which one of them is causing 129I anomalies downstream of the source region.

The age of 129I also shows a distinct vertical structure in the Labrador Sea. The general
increase of the age down to about 3,000 m indicates that tracers are entering the Labrador
Sea in surface waters, and being transported to greater depth with wintertime convection, e.g.
formation of Labrador Sea Waters [38]. The decreasing age below 3,000 m clearly illustrates
that waters at this depth have a direct source from the overflow regions, rather than being
ventilated from above.

The 129I distribution on the overflow isopycnals (Fig. 8) clearly illustrate that the main
pathways of dense waters spilling over the Greenland–Scotland Ridge are constrained to the
western boundary in the North Atlantic, consistent with the observed Deep Western Bound-
ary Current. In less dense layers, the two eastern overflow branches (the Iceland–Faroe Ridge
and the Farao-Shetland Channel) cross the North Atlantic Ridge. Previous versions of
MICOM utilizing σ0-coordinates have all displayed a serious deficiency in that the two
eastern overflow branches were trapped on the eastern side of the North Atlantic Ridge [17].

To visualize and quantify the degree of mixing a tracer experience from Sellafield and La
Hague in the large scale transport, we have simulated a number of idealized pulse releases
(IBP, Fig. 9), and created an ensemble average of these (EAoIBP, Fig. 10). The IBPs displays
a clear annual signal at the NCC and the Barents Sea stations. In the eastern Nordic Seas,
tracers from Sellafield and La Hague are largely constrained to the surface (Fig. 3), and the
tracer variability is therefore mainly influenced by the seasonal mixed layer dynamics. In
the Denmark Strait station, sampled between 400 and 500 m depth, the variability is at much
higher frequency. The southward flow in the Denmark Strait is rather unique in that wind and
buoyancy forcing produce an outflow which is stratified throughout the water column, and
that the local synoptic wind stress curl determines the barotropic circulation on intra-annual
time-scales (e.g. [31, 44]).

Interestingly, the EAoIBP seen in the Denmark Strait (pink line in upper Fig. 10) peaks at
about the same time as the EAoIBP in the St. Anna Through (green line), and approximately
three years before the peak is seen in the Fram Strait (yellow line). However, the EAoIBP seen
in the Denmark Strait has a very broad distribution with a long tail, and the individual IBPs
seen in Fig. 9 shows that some of them even have multiple peaks. As a result, the idealized
tracer age in the Denmark Strait is initially younger than the tracer age in the Fram Strait,
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and roughly equal to the tracer age in the St. Anna Through. From about 1965, the idealized
tracer age in the Denmark Strait is on average older than the tracer age in the Fram Strait.
A plausible explanation for this behavior is that tracers transported to the Denmark Strait
can follow two distinct pathways; either the long route for tracers carried by the NCC to the
Barents Sea and then into the Arctic Ocean before leaving through the Fram Strait heading
southwards with the EGC, or the short route transported with the NwAC and recirculating
in the Fram Strait heading southwards with the EGC.

The transit time estimated as the first moment of the EAoIPB is consequently slightly
younger than the mean ideal tracer age (Table 2). It has been shown that, for steady flows,
the transit time � is initially younger than the idealized tracer age a, while at large t when
∂a(x, t)/∂t = 0, the transit time equals the age [23]. While this result is obtained for highly
simplified flows, it indicates that the transit time could be initially younger than the idealized
tracer age also in complex flows.

The idealized tracer age from La Hague in the deep Labrador Sea is reaching 25 years by
2006 (lower panel in Fig. 10), while the age of 129I is less than 15 years at the same location
at the same time (Figs. 7, 8). This seemingly paradoxical result is caused by the continuously
increasing release rate of 129I, which will then put more weight on recent than older releases
from the transient tracer signal. The fact that the age (and other time-scale diagnostics) of
tracers is also a function of the release history has been shown by Waugh et al. [47].

The degree of mixing expressed in terms of the ratio of the width and the transit time of
the EAoIBP, 	/�, revealed values in the range 0.4–0.8 along the pathways from La Hague
(Table 2), showing that mixing in general is a significant contributor to the tracer transport.
For comparison, Waugh et al. [48] found that the main features of the observed relationship
between CFCs and tritium in the North Atlantic Ocean could be reproduced by fitting a
steady-state inverse Gaussian TTD with 	 = �. It should be noted that quantifying mixing
as	/� cannot distinguish between different types of mixing, for instance vertical mixing or
lateral mixing by mesoscale eddies or shear dispersion. Multiple pathways of tracers would
also lead to larger 	/�. In a simplified 1-D model with constant velocity u and diffusivity
K , Delhez and Deleernijder [11] showed that 	 is directly proportional to K , and that the
Peclet number1 could be expressed as Pe = (�/	)2. In complex flows like the ocean this
relationship may no longer hold.

Based on this study, it seems difficult to interpret tracer transport over large distances (e.g.
the northern North Atlantic) as purely advective signals. From the “Great Salinity Anomaly”
(GSA) as discussed by Dickson et al. [12], two-thirds of the salt deficit in the Labrador Sea
is thought to pass through the Faroe-Shetland Channel by advection of the initial anomaly.
However, we have seen that the degree of dilution between a tracer signal (observed and
simulated) in the NCC and the Labrador Sea is approximately two orders of magnitude.
Since hydrographic anomalies are large values on top of a background signal, it would be
very difficult to recognize such a signal far away from the source region without further
dynamical changes in the transport. Releasing passive tracers to tag the anomalously low
salinity water associated with a GSAs in a coarse resolution OGCM, Wadley and Bigg [46]
concluded that GSAs are unlikely to be caused by pure advection of salinity anomalies. Based
on hydrographic time series, Sundby and Drinkwater [45] links both high and low salinity
anomalies in the northern North Atlantic Ocean to changes in volume fluxes in and out of
the Nordic Seas.

1 The Peclet number is a dimensionless number relating the rate of advection of a fluid flow to its rate of
diffusion.
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Purposefully release of SF6 in the interior Greenland Sea has revealed important informa-
tion on mixing and convection processes there, as well as on the relative composition of the
East Greenland Current and overflow waters from the Denmark Strait (see [35], for a recent
review). It is suggested to combine information from SF6 and 129I tracers to reveal even more
information on ocean processes both in the interior Nordic Seas and it’s overflow regions.

6 Concluding remarks

CFCs, tritium, and other anthropogenic trace compounds have provided important insights
into global ventilation of water masses in the ocean. The radioactive tracer 129I has proven
to be very useful for more specific studies of processes in the northern North Atlantic; the
transformation of Atlantic Waters in the Nordic Seas, circulation of Atlantic derived waters
in the Arctic Ocean, and dense overflow waters representing the lower limb of the Atlantic
Meridional Overturning Circulation. Simulating the distribution of 129I has a potential for a
careful examination of an OGCMs performance in this area.

The specific findings of this study are:

• By the end of the simulation (December 2005), 129I is largely constrained to the upper
ocean; 80% of the integrated 129I concentration is found in the upper 500 m. Integrated
vertical dispersion is relatively fast below 1,800 m down to about 3,500 m, which we
ascribe to the overflows spilling across the Greenland–Scotland Ridge.

• Simulated and observed values of 129I agree rather well along the Norwegian coast and
in the Barents Sea. In the Arctic Ocean, the comparison is not that favorable, which is
ascribed to too vigorous vertical mixing south-west of Spitsbergen and an unrealistic
Atlantic Inflow into the Arctic Ocean through the Fram Strait. In the North Atlantic Sub-
polar Seas, the OGCM reproduce the observed vertical profile of 129I quite reasonably,
with highest concentrations in the deepest layers.

• The isopycnic coordinate ocean model (MICOM) utilizing σ2-coordinates clearly indi-
cates that the distribution of overflow waters from the Nordic Seas in the North Atlantic
Subpolar Seas is more realistically represented compared to previous versions utilizing
σ0-coordinates.

• A surrogate for the Transit Time Distribution based on an ensemble of simulated pulse
tracers (EAoIBP) has been investigated. The two first moments of the EAoIBP revealed
fundamental information on time-scales and mixing of the tracers in the area.
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Abstract One-dimensional advection–diffusion and advection–diffusion–dilution (or
“leaky-pipe”) models have been widely used to interpret a variety of geophysical phenom-
ena. For example, in the ocean these tools have been used to interpret the penetration and
spreading of tracers such as Chlorofluorocarbons(CFCs) along the Deep Western boundary
current (DWBC). Usually, the transport coefficients of such models are taken to be constant
in time, thus assuming the transport to be in steady state. Here, we relax this assumption
and calculate tracer-signal variability in two simple 1D models for the boundary current
having low-amplitude time-varying coefficients. Given a background tracer gradient due,
for example, to a steady-state source in a boundary region, the resulting tracer field exhibits
fluctuations due to the transport acting on the gradients. We compare the transport-induced
tracer fluctuations to propagated fluctuations occurring in steady-state models with a periodic
source in the boundary region. Using coefficients fitted to DWBC tracer observations, we find
that in the North Atlantic propagated tracer fluctuations are larger, while in the sub-tropics
transport-induced fluctuations dominate. This contrasts a common view that subtropical and
tropical DWBC fluctuations in tracers such as CFCs, temperature and salinity anomalies are
propagated signals from the northern formation region. However, the predicted transport-
induced fluctuations in these models are still smaller than the observed fluctuations.
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1 Introduction

One-dimensional (1D) advection–diffusion and advection–diffusion–dilution (or “leaky-
pipe) models are common idealized descriptions of tracer transport used in a wide vari-
ety of geophysical domains. In the atmosphere, New and Plumb [13] defined and solved
the “Tropical Leaky Pipe” (TLP), an advection–dilution model for stratospheric transport,
which explained features of the mean-age distribution present both in observations and in
more complex 2D and 3D models by adding a dilution term to the 1D advection–diffusion
idealized model by Plumb [15]. Mote et al. [11] obtained improved estimates of vertical diffu-
sion and horizontal mixing by fitting CH4 and H2O data to a 1D advection–diffusion–dilution
model of the tropical stratosphere. Also, in the context of stratospheric transport, Hall and
Waugh [7] computed the TLP residence time and analyzed its relationship to mean-age. In the
troposphere, McKenna [9] used similar concepts to explain the dilution of pollution plumes.

In ocean applications, tracer transport along isopycnals [18] and anthropogenic carbon
[e.g., 6] have been addressed with the use of 1D advection–diffusion models. Idealized mod-
els have also been exploited in order to interpret the propagation of tracer signals that enter the
DWBC in the North-Atlantic (NA) formation regions and propagate along the DWBC into
the deep tropics [3,5,14,16,21]. In particular, these models were used to interpret anomalies
of tracers such as temperature (T ) and salinity (S), as well as to explain discrepancies among
measured and modeled velocity fields. It was recognized that differences among velocity
estimates are due to mixing and recirculation. More recently, Mouchet and Deleersnijder[12]
used a 1D advection–diffusion model, in which the deep ocean is represented as a leaky
pipe with a decreasing cross section (i.e. a leaky funnel), allowing recirculation of water and
tracers toward the surface, in order to study the ventilation rate in the ocean as simulated by
a 3D GCM.

Advection–diffusion and advection–dilution analytical models are highly simplified, kine-
matic descriptions of complex fluid flow and tracer transport. Nonetheless, they offer a con-
venient interpretation of tracer measurements and an efficient way to explore the sensitivity
of tracers to bulk parameters of the flow, which cannot be easily tuned independently in 3D
numerical models. In all analyses that we know of, transport coefficients of such models are
taken to be constant; that is, the transport is assumed to be in a steady state. This is warranted
if the time-averaged behavior is stationary, but it precludes the analysis of certain classes of
tracer signals if the transport fluctuates, as we describe below.

In this work we generalize common 1D advection–diffusion and advection–dilution mod-
els to include fluctuations in transport coefficients. Our focus is the NA DWBC, and our
primary goal is to compare and contrast two mechanisms for fluctuations in tracer con-
centration: (1) local generation due to fluctuations in transport acting on background tracer
gradients; and (2) propagation of tracer fluctuations generated in northern source regions. The
effects of mechanism 2 can be accommodated using constant transport coefficients, while
mechanism 1 requires time-varying coefficients.

The motivation for comparing these mechanisms is observations of temporal variations in
tracers such as CFCs and T and S in the DWBC. CFCs enter the DWBC in NA source regions,
and their propagation along the DWBC is a valuable diagnostic of transport. A number of
studies have had success constraining advection–dilution and advection–diffusion models
with CFC measurements [14,16,17,21]. On the other hand, Steinfeldt and Rhein [17], who
analyzed repeated measurements of CFC-11 and CFC-12 in the western tropical Atlantic
from 1990 to 2002, observed fluctuations in concentrations that they could not explain using
an analysis with constant transport rates. Several studies [2,4,8,10] have interpreted subtrop-
ical and tropical DWBC T and S fluctuations as signals propagated from the northern source
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regions, where they are generated by variability in air–sea interactions. However, using an
advection–dilution model with constant coefficients tuned to CFC and helium–tritium obser-
vations, Waugh and Hall [21] were not able to replicate T and S fluctuations. Their analysis
indicated that fluctuations propagated from northern source regions should be attenuated
beyond detection in the subtropics. Could tracer fluctuations such as these be generated by
mechanism 1, transport fluctuations acting on background gradients?

A second goal of our study is to provide solutions to ubiquitous models in the case of
time-varying transport that may be applicable to a wide range of tracer analyses. A third goal
is to compare and contrast advection–dilution and advection–diffusion models in the case of
temporally varying coefficients.

This paper is organized as follows: In Sect. 2 we define both the advection–dilution and
advection–diffusion models and compare and contrast their behavior. In Sect. 3, results for
both models are discussed for two cases: (1) periodic fluctuations in transport with line-
arly increasing boundary conditions (BCs) and (2) steady-state transport with periodic BCs.
A comparison of CFC observational data and predictions by both models is presented in
Sect. 3.3. Finally, a discussion of the main findings of this study follows in Sect. 4. Details
on the derivations of the main analytical solutions can be found in the Appendices.

2 Model descriptions

We extend idealized advection–diffusion and advection–dilution 1D models to include small
temporal variations in the transport coefficients. Both models can be represented in vector
form as:

∂

∂t
c + (1 + ε f (t))L (c) = 0

c (x, 0) = 0

c (0, t) = y (t) , (1)

where c = c (x, t) is the tracer concentration (units tracer mass per unit mass), L is the steady-
state transport operator, ε is the dimensionless perturbation parameter (ε � 1), and f (t) is
a dimensionless time-dependent function of order one, which summarizes time-variation in
transport. Here we consider the case in which a passive tracer penetrates the ocean by air–sea
gas exchange at the sea surface. This process, along with transport near the surface, sets a
near-surface concentration, that is assumed to be known. This is the boundary condition, BC,
at x = 0. Initial conditions are applied at all x > 0.

2.1 1 D Advection–diffusion model

The BC sets a signal that is transported into the domain by a constant uniform flow along
an isopycnal that extends indefinitely in the positive x direction and by diffusive isopycnal
mixing. The diffusion coefficient k is positive, and the bulk advection u is non-negative. The
transport operator in Eq. (1) is:

L = u
∂

∂x
+ k

∂2

∂x2 (2)
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Cb

Ci

X=0

u

mix

b i

Fig. 1 Schematic of the “leaky-pipe” boundary-current model [21]. The model consists of two coupled one-
dimensional semi-infinite domains: a boundary-current core region, “b”, with uniform along velocity u and
cross-sectional area δb , and a larger interior region, “i”, with cross-sectional area δi and no flow. The cross
sectional area of the core to interior region is the ratio α = δb/δi . Tracer concentrations mix relaxationally
between the two regions at a rate σ = τ−1

mix. cb(x, t) and ci (x, t) are the tracer concentrations in the boundary
current and interior region, respectively

2.2 1 D Boundary-current model (“leaky pipe”)

Following Waugh and Hall [21] we define an idealized boundary-current model that con-
sists of two coupled one-dimensional semi-infinite domains: a boundary-current core region
with uniform along-stream (positive) velocity u and a stationary surrounding interior ocean
region (see illustration in Fig. 1). Tracer concentrations mix relaxationally between the two
regions at a rate σ = 1/τmix, where τmix is a relaxational time scale. Along-flow diffusion is
neglected, as scaling arguments show that is much slower than lateral mixing [14]. As already
mentioned, similar models have been used in previous studies for extracting transport rates
from tracer observations [3,14], although generally in these models the surrounding interior
has been assumed to be an infinite reservoir. We now have to keep track of tracers in two
regions: the interior region “i” and the boundary region “b”. The vector that represents the
tracer concentration c is:

c =
{

cb

ci
(3)
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The transport operator in Eq. (1) can be written as:

L =
(

u ∂
∂x + σ −σ

−ασ ασ

)
(4)

where α is the cross-sectional area ratio of the core region to the surrounding interior region.

2.3 Physical model comparison

Although their domains of application sometimes overlap, the two models are structurally
different and fitted coefficients must be interpreted distinctly. In oceanographic applications
the 1D advection–diffusion model has often been used to summarize transport along 2D
thermocline isopycnals. In this context the model velocity may only be related to a physical
current velocity if the model is applied locally along a streamline of 2D flow. In such an
application the along-flow diffusivity would crudely represent the effects of mixing across
streamlines. If the model is applied to represent the cross-basin averaged transport away from
the outcrop, then the coefficients have no simple interpretation, and the model is merely a
convenient two-parameter form that empirically describes tracer transport better than either
pure diffusion or pure bulk advection. The advection–dilution model of boundary currents is
more physical structurally, in that the model velocity can be identified with the velocity along
the fluid plume, if many simplifying assumptions are made. The relaxation time-scale rep-
resents crudely the mixing between the boundary and the much larger surrounding regions.
The two models can produce similar tracer distributions (the interior region of the advec-
tion–dilution model redistributes tracer of core-origin to different regions of the boundary,
similar to the effects of along-flow mixing), but the best-fit coefficients will not be the same.

2.4 Perturbation solutions

In order to solve Eq. (1) analytically, we perform a perturbation of order O(ε); that is, we
consider solutions of the form c = c(0) + εc(1). Eq. (1) is thus separated into zero-th and
first-order components, both of which can be solved analytically. In the spirit of idealized
models we choose a periodic transport perturbation f = Re

(
eiωt

)
, capturing one component

of the spectrum of variations. (Subsequently, we examine the sensitivity toω.) For the BC we
choose a linear increase, y(t) = γ t , crudely representing the history of anthropogenic tracers
such as CFCs and industrial CO2 for at least parts of their histories. (Linear is chosen over
exponential because it simplifies the solutions greatly.) The zero-th and first-order solutions
can be written as

c(0) (x, t) = γ (t − � (x)) (5)

and

c(1) (x, t) = A(1) (x) cos
(
ω

(
t − τ (1) (x)

))
, (6)

where � is the mean transit time [20], τ (1) is the phase lag and A(1) is the amplitude (Appen-
dix A).

2.5 Parameter values

The parameter values used to perform the calculations for both models are reported in Table 1.
The values for the boundary-current model are chosen in order to be consistent with the
study of Waugh and Hall [21]. Waugh and Hall [21] showed that the parameter combination:
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Table 1 Parameter values used in the calculations for the two models

Model u [cm2/s] τmix [years] k [m2/s] γ [tracer unit/year] α Tp [years]

Boundary current 5 1 – 1 0.1 10
10 –
∞ –

Advection–diffusion 0.5 – 10−7 1 – 10
– 102 –
– 103 –

u = 5 cm s−1, α = 0.1 and τmix = 1 year for the boundary-current model gives a good
agreement to a range of tracer observations. For the advection–diffusion model, we chose
u = 0.5 cm s−1, the value indicated by [21]. This choice results in an agreement between
	 = x/u, the mean transit time for the advection–diffusion model, and 	 in the boundary
region of the advection–dilution model,

	 = τadv

(
1 + 1

α

)
. (7)

Waugh and Hall [21] also found an upper bound for the diffusion coefficient of k ∼ 104 m2 s−1.
The high value of k and the small value of u are probably due to the fact that the large along-
flow diffusion contributes to the tracer propagation, as also noticed in other studies (e.g., [17]).
Here we span a wide range of diffusivities (from 10−7 to 103 m2 s−1) to allow for different
regimes and document sensitivity. The highest value of k in our range is the “standard” value,
equal to the value used by Steinfeldt and Rhein [17], which is more realistic than the low
value. The low value is well within the weak mixing limit. (Note that k cannot be set to zero
identically because the solutions are singular.) The rate of linear increase of the tracer at the
origin is γ = 1 tracer unit per year. The perturbation magnitude is ε = 1/3. The period
of transport oscillations, TP = 2π/ω, is 10 years. In what follows, it is understood that the
parameters used are those presented in this section, unless otherwise stated. Sensitivity to the
choice of some of the parameters is also shown in Sect. 3.

3 Results and discussion

3.1 Periodic fluctuations in transport

The increasing boundary condition establishes background gradients in tracer concentration
upon which the transport fluctuations act. Shown in Fig. 2 is the tracer’s time series at a fixed
location (x ∼ 8,000 km) for the boundary component of the boundary-current model. Not
surprisingly, the amplitude of the induced fluctuations depends on the dilution coefficient
τmix. Fig. 3 shows the profiles of the amplitude, εA1 (x), and phase lag, τ1 (x), as a function
of non-dimensional distance x , with transport oscillation period Tp =10 years. The dilution
coefficients for the boundary-current model are: τmix = ∞years (red), τmix =10 years (black)
and τmix =1 year (blue). The diffusion coefficients for the advection–diffusion model are:
k = 10−7 m2 s−1 (red), 102 m2 s−1 (black) and 103 m2 s−1 (blue). Dimensionless distance x
is defined as the ratio of the physical position along the DWBC current to the distance, uTp,
a parcel of water with speed u would cover in time Tp. For Tp =10 years and u = 5 cm s−1,
this distance is ∼16,000 km. Thus, for the advection–dilution model with these parameter
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Fig. 2 Tracer concentration time series for the boundary-current model at a fixed location, x = 8, 000 km:
zero-th order solution c0(t) (black solid line); first order solution ε · c1(t) (blue lines) and full solution
c(t) = c0(t)+ ε · c1(t) (red lines). The advective velocity is u = 5 cm s−1. Solutions for different values of
the dilution coefficient are plotted with different symbols: τmix = ∞ (solid line), τmix =10 years (dash) and
τmix =1 year (circles)

values, only the early part of the first amplitude cycle can be realized physically. (For example,
Steinfeldt and Rhein [17] report that for Labrador Sea Water the pathway from the Labrador
Sea to 16◦N is about 8,500 km, and the pathway to 10◦S is 13,000 km. The authors define
the distance from the source region as the shortest pathway following the DWBC along the
coast line.)

The amplitude and phase profiles in the two models behave similarly. The x structure in
both models attenuates with distance from the source and with increasing mixing. We give a
physical interpretation of the behavior of both εA1 (x) and τ1 (x) for the boundary-current
model, as simpler analytical expressions can be found for this model. The curves of Fig. 3a
and b illustrate two noteworthy limits, weak and strong mixing via large and small τmix (small
and large σ ).

First, consider the weak mixing limit:

σ � u

x

(
ω2 + α2σ 2

ω2

)
(8)

The amplitude becomes:

A(1)b ∼ √
2
γ

ω

(
1 − cos

(
ωβ+x

u

))1/2

(9)

(see Eq. (27) in Appendix). In this limit, the amplitude oscillates in x ; that is, the tracer
fluctuation magnitude is modulated by an envelope with periodic structure in x (red curve,
Fig. 3a). At short distances from the origin, the boundary current has only had time to expe-
rience one phase of the transport perturbation. The further into the domain the water travels,
the more time it spends in this phase and the greater the tracer perturbation. Consequently,
the amplitude increases with x . However, water at x > uTP/2 has been in the domain long
enough to also experience the opposite phase of the transport perturbation, which cancels
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Fig. 3 The x-dependence of (a) amplitude εA(1) for the boundary-current model; (b) phase lag τ (1) for the
boundary-current model; (c) amplitude εA(1) for the advection–diffusion model, and (d) phase lag τ (1) for
the advection–diffusion model. For the boundary-current model the dilution coefficients are: τmix = ∞ (red),
τmix =10 year (black) and τmix =1 year (blue). For the advection–diffusion model, the diffusion coefficients
are: k = 10−7 m2 s−1 (red), k = 102 m2 s−1 (black) and k = 103 m2 s−1 (blue). Other parameters are
Tp =10 years, γ =1 tracer unit year−1, and u = 5cm s−1 and u = 0.5cm s−1 for the boundary-current and
the advection–diffusion model, respectively. Distance x is non-dimensionalized by the length scale uTp

the effect of the first phase, and the amplitude decreases with x . At x = uTP, the effects on
the tracer of the two phases exactly cancel, and the amplitude is zero. For x > uTP the cycle
repeats.

In the strong mixing limit, on the other hand, water at x has a wide range of times since
boundary contact, because of the possibility of a wide range of times spent in the interior
region “en route” to x. Consequently, there is a wide range of phase of the transport per-
turbation and the net effect is cancellation and the loss of spatial structure in amplitudes. In
this limit the tracer perturbation amplitude is simply determined by the amount of time the
transport perturbation acts on the background tracer trend, i.e., A(1)b ∼ γ /ω. The mixing
rate, σ , required to be in this limit, σ � u/x , depends on x . For small x , there has been little
time since boundary contact for mixing to act, so that the mixing rate must be greater to be in
this limit. This limit is illustrated by the blue curve in Fig. 3a for non-dimensional x ∼ 0.3,
which corresponds to x ∼5,000 km, σ � 1 · 10−8 s−1, or τmix � 3 years.

Similar arguments apply to the phase-lag time, τ (1)(x). Consider the unmixed case. The
tracer perturbation at x results from integrating the transport perturbation over the time
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Fig. 4 Amplitude εA1 of
transport-induced fluctuations for
the boundary-current model
versus the period of transport
oscillations Tp for x =[102, 103,
104] km (dotted, dashed and solid
lines, respectively). τmix =1 year,
while all other parameters are as
in Table 1. Dimensions are tracer
units
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required to advect the unmixed parcel to x from the origin, namely, x/u. As x increases,
the integration time increases, and an increasingly large range of perturbation phases have
been sampled. The resulting average tracer phase becomes increasingly different from the
contemporaneous transport phase; that is, τ (1)(x) increases with x . However, at x = uTP,
all transport phases have been equally sampled, the phase is indistinguishable from that at
x = 0, and the cycle repeats. In the strong mixing limit, this argument only applies at small
x . Once an x is reached so that σ � u/x , then there is a wide range of transit times, and the
net result is a lack of any further x-dependence of τ (1). In this limit,

τ
(1)
b ∼ − 1

ω
tan−1

(
2σω(ω2 + α2σ 2 + ασ 2)

σ 2ω2 − (ω2 + α2σ 2 + ασ 2)2

)
, (10)

is dependent on σ and α, but not x . Similar arguments apply for the advection–diffusion
model for both the amplitude and the phase lag (Fig. 3c, d). The difference is that for advec-
tion–diffusion the range of transit times in the well-mixed limit is due to the 1D random-walk
in the flow direction, rather than the range of times spent in any external reservoir (the interior
region).

We show in Fig. 4 the dependence of the tracer-fluctuation amplitude on the forcing
period, TP, for τmix = 1 year at three different x . Three features are clear. (1) At small
TP the amplitude increases linearly with TP. In this regime the magnitude of a tracer fluc-
tuation is simply determined by the time over which the transport fluctuation acts on the
background gradient. The more time in one phase, the greater the tracer perturbation. (2)
At large TP the amplitude is independent of TP. In this limit, the effect of the transport
fluctuation on the tracer gradient has saturated. The variation of the transport is now so
slow that, over the entire range of times it takes fluid to reach x from the origin, the trans-
port phase is approximately constant. In this limit, the transport perturbation is equiva-
lent to a slow modulation of the background transport rates, the tracer distribution is in
approximate equilibrium with these rates, and zero-order equations suffice to represent the
system. (3) The TP at the transition from one limit to the other increases with x . Larger
x corresponds to longer transit times to arrive at x , and, hence, slower transport fluctua-
tions are required to be in the saturated limit. In other words, as x increases at constant
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TP, more phase variation of the transport fluctuation is experienced en route to x from the
origin.

Finally, we note that there are other limits for the amplitude and phase not discussed
here. The general dependence on the three time-scales, TP, τmix, and the advective time
τadv = x/u, results in a rich variety of behavior. Here, we have explored only the behavior
that is plausibly relevant to analyses of the DWBC. In other applications other regimes may
be more relevant.

3.2 Comparison of tracer-fluctuation mechanisms

In this section we compare two distinct mechanisms to generate temporal fluctuations in
tracer concentration: (1) fluctuations in transport acting on background tracer gradients due
to a steady source, and (2) fluctuations in tracer source causing fluctuations in concentration
in the source region, which are then propagated downstream by steady transport.

Mechanism 1 has been examined above with our two idealized models. To examine mech-
anism 2 we use the same models, but now with steady transport (ε = 0) and a periodic
boundary condition on tracer concentration applied at the origin. Solutions can be writ-
ten c (x, t) = P (x) cos (ω∗ (t − φ (x))), where ω∗ is the boundary condition frequency.
Expressions for P (x) and φ (x) are found in Appendix C. To compare fluctuating tracer
mechanisms, we set ω∗ to the frequency of the periodic transport fluctuation of mechanism
1; that is, ω∗ = ω = 2π/10 years. This is reasonable if the same mode of climate variability
(e.g., the North-Atlantic Oscillation) is the origin for both the transport fluctuation and the
source-region air–sea exchange fluctuation. For concreteness, we also set the mechanism 2
source-region amplitude, P (0) = γ TP. This equality is not crucial. As we shall see, at some
point downstream, mechanism 1 become larger than mechanism 2. The smaller P (0) is, the
closer to the origin this crossover point occurs.

Figures 5a and c show the x profiles of the two mechanisms’ transport fluctuation ampli-
tudes, P and εA(1), for the two models. The mixing rates are τmix = 1 year, k = 103 m2 s−1,
and other parameters are as in Fig. 2. Waugh and Hall [21] found that these parameters could
reproduce observed tracer distributions in the DWBC. In both models P decreases expo-
nentially with x , while εA(1) increases from zero and asymptotes to constant values, ∼0.5
for the boundary current model and ∼0.3 for the advection–diffusion model. Fig. 5b and d
show the ratios εA(1)/P as functions of x for the two models. In both models, mechanism 2
(propagated fluctuations) dominates tracer fluctuations at small x and mechanism 1 (in situ
transport-generated fluctuations) dominates at large x . For the boundary-current model, the
crossover point where εA(1) = P is x ≈ 4, 500 km, while for the advection–diffusion model
it is x ≈ 3, 000 km. To examine further parameter sensitivity of these crossover points we con-
tour in Fig. 6 the ratio εA(1)/P of the boundary-current model against the boundary current
speed, u, and the mixing timescale, τmix, evaluated at the position x = 15, 000 km. Slower
current speed and more rapid mixing favor transport-induced fluctuations (mechanism 2),
while faster current speed and less mixing favor propagated fluctuations (mechanism 1).

The crossover distances 3,000 km (advection–diffusion) and 4,500 km (boundary current)
are both less than the distance along the DWBC from the Labrador Sea to the subtropics. We
conclude that in the subtropics tracer fluctuations induced by transport fluctuations dominate
over fluctuations propagated from North-Atlantic source regions, for a class of tracers with
sufficiently large background gradients. The question to which we now turn is whether these
fluctuations can explain certain observed subtropical fluctuations.

123



Environ Fluid Mech (2010) 10:235–255 245

0 5000 10000 15000
0

2

4

6

8

10

(a)

0 5000 10000 15000
0

100

200

300

400

500

(b)

0 5000 10000 15000
0

2

4

6

8

10

(c)

0 5000 10000 15000
0

100

200

300

400

500

km

(d)

Fig. 5 (a) The amplitudes in the boundary current model, εA1, of transport-induced fluctuations (solid black)
and P of a tracer-signal propagating in response to periodic variation in boundary condition at x =0 (dashed
black); (b) The ratio εA1/P for the boundary current model; (c) and (d) equivalent to (a) and (b) for the
advection–diffusion model. For the boundary-current model τmix =1 year and for the advection–diffusion
model k = 103 m2 s1. Other parameters as in Fig. 3. The propagated tracer’s amplitude at x = 0 is 10 tracer
units, and its period of oscillation is 10 years, identical to the period of transport variation

3.3 Relation to observations

Steinfeldt and Rhein [17] present and analyze a series of CFC-11 and CFC-12 measurements
in the western tropical Atlantic within the period 1990–2002. Here, we analyze their CFC-11
at two sites: “44◦W”, a transect straddling the equator at 44◦W, and “10◦S”, a transect run-
ning about 5◦ east from 35◦W at approximately 10◦S (see Fig. 2 of [17]). Observed CFC-11
core concentrations for three NADW components and their standard deviations are shown
in black in Fig. 7. The three NADW components are: LSW (Labrador Sea Water), ULSW
(Upper LSW) and LNADW (Lower NADW). On average, CFC-11 increases in time at all
sites and water masses, and Steinfeldt and Rhein [17] are able to capture well this increase
by fitting a 1D advection–diffusion model—the same presented here in the unperturbed case
—forced by boundary conditions at the remote northern outcrops. In addition to the overall
increase, however, there are fluctuations, particularly the post-2000 decline seen in ULSW
and LNADW. Steinfeldt and Rhein [17] note that these fluctuations cannot be captured by
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Fig. 6 Ratio between the
amplitudes of transport-induced
fluctuation, εA1, and periodic
amplitude, P , at x =15,000 km
versus u and τmix for the
boundary-current model. Other
parameters as in Fig. 3
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the steady model, and it is these fluctuations that we attempt to explain with our non-steady
boundary-current model.

Also shown in Fig. 7 are model time series evaluated at values of x equal to the distance
along the boundary current from the northern outcrop to the observational site. These val-
ues are 11,000 km to the 44◦W site and 13,000 km to the 10◦S site for ULSW/LSW and
2,500 km longer to each site for LNADW (Reiner Steinfeldt, personal communications). The
blue curve corresponds to the steady-state model, with “best-value” parameters from Waugh
and Hall [21]: τmix = 1 year, α = 0.1, and u = 5 cm s−1. The linear increase, γ , is set to
match the linear trend over the time span shown in each panel. The solid red curve is the
“best-estimate” fluctuating solution, using the same parameters as steady state and, in addi-
tion, a transport oscillation period of TP = 10 years. The value of TP is somewhat arbitrary,
and in reality a spectrum of transport fluctuations is present. Here, our goal is merely to
determine the plausibility of a decadal-scale transport-fluctuation mechanism. Our choice
of 10 years allows us to focus on interannual variability but is significantly shorter than the
time-scale that has established the background CFC gradient (∼60 years). The observed fluc-
tuations in Fig. 7, although poorly resolved by the infrequent measurements, suggest periods
between 6 and 12 years. The perturbation magnitude for the “best-estimate” case is ε = 1/3;
i.e., as large as possible, but still comfortably consistent with the linearization. The dashed
red curve is the “envelope-pushed” solution to maximize the fluctuating tracer amplitude, in
which τmix = 3 years, the largest value still roughly consistent with Waugh and Hall [21],
and ε = 1/2, pushing the limit of linearity.

There is no model-observational agreement in detail, nor should any be expected, as
we have not attempted to model any particular fluctuation in transport (for example, some
observed fluctuation in DWBC core velocity). Moreover, even aside from disagreement in
detail, our model cannot match the magnitude of post-2000 CFC–11 decline in concentration
at 10◦S in ULSW and LNADW. The smaller observed fluctuations at 44◦W for all water
masses and 10◦S for LSW have magnitudes that can roughly be matched by the model with
“envelope-pushed” parameters. It may be that the observed fluctuations are the result of a
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Fig. 7 Comparison between measured and modeled CFC-11 concentrations at stations “44◦W” and “10◦S”.
Observed core concentrations for ULSW, LSW and NADW components and their standard deviations for the
period 1990–2002 are shown in black (data from [17]). Blue lines represent the zero-order solution c0(x, t)
of the boundary-current model, assuming linear increase for the boundary condition, and red lines represent
the total perturbed solution up to first-order, c = c0(x, t)+ ε · c1(x, t). The period of transport oscillation is
Tp =10 years. Red solid lines correspond to “best-estimate” choice of parameters (τmix =1 year, ε = 1/3),
and red dashed correspond to τmix =3 years and ε = 1/2. See text for details on the adopted values of x and
u. Units are in picomole kg−1
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complete different mechanism, the intermittent measurements sampling eddies that carry
water from outside the DWBC into the domain of observation. This water would have very
different CFC concentration. Such a process is well beyond the scope of the simple boundary
current model, in which the bulk-averaged effect of such eddies is summarized by a single
mixing time-scale. The time-variation of our model’s coefficients can only be expected to
replicate slow modulation of the averaged mixing effect of the eddies. Unfortunately, the fre-
quency of measurement in the Steinfeldt and Rhein [17] data is insufficient to distinguish any
low frequency modulation of net-eddy effects from the high-frequency signals of individual
eddies.

Several studies have pointed out the presence of a DWBC bifurcation near the equator
into an eastward and a southward branches [22]. Although the exact location and extent of
the bifurcation are still under debate (e.g., [1]), Steinfeldt and Rhein [17] see some evidence
of this circulation feature for LNADW from the equator at 35◦W to 10◦S. This introduces
a third additional possible mechanism to temporal tracer fluctuations, i.e., that these can be
driven by temporal variability in the proportion of the DWBC that heads East, rather than
that continues South (to 10◦S). Although a quantitative study of the bifurcation of the DWBC
is of considerable interest, we do not address it here. This analysis should be viewed as a
first attempt to quantify tracer-fluctuations mechanisms. In this spirit, each of the 1D models
presented in this work could be separately applied to each branch of the DWBC.

Finally, we have assumed a linearly increasing boundary condition to obtain the analytic
solutions for the perturbed models. In reality, increasing anthropogenic tracers (e.g., CFCs
and anthropogenic CO2) have surface-water time variations that vary considerably from lin-
earity. Anthropogenic CO2 has increased approximately exponentially. CFCs had increased
exponentially, until leveling in the late 1990s. Nonetheless, linearity offers a first approx-
imation over one or two decades and permits us to solve the models and obtain at least
a qualitative description of the effects of transport variations acting on background tracer
gradients. In this way, competing explanations for observed tracer variability (variations in
formation rates versus variations in transport) can be tested. Here, we are interested in basic
testing of mechanisms, sensitivity to parameters and qualitative comparison to observations.
For more detailed studies of tracer variations, numerical solutions to the advection–diffusion
and/or advection–dilution models could be obtained using more realistic tracer boundary
conditions and transport fluctuations. For example, the technique to estimate anthropogenic
CO2 uptake in the Labrador Sea by Terenzi et al. [19], which uses a steady-state advection–
diffusion model and is driven by observed atmospheric carbon history, could be generalized
to include decadal transport variations. In stratospheric tracer analysis, the effects of trans-
port variations due to natural mechanisms (e.g., quasi-biennial oscillation) and anthropogenic
mechanisms (e.g., secular changes in the Brewer–Dobson circulation associated with green-
house forcing) on the mean-age in the tropical stratosphere could be elucidated with models
similar to those presented here.

4 Conclusions

The use of 1D advection–diffusion and advection–dilution (boundary-current) models to
interpret tracer observations is ubiquitous in ocean and atmosphere science. As far as we
know, these models are always applied using transport coefficients that are constant in time,
despite the fact that the real system under study is often clearly variable. Constant coeffi-
cients provide a zero-order view of the system, a convenient translation of tracer concentra-
tions to rough transport timescales. However, as we show here, these simple models can be
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solved analytically with small-amplitude time-varying coefficients using standard methods.
A primary goal of this work has been to present and document such solutions in the hope
that they may be of use to researchers who want to go one step beyond the simplest analysis,
while still maintaining the convenience and ease of a low-parameter analytical model.

With this goal in mind, we have solved the 1D advection–diffusion and advection–
dilution models analytically with time-varying transport coefficients in a semi-infinite domain.
A background (zero-order) tracer gradient is established by a linearly increasing concentra-
tion boundary condition at the origin. The time variations in transport, assumed uniform
in space, act on this background gradient, resulting in fluctuations in tracer concentration.
We have analyzed these fluctuations, documenting their amplitude and phase as functions
of model parameters. We have also compared these transport-induced tracer fluctuations to
fluctuations that can arise from a distinct mechanism: fluctuations in concentration at the
boundary, propagated by time-independent transport. We find that, in regions close to the
boundary, the propagated fluctuations have larger amplitude, while further downstream the
transport-induced fluctuations dominate.

The comparison of propagated- to transport-induced fluctuations is relevant to a key appli-
cation of the model that we report here: the interpretation of fluctuations in tracer concen-
trations in the sub-tropical and tropical Atlantic Deep Western Boundary Current (DWBC).
Waugh and Hall [21] were able to model well the tracers CFCs, helium–tritium and SF6 in
the North Atlantic using a boundary-current model with constant coefficients. However, they
noted that fluctuations in temperature and salinity could not be replicated by the model, which
rapidly attenuated any periodic signal specified at the northern outcrop boundary. Similarly,
Steinfeldt and Rhein [17] were able to reproduce averaged concentrations and trends in time
series of tropical DWBC CFCs using a 1D advection–diffusion model with constant coeffi-
cients and a northern-outcrop boundary condition. However, they were not able to reproduce
fluctuations in the CFCs.

We have applied the boundary-current model to the tropical DWBC CFC time series of
Steinfeldt and Rhein [17]. We find that with the best-estimate parameter values of Waugh
and Hall [21], transport-induced fluctuations dominate over propagated fluctuations at these
distances from the northern outcrop. The propagated fluctuations are negligible and cannot
explain the observed CFC fluctuations. In fact, some of the observed fluctuations are too
large even to be explained by the transport fluctuation mechanism. However, other CFC
fluctuations can be explained by the mechanism using plausible parameter values.
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Appendix

In what follows we describe in some detail the procedure to find the analytical solutions for
Eqns. (5) and (6) for the perturbed advection–diffusion and advection–dilution problems (1).
Also, the steady-state case of a periodical boundary condition is treated.
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A Solutions for a linear varying BC and fluctuation in transport

In order to solve Eq. (1) analytically, we perform a perturbation of order O(ε); that is, we
consider solutions of the form c = c(0)+εc(1). Eq. (1) is separated into zero-th and first-order
components. The zero-th order component is

∂c(0)

∂t
+ L

(
c(0)

)
= 0, (11)

while the first-order solution satisfies the following PDE:

∂c(1)

∂t
+ L

(
c(1)

)
= − f (t)L

(
c(0)

)
. (12)

The initial condition is c(i) = 0 at t = 0 for both i = 0, 1. The zero-th order BC at x = 0
is c(0) = y (t) and c(1) = 0. Note that the first-order equation is equivalent to the zero-th
order equation, except for the addition of the forcing term − f (t)L

(
c(0)

)
, which depends on

the zero-th order solution only. Physically, the transport variations act on the zero-th order
tracer gradients to force the first-order tracer fluctuations.

Solutions to Eqs. (11) and (12) can be written as

c(0) (x, t) =
∫ t

−∞
dt ′y

(
t ′
)

G(0) (x, t; t ′
)

(13)

and

c(1) (x, t) =
∫ t

−∞
dt ′

∫ ∞

0
dx ′F

(
x ′, t ′

)
G(1) (x, t; x ′, t ′

)
, (14)

where F (x, t) = − f (t)L
(
c(0)

) = f (t) ∂
∂t c(0) and G(0) and G(1) are the Green’s functions

for the respective PDEs (see Appendix B).
Linear varying boundary condition and periodic fluctuation in transport. We consider

a linearly increasing BC, c(0) (0, t) = y (t) = γ t and a periodic fluctuation in transport
f (t) = Re

(
ei(ωt)

)
. We assume that the BC has been present for sufficiently long that we can

neglect transients in the zero-th order solution for all x of interest, and the long-time solution
is given by Eq. (5). For the advection–diffusion model the mean transit time is simply the
advective time, given by

	 = τadv = x

u
. (15)

For the boundary-current model
{
	b = τadv

(
1 + 1

α

)
	i = 	b + τmix

α

, (16)

(see [21]). In this case, the forcing term in Eq. (14) becomes:

F = f (t)
∂c(0)

∂t
= γRe

(
ei(ωt)

)
. (17)

We now turn to the solutions c(1) in (6) for the 1D advection–diffusion and boundary-cur-
rent models.

123



Environ Fluid Mech (2010) 10:235–255 251

A.1 1 D Advection–diffusion model

The solution c(1) is

c(1) (x, t) = Re

{ ∫ ∞

0
dx ′

∫ t

−∞
dt ′γ eiω(t−t ′)G(1) (x, t; x ′, t ′

) }
= γRe

{
eiωt |I |e−iφ

}
.

(18)

with G(1) given by Eq. (38) and

I =
∫ ∞

0
dx ′

∫ t

−∞
dt ′e−iωt ′ G(1) (x, t; x ′, t ′

) = IR − i IC = |I |e−iφ, (19)

where |I | =
√

I 2
R + I 2

C, and tan φ = IC
IR

. In order to solve the above integral, the “trick” is

to recast and regroup the exponential arguments in Eq. (38) for both x < x ′ and x > x ′, so

that the exponent in time has the form −
(

u2

4k + iω
)

t ′. We then recognize that the resulting

integrand is a Laplace transform with complex Laplace variable s =
(

u2

4k + iω
)

and find the

transform from standard tables. Finally (18) can expressed as

c(1) (x, t) = A(1) (x) cos
(
ω

(
t − τ (1) (x)

))
, (20)

where

A(1) (x) = γ |I | (21)

and

τ (1) (x) = φ

ω
. (22)

In the above expressions IR = [
E− (x)− E+ (x)

] − [
E− (0)− E+ (0)

]
, IC =[

O− (x)− O+ (x)
] − [

O− (0)− O+ (0)
]
, with

{
E−,+ (x)
O−,+ (x)

}
= 1

2k
√

| s
k ||Z−,+|

ea−x
{

cos
(
bx + θ

2 + α−,+
)

sin
(
bx + θ

2 + α−,+
)
}
. (23)

Here, a−,+ = u
2k ∓

√
| s

k | cos θ2 , b =
√

| s
k | sin θ

2 , and α−,+ = arctan
(
∓ b

a−,+

)
, with

Z−,+ = u
2k ∓

√
s
k , where:

√
s
k =

√
| s

k |ei θ2 , | s
k | =

√( u
2k

)4 + (
ω
k

)2, and θ = arctan
(

4kω
u2

)
.

A.2 Boundary-current model

The expressions for the components of c(1) become:

c(1)b = γRe

(∫ ∞

0
dx ′

∫ t

−∞
dt ′ eiωt ′(G(1)

bb + G(1)
bi )

)
(24)

c(1)i = γRe

(∫ ∞

0
dx ′

∫ t

−∞
dt ′ eiωt ′(G(1)

bi + G(1)
i i )

)
. (25)

The time integrals can be evaluated by changing the time variable to t ′′ = t − t ′, grouping
terms so that the exponent has the form −(ασ + iω)t ′′, recognizing the resulting integrand as
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a Laplace transform with complex Laplace variable s = ασ+ iω and finding the transform in
standard tables. (For transforming the term in I1 we exploit I1(y) = d

dy
I0(y) and the rule for

Laplace transforms of derivatives.) The remaining x integrand is comprised solely of simple
exponentials. The result for the boundary-current region is

c(1)b (x, t) = A(1)b (x) cos
(
ω(t − τ

(1)
b (x))

)
, (26)

where the amplitude

A(1)b = γ

ω

(
1 + e−2σβ−x/u − 2e−σβ−x/u cos (ωβ+x/u)

)1/2
, (27)

the phase-lag time

τ
(1)
b = − 1

ω
arctan

(
C2(1 − e−σβ−x/u cos(ωβ+x/u))+ C1e−σβ−x/u sin(ωβ+x/u)

C1(1 − e−σβ−x/u cos(ωβ+x/u))− C2e−σβ−x/u sin(ωβ+x/u)

)
,

(28)

with

C1 = σ 2ω2 − (ω2 + α2σ 2 + ασ 2)2 (29)

C2 = 2σω(ω2 + α2σ 2 + ασ 2), (30)

and

β± = 1 ± α2σ 2

ω2 + α2σ 2 . (31)

The interior region solution c(1)i has the following simple phase and amplitude relation to

c(1)b :

A(1)i = ασ√
ω2 + α2σ 2

A(1)b (32)

and

τ
(1)
i = τ

(1)
b − 1

ω
arctan

( ω

ασ

)
. (33)

B Green’s functions

The Green’s functions that appear in Eqs. (13) and (14) are the solutions to

∂G(k)

∂t
+ L

(
G(k)

)
= S(k), (34)

with index k = 0, 1. For the zero-th order solution, S(0) = 0, G(0) (x, 0) = 0, and
G(0) (0, t) = δ (t); For the first-order solution, S(1) = I · δ (

t − t ′
)
δ
(
x − x ′), where I is

the identity matrix; G(1) satisfies both homogeneous boundary and initial conditions.
For the advection–diffusion model the solution has only one component, G(k) = G(k)(

x, t|x′, t′
)
. For the boundary-current model we have

G(0) =
(

G(0)
b

(
x, t |x ′, t ′

)
G(0)

i

(
x, t |x ′, t ′

)
)

(35)
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and

G(1) =
(

G(1)
bb

(
x, t |x ′, t ′

)
G(1)

bi

(
x, t |x ′, t ′

)
G(1)

ib

(
x, t |x ′, t ′

)
G(1)

i i

(
x, t |x ′, t ′

)
.

)
. (36)

For instance, the matrix element G(1)
bi

(
x, t |x ′, t ′

)
is the response at time t and position x

in the boundary-current core region to a point source at a previous time t ′ and position x ′ in
the surrounding interior region.

B.1 1 D Advection–diffusion Model

B.1.1 Zero-th order solution

G(0) (x, t |t ′) = x√
4πk (t − t ′)3

e− (x−u(t−t ′))2

4kt (37)

B.1.2 First-order solution

G(1) (x, t |x ′, t ′
) = 1√

4kπ (t − t ′)
e− u(x ′−x)

2k e− u2(t−t ′)
4k

⎧⎪⎨
⎪⎩

e
− (x ′−x)

2

4k(t−t ′) − e
− (x ′+x)

2

4k(t−t ′) x < x ′

e
− (x−x ′)2

4k(t−t ′) − e
− (x+x ′)2

4k(t−t ′) x > x ′
(38)

B.2 Boundary-current model

B.2.1 Zero-th order solution

Waugh and Hall [21] found that:

G(0)
b (x, t) = Ĝ1δ (t − τadv)+ Ĝ2�(t − τadv) (39)

and

G(0)
i (x, t) = Ĝ3�(t − τadv) (40)

where

Ĝ1 = exp − 1
Pe , Ĝ2 = α

ζτmix
exp −1 + ζ 2

Pe
I1

(
2ζ

Pe

)
,

Ĝ3 = α

τmix
exp −1 + ζ 2

Pe
I0

(
2ζ

Pe

)

τadv = x
u , Pe = τmix

τadv
, ζ 2 = α

(
t̂ − 1

)
, t̂ = t

τadv
, I0 and I1 are modified Bessel functions of

zero-th and first-order.

B.2.2 First-order solution

G(1)
bb = 1

u

√
ασ 2(x − x ′)

uT
e− σ

u (x−x ′) e−ασT I1

(
2

√
1

u
ασ 2(x − x ′)T

)
�(T )

+ 1

u
e− σ

u (x−x ′)δ(T ), (41)
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G(1)
ib = ασ

u
e− σ

u (x−x ′)e−ασT I0

(
2

√
1

u
ασ 2(x − x ′)T

)
�(T ), (42)

G(1)
i i =

√
ασ 2T

u(x − x ′)
e−σ(x−x ′)T/ue−ασT I1

(
2

√
1

u
ασ 2(x − x ′)T

)
�(T ), (43)

and

G(1)
bi = 1

α
G(1)

bi , (44)

where T = t − t ′ − 1
u (x − x ′) and In is the modified Bessel function of order n. Because the

zero-th order transport is in steady-state, the solutions depend only on the difference t − t ′.

C Solutions for a periodic tracer BC

In this section we give the solutions to the steady-state versions of the two models where
periodic BCs apply. The solutions can be written as c (x, t) = P (x) cos (ω (t − φ (x))). For
the advection–diffusion model

P (x) = P0

√
P2

R + P2
C , (45)

φ (x) = 1

ω
· PC

PR
(46)

PR = eZR x cos (ZCx) and PC = eZR x sin (ZCx), where ZR ≡ a− and ZC ≡ b, with a− and
b given in ( A.1). For the boundary-current model the solution in the core region is given by

P(x) = P0 exp

(
− xσω2

u(ω2 + α2σ 2)

)
(47)

φ (x) = x

u
· ω

2 + α (α + 1))σ 2

ω2 + α2σ 2 (48)

(see [21]).
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Abstract There is ongoing controversy as to the dynamical significance of geothermal
heat flow in shaping the abyssal circulation. In this paper, we gauge the impact of geothermal
heating and vertical mixing parameterizations in the general circulation model OPA. The
experiments are evaluated by comparing simulated mantle 3He with observations collected
during the GEOSECS and WOCE programs. This tracer is particularly adapted to the valida-
tion of our numerical simulations because its injection into the ocean interior is tightly linked
to geothermal processes. In agreement with previous studies, the model circulation is found
very sensitive to the parameterization of the vertical mixing. The meridional overturning
circulation (MOC) is globally intensified when moving from a constant mixing to a version
with enhanced mixing near the ocean bottom, with the most drastic variation observed for
AABW (+50%). Adding the geothermal heat flux mainly affects AABW circulation in the
model, enhancing it all the more as the meridional circulation is slow (low vertical mixing),
but proportionally less so when it is more vigorous (enhanced vertical mixing). This can be
understood from the requirement of the abyssal ocean to maintain heat balance. The eval-
uation with mantle 3He simulations reveals that the version with low vertical mixing, with
its sluggish circulation, produces unrealistically high a 3He isotopic composition. However,
with a vertical mixing that is enhanced at depth, the 3He distribution falls within an acceptable
range of values in the deep ocean. Finally, adding the geothermal heating to this enhanced
mixing case provides a substantial improvement of the simulation of AABW in all basins but
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the Indian Ocean. 3He isotopic composition is then in good agreement with the observations.
Taken jointly with observational estimates of the MOC intensity, these independent isotopic
constraints suggest that both geothermal heating and enhanced diapycnal mixing at depth are
key ingredients in the realistic simulation of abyssal circulation.

Keywords Ocean · Tracer · Helium-3 · Geothermal flux · Model

1 Introduction

The ocean circulation plays an important role in climate variability, e.g. [40,53], with the
ocean having a great capacity to store and transport heat and CO2, as well as exchanging these
with the atmosphere. Thus it contributes significantly to the poleward transfer of excess solar
energy received in the low latitudes to higher latitudes. In addition, it governs atmospheric
CO2 concentrations, since it contains about 50 times more CO2 than the atmosphere, with
the majority in the deep ocean [6]. Hence, understanding the dynamics of the deep-ocean is
essential to the study of global climate change, via the carbon cycle.

Ocean general circulation models (OGCMs) provide the only controllable environment
with which to answer such questions. It is thus crucial to understand the processes and forc-
ings that control the strength and patterns of the simulated deep-ocean circulation. Many
previous studies have shown the importance of the parameterization of small-scale mixing
processes on ocean circulation [9,10,16,35,58]. Indeed, the models’ deep-ocean circulation
are known to be particularly sensitive to the vertical mixing parameterization [7,54]. Since
the deep ocean is essentially aphotic, diapycnal mixing is chiefly responsible for the transfer
of water mass characteristics from top to bottom away from convective regions (i.e. over
much of the global ocean), thereby mapping surface density gradients onto the deep ocean.
These gradients, in turn, support the abyssal circulation via geostrophic balance.

There is, however, another process supplying heat to the abyss. Although it has long been
neglected by oceanographers, e.g. [26], geothermal heating has recently been recognized as
a significant actor in abyssal dynamics and thermodynamics [1,2,13,45,52].

While its magnitude is small compared to surface heat fluxes, geothermal heating acts
on a much broader area—the entire seafloor. Overall, it contributes a comparable amount of
buoyancy to bottom waters as air/sea fluxes—albeit of opposite sign over the Southern Ocean.
Furthermore, it acts below the thermocline, in regions of the ocean where small thermal gra-
dients mean that the downward diffusive heat flux is also small. So small, in fact, as to be
commensurate to geothermal heat flow over much of the seafloor’s surface [13]. As a result,
the same authors found a realistic representation of geothermal heating was able to generate
a deep circulation of the order of several Sverdrups1 for Antarctic Bottom Water (AABW),
and suggested that it constitutes a driving force of the AABW cell. This statement must be
tempered by the observation than the deep circulation response to geothermal forcing is much
reduced when diapycnal mixing is very strong—as appears to be the case in the vicinity of
rough topography. Nonetheless, the convergence of idealized [1,45,52] and more realistic
[13] studies of its impact justifies the claim that geothermal heat flow significantly shapes
the abyssal circulation. Can these model-based theories be substantiated by observational
constraints?

In this paper we use 3He tracer data to evaluate the suite of modeling experiments. The
model circulation is used to simulate natural 3He distributions and compare them to obser-

1 1 Sverdrup (Sv) = 106 m3 s−1.
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vations. This inert tracer, whose oceanic behavior is tightly linked to geothermal heat flow
[25], is particularly apt to probing the effect of geothermal heat flow on the model’s deep
circulation. Indeed, its source consists of mantle 3He that is injected into the oceans by the
hydrothermal circulation at deep sea spreading ridges, where most of the geothermal heat flux
is also transferred to the ocean [8,31,44]. This injection of hot hydrothermal fluids enriched
in 3He produces large scale 3He plumes (with 3He excesses up to 30–40% relative to the
solubility equilibrium with the atmosphere), that are dispersed by the prevailing currents
and can be used for tracing deep ocean currents and for evaluating ocean general circulation
model [12,17]. The comparison from six OGCM during the Ocean Carbon Model Intercom-
parison Project (OCMIP2) has shown that the modeled 3He distribution is very sensitive to
the simulated circulation and that the parameterization proposed by Farley et al. [17] for its
source function is robust [12]. During OCMIP-2, six different global OGCMs were tested
with mantle 3He simulations [12]. This inter-comparison has revealed that the resulting circu-
lation was a direct consequence of the models’ characteristics. More precisely, the OGCMs
coupled to a sea-ice model were found to produce a substantial amount of bottom water
in the Southern Ocean, which tended to overestimate AABW ventilation and to produce
too low a 3He value in this region. Conversely, models that were not coupled with a sea-
ice model were systematically underestimating AABW ventilation and simulating excessive
3He values. Moreover, the parameterization of sub-grid scale mixing (which is recognized
to generate large effect on the simulated circulation and tracer redistribution, e.g. [14]) also
accounted for significant discrepancies. The two OCMIP2 models coupled to a sea-ice model
were not using the eddy-induced velocity parameterization of Gent et al. [20]. Sensitivity
tests performed during that project clearly demonstrated that this parameterization tended to
reduce ventilation of the deep ocean, and to generate higher 3He excesses. The wide range
of simulated distributions during OCMIP2 has been a motivation to explore in more details
the impact of the physics on the modeled deep ocean circulation and to further evaluate it
with mantle 3He simulations. Taking into account the experience gained during the OCMIP2
exercise, we have initiated our new modeling efforts with a more recent configuration of
the OPA model with characteristics that provide a more realistic circulation. This analysis
focuses on the impact of the geothermal heating and the parameterization of the vertical
mixing on the circulation simulated by the model.

2 Description of the model and the simulations

The ice-ocean coupled model is OPA, developed at IPSL/LOCEAN [33], in its global con-
figuration ORCA2-LIM. The horizontal mesh is based on a 2◦ by 1.5◦ Mercator grid. It has
been modified poleward of 20◦N in order to include two numerical inland poles and merid-
ional resolution is refined up to 0.5◦ at the equator [32]. There are 31 vertical levels, with
the highest resolution (10 m) in the upper 150 m. The upper boundary uses a free surface
formulation [42]. The model is coupled to the dynamical-thermodynamical sea ice model
LIM [21]. Lateral mixing is performed along isopycnal surfaces, and the eddy-induced veloc-
ity parameterization of Gent and McWilliams (1990) is added. The vertical mixing scheme
uses a turbulent closure [4], and a diffusive bottom boundary layer parameterization [3] is
included.

Two versions of the model background vertical diffusivity are tested in our simulations.
A first version (CONTROL) uses a constant values of 0.12 × 10−4 m2 s−1 throughout the
entire ocean volume, and a second version (High Kz) where it increases linearly from the
surface to the bottom in order to mimic the effects of decreased stratification and increased
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Fig. 1 a Geothermal heat flux (units: mW m−2), b mantle helium-3 flux (units: mol year−1)

small-scale turbulence near the bottom (values ranges from 0.12 × 10−4 m2 s−1 in the first
1000 m to 1.2 × 10−4 m2 s−1 at depth).

At the surface, the model is forced by fluxes of heat and freshwater prescribed with bulk
formulae using monthly climatologies. A penetrative shortwave solar radiation formulation
is used. A restoring to climatological surface salinities was also added, that is only signifi-
cant in the North Atlantic and Greenland Sea. Climatological ERS1/2 scatterometer monthly
mean wind stresses were used for the tropics while the NCEP/NCAR climatology was used
poleward of 50◦N and 50◦S.

At the bottom, we include in some experiments the geothermal heating term (Qgeo) devel-
oped by Emile-Geay and Madec [13], who parameterized the heat source as a function of the
age of the bedrock. The global mean value is 86.4 mW m−2, close to observational estimates
[48]. Its spatial distribution is shown in Fig. 1a, which closely mirrors seafloor age [34]. The
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Table 1 Mean δ
3
He value (units: %)

Global Atlantic Pacific Indian Southern Ocean
(south of 45◦S)

Exp 1: Control 8.5 5.6 15.6 11.7 9.8

Exp 2: Qgeo 7.8 (8) 4.7 (16) 14.5 (7) 10.8 (8) 8.6 (12)

Exp 3: High Kz 6.2 (27) 3.5 (38) 11.9 (23) 8.8 (25) 6.4 (35)

Exp 4: Qgeo + High Kz 5.7 (32) 3.0 (46) 11.0 (29) 8.0 (32) 5.5 (44)

Values in brackets correspond to the percentage of variation with the control experiment

highest values are observed along the ridge system where the lithosphere formed at high
temperature, then was displaced outward by lithospheric plate divergence. Along ridge axes,
geothermal heat flux is directly related to the spreading rates: maxima are located in the
eastern Pacific Ocean, where the spreading rate is highest; lowest values are observed in the
Atlantic, with intermediate values in the Indian and Southern Oceans.

We have performed four simulations in order to investigate the sensitivity of the ocean
circulation to both vertical mixing parameterization and geothermal heating (Table 1). Our
first experiment (CONTROL) uses a constant vertical mixing coefficient and the geothermal
forcing is not included. In the second experiment (Qgeo), the geothermal heating is added.
The third experiment (High Kz) does not include geothermal heating, but has a vertical mix-
ing parameterization with values increasing with depth (see Sect. 2). The fourth experiment
includes both geothermal heating and the vertical mixing coefficient that varies with depth
(exp 4 = High Kz −Qgeo). This last experiment has been extensively evaluated and analyzed
in detail in Iudicone et al. [22,23].

3 Global meridional stream functions

We first analyze the global meridional stream functions of the different experiments. In the
control experiment, the circulation associated with the North Atlantic deep water overturning
(NADW) (between 1000 and 2500 m depth) reaches 15 Sv, and below 3000 m the circula-
tion related to the AABW is on the order of 5 Sv (Fig. 2). These diagnostics are not easily
constrained by the observations, as diagnosed stream functions or transports usually carry
large uncertainties (3–5 Sv, [50]). However, the mean strength of the NADW in the Atlantic
Ocean overturning is comparable to observational estimates, 18 ± 5 Sv [50] and 16 ± 3 Sv
[18]. In contrast, the AABW circulation seems weak: using geochemical tracers budgets Orsi
et al. [37] estimated the ventilation of AABW on shelves of Antarctica to be 8–10 Sv, and
global AABW overturning is estimated from hydrographic data to be 22 Sv [50]. Adding the
influence of geothermal heating (exp 2), the main adjustment is an increase of 50% in the
strength of the AABW cell (Fig. 2). Conversely, a quasi-insignificant change is observed for
the NADW cell. These variations are necessary to compensate for the additional heat supplied
to the abyssal ocean [45]. It affects predominantly AABW because the geothermal heating
is injected at the ocean floor and only weakly affects the shallower NADW. In addition, the
magnitude of geothermal heating is smallest in the Atlantic Ocean. In the third experiment,
when the vertical mixing increases with depth, the thermohaline circulation is enhanced. In
comparison to the control run (exp 1), the strength of the AABW cell is doubled (to 10 Sv),
and the NADW cell increases to 17.5 Sv (+17%). This large increase in the thermohaline
circulation is due to the more efficient vertical transfer of the characteristics of the water
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Fig. 2 Global meridional stream functions (units: Sv; 1 Sv = 106 m3 s−1). a Exp 1, b exp 2, c exp 3, d exp 4

masses produced in the surface layer, which magnifies density gradients in the deep ocean
and produces a more intense circulation via geostrophy.

Including the geothermal heating in the version with high vertical mixing leads to almost
no change in NADW, but an additional increase of 1.8 Sv (+17.5%) for the AABW cell. The
variation obtained by including the geothermal forcing is smaller than for the control run
(exp 2 versus exp 1) because the high diapycnal mixing produces an abyssal circulation that
is already more vigorous and hence more efficient at transporting heat. This causes only a
modest increase in circulation to compensate for the geothermal heat injected at depth and
keep the deep ocean in thermal equilibrium [13].

In the model, about 5 Sv of extremely dense Antarctic shelf water converges into the
AABW class [22] and is subsequently transformed by the model bottom boundary layer
parameterization, which mimics the dense gravity currents descending the slopes of Antarc-
tica to produce AABW. This process is not well simulated because of the excessive lateral
diffusion which dilutes the water mass before it reaches the ocean bottom, as occurs in
the majority of coarse resolution OGCMs. The result is an AABW strength at 30◦S of
about 10 Sv, weaker than most observational estimates, e.g., [46,50]. The export of bot-
tom waters toward the Pacific Basin is similar to the estimate in Talley et al. [50]. The
CDW import is 50% weaker than observed and so too is AABW export, though observa-
tional estimates can vary by as much as 50 Sv [22,23]. The overturning of deep and bottom
water in the Indian basin (about 3 Sv) is largely underestimated compared to estimates from
inverse models, which range from 7 [19] to 24 Sv [43] (see [50] for a discussion). The
model’s deep circulation in the Atlantic basin is the closest to observations: NADW/CDW
at 30◦S is 17.1 Sv in the model as compared to 17.8 Sv in Talley et al. [50], AABW is
2.8 Sv in the model relative to 3.8 Sv in Talley et al. [50] and 6 Sv in Sloyan and Rintoul
[46].
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Recent studies on the dynamics of the AABW transport have proposed that AABW in the
Atlantic Ocean is sensitive to the surface salinity along the Antarctic coast [39] and mixing
by lateral diffusion [27]. In this context the model intercomparison study by Weber et al. [56]
on the MOC during glacial periods gives interesting indications on the dynamics of the bot-
tom cell. They found that the bottom overturning scales well with both the deep meridional
density contrast and—as proposed by Kamenkovich and Goodman [27]—the vertical extent
of the deep cell.

From the analysis of our global simulations a complex picture of the sensitivity of AABW
to deep mixing emerged, whose main features are summarized here (a more detailed discus-
sion will be presented in a separate manuscript (Iudicone et al., in preparation)).

The most relevant results are related to the Southern Ocean overturning of NADW, which
is extremely high and weakly dependent on the deep mixing intensity (in both cases about
80% of NADW is transformed into other water masses). The difference lies in the parti-
tioning of NADW into bottom (AABW) and subsurface waters (SAMW, AAIW). A lower
(higher) deep mixing generates a larger (lower) upwelling and a lower (higher) downwelling,
which in turn corresponds to a shallower (deeper) separation between the upper and bottom
overturning cells.

Furthermore, in the case of low deep diffusivity, most of the weakening of the AABW
cell is associated with a reduced deep upwelling in the Pacific basin while the inflow into
the Indian Ocean is less affected. In the Atlantic Ocean, a reduced northward penetration
of AABW is observed together with a deepening of NADW, in good agreement with the
theory of Komenkovich and Goodman [27]. Interestingly, the flow of AABW through the
Drake Passage is also strongly affected, with a transport that largely exceeds observational
estimates in the case of low diffusivity. Therefore an intense vertical mixing is necessary to
reproduce the vertical water mass distribution in the Southern Ocean, as suggested also by
observations, e.g. [36].

In principle, the effect of deep mixing on AABW is not limited to a direct influence
on the deep and bottom stratification. First, the Southern Ocean upwelling maps the deep
anomalies onto the sub-surface water masses. Therefore, deep mixing can also influence the
properties of AABW by altering the water mass properties at the surface and thus it can in
principle feedback onto AABW formation. This can be particularly true for salinity, which
dominates the density variations at low temperatures. However, the role of this latter process
could not be fully evaluated in our simulations. Indeed, in our ocean-forced simulations,
even in presence of a sea-ice model, the subsurface emergence of deep salinity anoma-
lies in the Southern Ocean is somewhat damped by partially restorating to climatological
values.

The other indirect impact of deep diffusivity on AABW formation is related to the over-
flow mechanism. After surface AABW formation, these very cold waters cascade along the
continental slopes of Antarctica. In this process, shear and thermobaric processes increase the
volume of dense water by promoting mixing with the incoming NADW, whose thermohaline
properties depend on the same diffusivity.

In summary, deep diffusivity impacts the AABW distribution in the ocean by altering both
the water mass formation and consumption rates (see discussion in [23]). For the reasons
discussed above, only fully coupled ocean-atmosphere-sea-ice models allow for a thorough
exploration of the sensitivity of AABW to diapycnal mixing. In particular, the impact of
regional mixing variability will be left for future study.

These results illustrate the sensitivity of the model to the parameterization of vertical mix-
ing and geothermal forcing. We will now evaluate the impact of these changes with natural
3He simulations.
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4 Natural 3He simulations

4.1 Parameterization of mantle helium injection

The four simulations used the same parameterization for mantle helium injection. The proto-
col is very similar to that proposed by Farley et al. [17], and further validated using simulations
from six OGCM during OCMIP-2 [12]. We simulate both 3He and 4He distributions, and
mantle 3He is injected along ocean ridges with an isotopic ratio (δ

3
He2) of 700%. It is injected

at a global rate of 1000 mol 3He/year at 300 m above the ridge axis. δ
3
He is next calculated

from the outputs of the simulation (3He and 4He concentrations) using its classical defini-
tion. The only difference with the OCMIP-2 protocol (http://www.ipsl.jussieu.fr/OCMIP/)
is that the mantle helium flux along the ridge axis is proportional to the geothermal flux,
instead to be proportional to the ridge spreading rate. This adaptation, formulated for better
consistency with the dynamical forcing of our model, induces no significant changes for the
spatial distribution of the mantle helium source in the ocean. The depth of injection varies
between 2000 and 3000 m. Maximum fluxes occur in the Pacific Ocean at the East Pacific
Rise (EPR), intermediate fluxes are found in the Indian and Southern Oceans, while minimum
fluxes are associated with the Mid-Atlantic Ridge (MAR) (Fig. 1b). The only sink for mantle
helium is loss to the atmosphere, which is prescribed using the gas exchange formulation of
Wanninkhof [55] (http://www.ipsl.jussieu.fr/OCMIP/). Simulations are integrated off-line
until they reached a quasi-steady state when the globally integrated 3He drift were less than
4 mol year−1.

4.2 Results

The horizontal distributions of the depth-averaged tracer distributions provide a global
description of the performance of the simulations (Fig. 3). The inter-basin tracer distribution
is qualitatively similar among the simulations. The highest δ

3
He values are found in the Pa-

cific Ocean where the rate of injection is the most elevated (Fig. 1b), and no newly ventilated
deep water is formed. The zonal contrast is important facet of this basin, with high 3He values
simulated close to the East Pacific Rise where the mantle helium flux reaches a maximum.
The lowest δ

3
He values are simulated in the Atlantic Ocean where the rate of injection is the

lowest, and recently ventilated NADW waters with a low δ3
He value are overflowing. In the

Indian and southern Ocean, where the rate of tracer injection is intermediate, δ
3
He values are

in between those simulated in the Pacific and Atlantic basins. Still lower values are observed
in the Southern ocean where upwelling in the Antarctic Circumpolar Current (ACC) tends to
remove helium by bringing it to the surface where it degasses to the atmosphere. However,
large quantitative differences are observed in δ3

He among the simulations, illustrating the
large sensitivity of this tracer to the ocean circulation. Modeled δ3

He values are straight-
forwardly interpreted as a function of the strength of meridional overturning circulation.
The control experiment with the weakest overturning circulation (Fig. 2), features a longer
residence time of the tracer in the ocean (Table 2) and the highest simulated δ3

He values.
The increase in meridional overturning simulated in the other experiments acts to reduce
the residence time of the tracer in the ocean (Table 2) and generates globally lower δ

3
He

values (Table 1). The global mean 3He isotopic composition is reduced by 8, 27 and 32%,
respectively, from exp 2 to exp 4 (Table 2). These percentages are also more elevated in the

2 δ3
He = 100((Rocean/Ratmosphere)− 1) and R = 3He/4He.
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Fig. 3 Depth averaged helium-3 isotopic composition (units: %)
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Table 2 Mantle 3He residence
time (units: year) defined as the
ratio of the global mantle 3He
inventory to the mantle 3He
source

3He residence time

Exp 1: Control 855

Exp 2: Qgeo 789

Exp 3: High Kz 651

Exp 4: Qgeo+High Kz 604

Fig. 4 Observed and simulated helium-3 isotopic composition along the WOCE P17 section in the Pacific
Ocean (units: %)

Atlantic and Southern Ocean, where deep waters are formed and 3He isotopic composition
is lower.

An opportunity to evaluate the simulated natural 3He distributions is provided by the data
collected during the GEOSECS and WOCE programs (http://www.ldeo.columbia.edu/res/
fac/etg/text/woce_data.html) [29,30,44,47,57]. Model outputs are compared with observa-
tions along the WOCE P17 and WOCE P04 in the Pacific Ocean (Figs. 4, 5), the GEOSECS
section in the Atlantic Ocean (Fig. 6) and the WOCE I07 sections in the Indian Ocean (Fig. 7).
In the Pacific Ocean, the control experiment (exp 1) has 3He isotopic compositions which are
largely overestimated compared to the two WOCE sections (Figs. 4, 5). The weak circulation
generated in this experiment produces δ

3
He values almost twice as large as those observed.

When geothermal heating is added in the second experiment, δ
3
He values are globally reduced.

The variations are most noticeable below 3000 m in the AABW cell, where modeled values
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Fig. 5 Observed and simulated helium-3 isotopic composition along the WOCE P4 section in the Pacific
Ocean (units: %)

are reduced by 20%, but still remain too high relative to the observations. Changes in δ3
He

isotopic composition are still more pronounced when vertical mixing is increased (exp 3). The
reduction in δ3

He values is again globally accentuated, with a substantial decrease now also
occurring in the deep and intermediate water (1000, 3000 m) near the tracer injection depth.
These changes lead to a range of modeled δ

3
He values now comparable to observations in the

Pacific Ocean. When geothermal forcing is added to the version with high vertical mixing
(exp 4), very pronounced changes again occur in the simulated bottom waters. The simulated
3He isotopic compositions then compare much more favorably to observations along each
section, especially for AABW. There however remain discrepancies in the simulations that
are generally attributable to the coarse resolution of the model. The westward propagation
of the enriched 3He plume is too weak (Fig. 4) and the two δ3

He maxima associated with
plume jets on both sides of the equator are not simulated (Fig. 5).

In general, a comparison to observations reveals similar performances in other basins. The
progressive decrease of simulated δ

3
He values following the evolution of the configuration of

the model observed in the Pacific Ocean, is found again in the Indian Ocean (Fig. 7). How-
ever, if the modeled δ3

He values are globally reduced from exp 1 to exp 4, they remain, in
general, largely overestimated compared to the observations, especially at mid-depth where
the tracer is injected. The only water mass showing a realistic improvement in 3He isotopic
composition is AABW, which is quite realistic in exp 4.
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Fig. 6 Observed and simulated helium-3 isotopic composition along the GEOSECS section in the Atlantic
Ocean (units: %)

In the Atlantic Ocean where model sensitivity is most pronounced (Table 1), compari-
son with the GEOSECS observations (Fig. 7) reveals that the main improvement among the
different simulations occurs for bottom waters flowing from the Southern Ocean. Large vari-
ations are observed in the AABW helium isotopic composition, with the control experiment
displaying a higher bias here than in other basins. A noticeable improvement is observed in
the Antarctic Circumpolar Current (ACC) for the experiments with higher vertical mixing
(exp 3 and exp 4), that is in turn propagated through the AABW isotopic signature and pro-
vides more realistic values compared to bottom water observations. This is especially true
of the last experiment where geothermal forcing is included (exp 4). Conversely, all sim-
ulations successfully produce a realistic helium isotopic composition at depth in the North
Atlantic Ocean close to the formation region of NADW. However, NADW gets inconsistently
enriched in 3He during its southward journey through the Deep Western Boundary Current,
in a generally similar fashion for all simulations.

5 Discussion

It is clear that the main reason for the discrepancies between the control simulation and
observations is an excessively weak abyssal circulation, especially for bottom water. Though
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Fig. 7 Observed and simulated helium-3 isotopic composition along the WOCE I7 section in the Indian
Ocean (units: %)

modeled NADW overturning in exp 1 (15 Sv) ranks close to the lower limit of a variety of
observationally-based estimations (13–15 Sv in [18], 12–23 Sv in [45], 18 Sv in [50]), the
intensity of the simulated AABW cell (2.5 Sv) is far below observational estimates (5–8 Sv
production rate [37], 22 Sv [50]). This sluggish circulation generates a long 3He residence
time and unrealistic isotopic mantle 3He values that largely exceed the observations. The
slow circulation is due in part to the weak vertical mixing prescribed throughout the water
column. The value of the mixing coefficient (0.1 cm2 s−1) is adequate for the thermocline—
where stratification is strong by definition—but inadequate for bottom water where greater
mixing is observed, especially in oceanic regions of rough topography [24].

The modeled thermohaline circulation can be strengthened by increasing vertical mixing
as suggested by Bryan [7], but also by including geothermal flux as a forcing, as first sug-
gested by Adcroft et al. [1]. Here we have evaluated in more detail the impact of these two
processes on the ocean circulation with mantle 3He simulation.

Adding the geothermal heat flux (exp 2) strengthens the AABW cell, but has little impact
on the circulation above 3000 m depth (Fig. 2). When compared to the control experi-
ment, this simulation leads to unrealistically high δ3

He values above 3000 m depth. While
the intensity of the AABW cell is increased (5 Sv), it is still too moderate to provide a
realistic range of helium isotopic composition near the bottom. We find that changing the
vertical mixing parameterization to a version where mixing is enhanced in the deep ocean
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globally improves the model’s performance (exp 3). The overturning circulation and the
simulated δ3

He values are both adjusted towards more realistic values. The improvement in
AABW is more significant than when including the geothermal heating alone, even if near-
bottom δ3

He values remain slightly too high. Increasing vertical mixing leads to noticeable
improvement in the simulation at mid-depth in the ocean where the tracer is injected. Deep
ocean ventilation is then improved to the point of simulating a realistic range of δ

3
He values

where the enriched plumes of mantle helium are observed.
When the geothermal heating is added to the version with high vertical mixing (exp 4)

the relative change is less intense than when the mixing was low (exp 1/exp 2) because the
deep ocean circulation is already vigorous enough to readily remove the additional heating
injected at the bottom [1,45]. Equivalently, strong diapycnal mixing generates important
lateral temperature gradients at depth by mapping surface density patterns onto the bottom.
The simple scaling law of Emile-Geay and Madec [13] (their Eq. 11) explains why only a
small increase in circulation is then necessary to keep the deep ocean in thermal equilibrium
for a given geothermal input.

This small circulation change notwithstanding, a noticeable additional improvement is
observed on the distribution of isotopic mantle helium in AABW, where δ

3
He values become

comparable to the observations in all basins. With the exception of the Indian ocean, the
simulated helium isotopic composition now appear globally quite reasonable, even if some
discrepancies (classically attributed to coarse resolution models) remain:

• The overflow of the densest NADW formed in the Nordic Seas is poorly simulated
[5,11,15,16] such that NADW ventilation does not penetrate below 3000 m depth. Con-
sequently, the Deep Western Boundary Current is too sluggish to maintain a realistic 3He
isotopic composition of newly formed NADW while it is transported to the south.

• The model failed to correctly reproduce the eastward propagation of the enriched 3He
plume in the deep ocean Pacific observed along the WOCE PO4 Section (Fig. 5), main-
taining too high values close to the East Pacific Rise source.

The Indian Ocean is the only basin where the model failed to produce a realistic range of
3He altogether, with all experiments largely exceeding the observations. The source function
could be to blame, but the results obtained during the multimodel OCMIP2 project tend to
indicate that this formulation of the source function is not inaccurate [12]. On the other hand,
the deep overturning circulations of all our simulations are very weak in this basin (<2 sv).
This is far below all observational estimates: 27 ± 10 Sv [51], 12 ± 3 Sv [41], 11 ± 3 Sv [19],
23 ± 3 Sv [46]. This large discrepancy in the overturning circulation in the Indian Ocean
is common to a large set of general circulation models [38]. In our simulations, it is unam-
biguously the main reason for the overestimation of the helium isotopic composition in this
basin.

6 Conclusion

Having taken into account the experience gained during the OCMIP2 project, we have per-
formed simulations with a new configuration of the OPA model in order to improve its deep
ocean ventilation. Natural 3He, with its large sensitivity to ocean circulation, proves a use-
ful constraint for the evaluation of the validity of the simulated deep circulation, as large
uncertainties remain in the estimations of ocean overturning derived from hydrographic data
[50].
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It was found that the control version of the model, with low vertical mixing, generated
an unrealistically sluggish circulation that led to an overestimated 3He isotopic composition.
Including the parameterization with enhanced vertical mixing in the deep ocean provided a
major improvement to the model’s circulation. It is thus recommended to pursue this effort
and to test some more sophisticated parameterizations, such those developed for representing
the effect of tides on the topography [24].

Second, the inclusion of a geothermal forcing provided an additional—though modest—
enhancement of the AABW circulation. However, its impact on simulated 3He was substantial
and brought the simulated tracer distributions in a close agreement with observations for most
basins. This supports the notion that 3He is a key oceanographic tracer, providing constraints
independent of, and complementary to, hydrographic transport estimates. This additional
information corroborates the suggestion that geothermal heating has a significant dynamical
impact on the simulated circulation of our model [13] and, we expect, other ocean GCMs
besides those where it has already been found [1,45,52]. Since it was found in Emile-Geay
and Madec [13] that the inclusion of a realistic geothermal heat flow both improved the fit
to both circulation and temperature field, 3He is now the third observational constraint to be
positively affected by this process in OPA. Taken together, these constraints strongly suggest
that geothermal heating is indeed essential to abyssal dynamics.

The next step would be to carry out a similar analysis with different ocean GCMs, pos-
sibly including a broader suite of tracers to diversify the constraints and help discriminate
between the most relevant physical processes and parameterizations. Using higher resolution
models would also offer the opportunity to better simulate the detailed structure of the δ

3
He

distribution observed in the deep ocean and even allow to simulate other dynamical process
that can affect the δ3

He distribution, such as entrainment and vertical pumping associated
with the geothermal heat flux [28,49]. This will be left for future investigation.
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Abstract Results are presented from a century-long 1/10◦ global ocean simulation that
included a suite of age-related passive tracers. In particular, an ensemble of five global
Boundary Impulse Response functions (BIRs, which are statistically related to the more fun-
damental Transit Time Distributions, TTDs) was included to quantify the character of the
TTD when mesoscale eddies are explicitly simulated rather than parameterized. We also seek
to characterize the level of variability in water mass ventilation timescales arising from eddy
motions. The statistics of the BIR timeseries are described, and it is shown that the greatest
variability occurs at early times, followed by a remarkable conformity between ensemble
members at longer timescales. The statistics of the first moment of the BIRs are presented,
and the upper-ocean spatial distribution of the standard deviation of the first moment of the
BIRs discussed. It is shown that variations in the BIR first moment with respect to the ensem-
ble average are typically only a few percent, and that the variability slightly decreases with
increasing ensemble size, implying that only a few ensemble members may be necessary for
a reasonable estimate of the TTD. The completeness of the estimated TTD, i.e., the degree
to which the century long BIRs capture the range of global ocean ventilation timescales is
discussed, and the potential for extrapolation of the BIR to longer times is briefly explored.
Several regional BIRs were also simulated in order to quantify the relative abundance of fluid
parcels that originate in specific geographical locations.
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1 Introduction

Analysis of temperature and salinity distributions to characterize water mass properties, their
formation rates, and pathways and timescales of transport in the ocean interior, has been at the
foundation of observational oceanography for over a century. The availability of global scale
observations of large numbers of natural and anthropogenic tracers during the last several
decades has provided a more quantitative basis for characterizing the timescales associated
with ocean transport and mixing. One particular timescale, the time since a water parcel was
last in contact with the atmosphere (often referred to as “water-mass age”) is of special inter-
est in climate research. Tracer based estimates of water-mass age have been used to directly
infer timescales of ocean ventilation, which gives bounds on the rate at which the ocean can
sequester materials such as carbon dioxide.

In practice, however, various tracers yield different age estimates due to their distinct
atmospheric time histories, their particular chemical properties, and oceanic sources and
sinks. These differences can be understood through the conceptual framework of Transit
Time Distributions (TTDs) (also called “age spectra” and “transit time probability density
functions” [10,26]). The TTD is a probability distribution of age, which explicitly accounts
for the fact that a water mass is comprised of a mixture of components with different ages,
each with different advective and diffusive histories. Holzer and Hall [10] clarify the math-
ematical connection between this probability distribution function and the Greens function
for the advection–diffusion equation governing tracer transport.

Idealized age tracers, and more recently TTDs, have been carried in simulations of the
ocean ([4,11,12,14,25] and [24] (hereafter referred to as PM06)). Calculation of TTDs from
ocean models with resolution typical of that used in climate research (horizontal grid spacing
of order 1◦ latitude and longitude) is relatively straightforward, and achieved by exploiting
the connection to the Greens function for the transport equation. The TTD in coarse resolution
models can be obtained by a single forward integration of the model transport equation for
a conservative tracer with an impulse boundary condition. This is possible because models
in this resolution regime have essentially steady flow (excepting the seasonal cycle) and the
transport by turbulent eddies is parameterized through some form of diffusive process. As
we shall see, the simulation of a TTD-like tracer becomes much more complex when the
model resolution becomes high enough to permit a fully turbulent, non-steady flow.

Both observational and modeling studies suggest that the ocean TTD typically has a long
tail, an indication that mixing processes are important in determining the mean ventilation
rate. Thus, the model estimates of the TTD from coarse-resolution models are critically
dependent on the parameterization of turbulent mixing. However, it is not clear from coarse-
resolution model simulations alone how to select an optimal mixing parameterization. Since
the majority of the horizontal mixing in the ocean is due to turbulence from mesoscale
eddies, directly assessing the effects of these motions requires a model that can resolve
them. Here we describe the first ever simulation designed to estimate the ocean TTD using a
global general circulation model in which mesoscale eddies are simulated directly rather than
parameterized.

Computing the TTD from an unsteady turbulent circulation is complicated by the fact that
the transit times themselves become time-dependent. The result of a single forward integra-
tion of the transport equation with an impulse boundary condition, formally referred to as
the Boundary Impulse Response (BIR), can no longer be interpreted as a true probability
distribution function of transit times, as is the case with steady flow. However, Haine et al.
[8] (hereafter referred to as HZWH08) have shown that even for unsteady flow, the BIR and
TTD share the same statistical moments under certain conditions. We exploit this property
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to estimate the TTD as the average of a (modest sized) ensemble of BIRs, which are directly
simulated in a global eddying simulation.

The high computational cost of running a global eddy resolving simulation precludes an
integration of the several thousand years required to capture the full range of ocean venti-
lation time scales (PM06). We will present results from a century-scale simulation, which
provides a useful basis for studying ocean ventilation processes in the more rapidly venti-
lated parts of the ocean. These are just the regions that are most relevant with respect to
anthropogenic impacts on the ocean and the uptake of transient tracers such as CO2 and
Chlorofluorocarbons.

This paper begins with a brief overview of the TTD theory; the model configuration and
experiment design is described, and the simulated BIRs are presented. There is a discussion of
both the ensemble statistics of the BIR timeseries, the statistics of the first moment, and how
these relate to the TTD. The issue of BIR convergence is also explored. Finally, preliminary
results from a set of BIRs which are forced by boundary impulses in specific geographical
regions are presented.

2 Boundary propagators and TTDs

The theory of TTDs has previously been developed and applied to oceanic flows [9,7], so
only the most basic development will be presented here. Starting with the equation for the
evolution of the concentration of a conservative passive tracer, C ,(

∂

∂t
+ L(x, t)

)
C(x, t) = 0 (1)

where L(x, t) represents advection and diffusion, an equation can be derived for the quantity
G ′(x, t), (

∂

∂t
+ L(x, t)

)
G ′(x, t; x0, t ′) = 0 (2)

which satisfies the convolution integral,

C(x, t) =
t∫

0

dt ′
∫

�

d2x0G ′(x, t; x0, t ′)C(x0, t ′) (3)

where x0 is a two dimensional vector defined over an ocean surface region �. Thus, the
boundary propagator, G ′, “propagates” the surface value of C from� into the interior of the
ocean. If the convolution integral (Eq. 3) is rewritten as a function of τ = t − t ′ (the “transit
time”), the kernel has a clear interpretation as a weighting based on the last time a water mass
component was at the ocean surface.

Note that G ′ is seven dimensional, being a function of all locations in the ocean (x), the
“field time” (t), all locations at the surface (x0), and the “source time” (t ′), so is typically
intractable to calculate and analyze in simulated oceanic flows. A forward model simulation
would need to carry a different tracer for each source time and surface location, which would
need to be an extremely large number (order 1,000 even for a small number of surface loca-
tions) in order to accurately approximate the TTD. For the case of steady flow, the boundary
propagator is invariant under time translation: G ′(x, t; x0, t −τ) = G ′(x, 0; x0,−τ), and the
TTD depends only on transit time, not the field time and source time individually, so a single
forward integration from source time t ′ = 0 is sufficient to compute the TTD. For the case of
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unsteady flow, the time translation invariance no longer applies. However, HZWH08 provide
a proof that for statistically stationary flow, the distribution of G ′(x, t1; x0, t1 − τ) (the TTD)
over t1is identical to the distribution of G ′(x, t2 + τ ; x0, t2) (the BIR ) over t2. If we are
primarily interested in the TTD as a statistical characterization of the turbulent flow rather
than as a representation of a specific realization of the flow, as we are in this study, then we
can estimate the mean TTD as an average of an ensemble of BIRs integrated forward from a
set of source times t2. This relationship between the TTD and BIR defines the computational
approach used in our study: we simulate an ensemble of BIRs by forward integration in an
eddying ocean model subject to a repeating annual cycle forcing, and estimate the TTD as
their ensemble mean.

3 Model description

3.1 Model configuration

The fully global simulations described here were performed using the Parallel Ocean Pro-
gram (POP, [3]) developed at Los Alamos National Laboratory. The configuration is based
upon that described by Maltrud and McClean [18], hereafter referred to as MM05, but with
several notable refinements. The horizontal grid retained the nominal longitudinal resolution
of 0.1◦, but the grid design has been changed from a dipole, where the northern computational
pole was smoothly displaced into Canada, to a tripole layout [23] with poles in Canada and
Russia, resulting in a more isotropic distribution of resolution in high northern latitudes. The
vertical resolution is the same as in MM05 with two additional deep levels that extend the
maximum depth of the model from 5,500 to 6,000 m. The discretization of bottom topogra-
phy has been changed from full-cell to partial bottom cells [1], creating a more accurate and
smoother representation of topographic slopes.

Biharmonic viscosity and diffusivity of tracers are used with a cubic dependence on local
grid size as described in Maltrud et al. [19]. In this simulation we have reduced the level
of explicit dissipation by a factor of three relative to MM05, using equatorial values of
ν0 = −90 m4/s for momentum and κ0 = −30 m4/s for tracers. As in MM05, vertical mixing
coefficients for momentum and tracers are calculated by an implementation of the K-Pro-
file Parameterization [16] that includes the use of large diffusion coefficients (0.1 m2 s−1) to
resolve gravitational instabilities. Background values for vertical tracer diffusion range from
10−5 m2/s near the surface to 10−4 m2/s at depth, with viscosity values an order of magnitude
higher. Density is calculated from the equation of state for seawater derived by McDougall
et al. [22]. Initial temperature and salinity fields were interpolated from the annual mean
WOCE Global Hydrographic Climatology [6].

When simulating passive tracer concentrations, it is especially important that numerical
dispersion errors arising from the discretization of advection don’t result in spurious negative
values. The advection scheme used in these experiments is similar to the third order direct
space time with flux limiting scheme of Adcroft et al. [2]. The primary differences are that we
replace the underlying third order scheme with the second order Lax–Wendroff scheme, to
reduce numerical diffusion, and modify the flux limiters to take spatial variations in velocity
and grid spacing into account. However, we found this scheme to be undesirably diffusive
when applied to the active tracers, so standard centered advection (with no flux limiting) was
used for temperature and salinity, as well as for momentum.

Since one of the fundamental aspects of this simulation was to quantify the eddy com-
ponent of tracer transport, and the experimental design is predicated on a statistically
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stationary flow field, we chose to restrict the timescales introduced by the surface forc-
ing. The atmospheric state was based on the repeat annual cycle (normal-year) Coordinated
Ocean Reference Experiment (CORE) forcing dataset [17], with the 6-hourly forcing aver-
aged to monthly. Wind stress was calculated offline using bulk formulae and the Hurrell Sea
Surface Temperature (SST) climatology [13,15]; evaporation and sensible heat flux were
calculated online using the same bulk formulae and the model predicted SST. Precipitation
was also taken from the CORE forcing dataset. Monthly river runoff from 46 major rivers [5]
was added to the fresh water flux at the locations of the actual outflow, with the remaining
ungauged runoff distributed evenly along the coasts of all of the continents. Ice cover was
prescribed based on the −1.8 C isoline of the SST climatology, with both temperature and
salinity restored on a timescale of 30 days under diagnosed/climatological ice. There is also
weak surface restoring of salinity in the open ocean with a timescale of 1 year to prevent
global salinity drift.

3.2 BIR implementation and simulation design

In theory, like the TTD, the BIR is the response to Delta function source. In practice, the
implementation of the BIR was achieved using a 1 year long top hat function in order to
average over the seasonal cycle (the same method was employed by Khatiwala et al. [14] and
PM06 in their TTD simulations). This is accomplished by fixing the top layer value of the
tracer to (1/year) for 1 year, then resetting to zero at all later times. As a result, the surface
becomes a sink for the BIR tracers after the first year.

Because TTDs and BIRs share the same statistics, an ensemble of BIR realizations is
necessary to estimate the TTD. Instead of running the model several times with a single BIR
tracer, each member of the ensemble was run within the same ocean simulation, but the start
times for the first four surface impulses were separated by 2 years. The fifth ensemble member
was added after an interval of 30 years. The decorrelation time for oceanic eddies is much
smaller than 2 years, so each BIR ensemble member can be considered to be transported by
an independent realization of the eddy flow field.

Figure 1 shows a schematic of the simulation design. The model was spun up from rest
with no passive tracers for 15 years, which is long enough for the upper ocean circulation to
reach a statistically steady state. At this point, tracers were added at the appropriate times
and the run continued for another 105 years. An ensemble of five realizations of “global”
BIRs (i.e., where the source region� is the entire global ocean surface) were simulated. The
majority of the presented results will focus on these global BIRs. A single realization of six
“regional” BIRs (where� is not the entire ocean surface, but a subset thereof) were included
to provide additional information on the relative contributions of different surface regions

0 15 17 19 21 5139 120
Model year

spinup

global BIR1

global BIR2

global BIR3

regional BIRs

global BIR4

global BIR5

Fig. 1 Schematic of the simulation design showing the starting time and duration of each BIR
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in ocean ventilation. Just as with the global BIRs, the surface layer in each defined region
is reset to a value of (1/year) every timestep for a year. Outside of each region, the surface
value is reset to zero for all times.

As can be seen in Fig. 1, each of the five global BIRs span a different amount of time,
but there are two clear choices of record length when performing ensemble statistics. For
long time scales, we will consider the first 100 years of BIR1, BIR2, and BIR3, where time is
defined relative to January 1 of the year in which the particular BIR was introduced into the
simulation. For shorter time scales, the ensemble consists of the first 30 years of all five BIRs.

4 Results

The results shown in this paper will focus on the characteristics of the simulated BIRs.
Detailed analysis of the model circulation can be found in Maltrud et al. [20], where a wide
array of metrics are applied to demonstrate a high degree of model fidelity when compared
to data, theory, and previous high-resolution ocean simulations. As discussed by Maltrud
et al. [20], the simulated geographical distribution and amplitude of eddy-activity shows a
very close correspondence with observations, and there are many features of the simulated
circulation that show a significant improvement over those seen in this model’s predecessor
(MM05, [21]).

This section begins with a general overview of the global BIR distribution; we then con-
sider the statistics of the timeseries of the ensemble BIR members, and the statistics of the
first moment of the BIRs. Finally, we briefly show some results from a set of regional BIR
simulations.

4.1 BIR evolution

One way of looking at the BIRs is as a dye tracer with an impulse surface boundary condition.
Figure 2 shows snapshots of two BIR realizations in the North and South Atlantic (left and
right panels, respectively). In the North Atlantic snapshot, a tongue of high tracer values (red
colors) can clearly be seen being advected around Flemish Cap, superimposed on a very tur-
bulent background. The differences in tracer values between the two BIR realizations shown
are clearly discernible by eye. In both realizations, very strong tracer gradients are evident
across very small spatial scales. Much of this high-frequency variability is smoothed out in
the lowermost panel (Fig. 2e), which shows the five-member ensemble average of the fourth
year annual mean BIRs. The differences between the two realizations of the tracer in the South
Atlantic are not quite so pronounced as in the North Atlantic; however, individual eddies can
still clearly be seen as Agulhas rings and turbulence associated with Antarctic Circumpolar
Current (ACC) fronts. Again, the ensemble-mean (Fig. 2f) shows a very smoothed version
of the snapshots, and all semblance of individual eddies have been erased by the averaging.

The redistribution of the BIRs as the simulation progresses can be seen in the column inte-
grals in Fig. 3. After only 10 years, the Atlantic Deep Western Boundary Current (DWBC)
has transported the surface signal from the high-latitude North Atlantic into the Southern
Hemisphere. By contrast, in the coarse resolution simulation of PM06 (their figure 1), the
net mass transport of the DWBC is fairly realistic, but the model was not able to resolve
the narrow width and high speeds of the core of the boundary current. As a result, several
decades were required for the DWBC tracer signal to reach the Southern hemisphere in the
coarse-resolution simulation.
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Fig. 2 Snapshots of log(BIR1) (a, b) and log(BIR2) (c, d) at 112 m depth on July 1 of year 4 in the Gulf
Stream (left) and Southern Atlantic (right) regions. e, f Show the five member ensemble average of the year
4 annual mean BIRs for the same regions

After 50 years of model integration (Fig. 3b), some of the tracer transported southward
by the Atlantic DWBC has entered the ACC as Circumpolar Deep Water (dark blue colors
in the South Atlantic), and some Antarctic Bottom Water (AABW) has made its way into
the North Pacific basin (dark blue colors in the Western Pacific). Notable signals of dye are
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Fig. 3 Vertical integrals (weighted by the grid cell area) of the ensemble average annual mean global BIR for
years 10 (five ensemble members), 50 (four ensemble members), and 100 (three ensemble members). Note
the change in color scales between panels
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also seen along the equator in the central and eastern Pacific, this being a reflection of rapid
advection along shallow zonal currents in the equatorial Pacific basin.

At a time of 100 years (Fig. 3c), the highest column inventories are in the western half
of the Atlantic, and AABW has spread through much of the abyss in both the Pacific and
Indian basins. In PM06 (their figure 1), the DWBC signal has diffused across the entire North
Atlantic basin, and the AABW has only begun to cross the equator by this time. It should
be noted that it is not possible to distinguish from this figure alone between tracer added by
thermocline ventilation and that added by deep ventilation; the inferences above were made
by analyzing the distribution of the BIR on individual depth layers.

As described above, HZWH08 prove that TTDs and BIRs share the same statistics. An
interesting question is thus how different the individual BIR timeseries are from their ensem-
ble averages. Figure 4 shows the time dependent behavior of the simulated BIRs at several
locations for each ensemble member (colored curves) and the ensemble mean (thick black
curve). All show the greatest variability at early times, followed by remarkable conformity
for times later than the peak in the distribution, (i.e. for the most probable transit time). At
the Indian Ocean site, the response is dominated by the mixed layer processes related to the
annual cycle (though there is significant eddy variability originating in the Leeuwin Current).
In the northeast Pacific thermocline, eddies and differences in arrival time dominate the var-
iability. The Southern Ocean location is exceptional in that it is bimodal, with an early signal
from bottom water formed in the Ross Sea, followed by other Southern Ocean bottom water
sources (a similar bimodal distribution was also reported in PM06 for most deep Southern
Ocean locations). The most notable outlier in Fig. 4 is BIR5 (magenta curve) at the Arctic
location. Recall that BIR5 was introduced into the simulation 30 years after BIR4, so this
behaviour reflects a significant shift in the Arctic circulation during those three decades. This
demonstrates that the flow cannot be considered stationary (at decadal time scales), thus the
ensemble averaged BIRs are not a reliable estimate of the TTD in this particular region.

In addition to results from this simulation, a time series of the global BIR from PM06 can
be seen in Fig. 4c. As noted above in reference to Fig. 3a, the signal arrives much later and
has a broader leading edge in the low resolution (order 3◦) case due to sluggish transport
velocities and stronger diffusion. As one moves southward in the DWBC, the ratio of the
coarse to fine grid arrival time remains fairly constant around a value of 5. For example, at
10◦S, the BIRs from the current simulation arrive after about 10 years, compared to 50 years
for the PM06 run (not shown).

4.2 Convergence to complete TTD

Because ocean ventilation times are thousands of years for much of the deep ocean, and many
hundreds of years for the thermocline (PM06), it is important to determine over how much
of the ocean the simulated BIR tracers have captured the full breadth of the TTD within the
100-year integration. To asses this, we define two criteria for locating areas of (near) conver-
gence. Such a metric should prove useful in obtaining a global view of where the moments
computed from the simulated TTD, including the mean age, are meaningful. We here show
results using two different definitions of convergence:

(1) A TTD normalization threshold, which uses a criterion based on the TTD itself. By
definition, TTDs must integrate to unity,

I (x) = lim
τ→∞

τ∫

0

TTD(x, t ′)dt ′ = 1, (4)
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Fig. 4 Time series of monthly mean global BIRs at five locations. BIR1 through BIR5 are denoted by red,
green, blue, cyan, and magenta, respectively, and the five-member ensemble average by the thick black line.
Note that time axis varies in all of the plots, and that the ensemble mean is only defined for the first 30 years
since that is maximum duration of the shortest time series (BIR4). The DWBC location (c) also includes a
time series (dashed curve) from the 3◦ simulation of PM06. Note that the time axis varies in all of the plots

so a threshold of 0.95 for this integral has been chosen to define convergence. It is
important to note that this relation only holds for BIRs in an ensemble average, that
is, any given realization of the BIR may integrate to a value somewhat greater than
or less than unity (HZWH08). The extent to which the average BIR integral exceeds
unity may also be an indicator of how robust the estimate is for a given ensemble size,
with highest values corresponding to lowest confidence. However, other factors such
as numerical dispersion of the advection scheme or the finite length of the initial tracer
impulse could contribute, and we are not able to distinguish between these possibilities
with the available model output.
Figure 5 shows TTD integral, I (x), after 100 years at 268 m depth. The colors in Fig. 5
change to yellow at a value of 0.95 (the normalization threshold), so areas that are not
blue–green may be close to convergence. In general, the subtropical gyres are relatively
close to convergence since they are regions with large amounts of rapidly ventilated
mode waters. The North Atlantic subpolar gyre is also close to convergence due to
annual wintertime convection reaching this depth. Areas that experience upwelling,
such as eastern boundaries and equatorial regions, or that are strongly stably strati-
fied, such as the northern Indian and Weddell Sea, are furthest from converging after
100 years of model integration.

(2) An age-trend threshold For direct comparison with ocean data, it is the age of a water
parcel that is of primary interest, rather than the full BIR or TTD. As noted above, TTDs
represent PDFs of transit times at a particular location, so by definition the first moment
of the TTD is the mean age of the water mass:

Age(x) = lim
τ→∞ Age(x, τ ) = lim

τ→∞

τ∫

0

T T D(x, t ′)t ′dt ′. (5)
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Fig. 5 Ensemble averaged BIR normalization integral (Eq. 4) at 268 m after 100 years of model integration
(colors). Stipling shows regions of convergence using an age trend threshold (Eq. 5) of 1 year/decade

Because TTDs and BIRs share the same statistics, the first moment of the BIRs can be
interpreted as an estimate of the true mean age of the water-mass. Figure 6 shows the running
integral of the mean age, calculated using the BIRs at the same locations as in Fig. 4. Note
that at each of the selected locations, the mean age of the water-mass changes rapidly with
time, before asymptotically approaching the “true” mean age. Running integrals are thus
useful as an indicator of the completeness of our century long TTDs, i.e, the degree to which
they sample the complete range of transit times. Even after 100 years of model integration,
only those locations with an age of less than 10 years (such as the Indian Ocean site in Fig. 4)
appear to be have complete TTDs. The age-trend threshold is defined as a trend of 1 year of
age increase per decade of simulation. The stipled regions in Fig. 5 show areas that meet this
criterion. The same general patterns emerge using the normalization threshold and age-trend
threshold metrics.

4.3 Spatial distribution of the first moment

Figure 7 shows the ensemble average, standard deviation, and relative standard deviation of
mean age at 268 m for the three-member (i.e., each longer than a century) ensemble after
100 years of model integration. The standard deviation of mean age is typically only a few
years at this depth, resulting in relative variation of only a few percent over most of the globe.
In the regions where the age is close to its asymptotic value (Fig. 5), the standard deviation
of age tends to be very small, indicating that the average BIR age is likely to be a good
approximation to the TTD age in these regions.

There are several areas that stand out in Fig. 7 that indicate where the three member
ensemble average BIR may not be a reliable estimate of the TTD. For example, in the south-
eastern Pacific, the relatively high variability in the standard-deviation of mean age is due to
BIR3 having a somewhat higher amplitude and wider distribution than either BIR1 or BIR2,
and thus a greater age. This could be the result of an additional water mass contribution at
this location, but without more flow pathway information (from regional BIRs or lagrangian
particles, for example) it is difficult to be conclusive. The Weddell Sea, Sea of Japan, and
Baffin Bay are all showing a sensitivity to the depth and timing of convection.
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Fig. 6 Time series of the first moment (Age(x, τ )) of global BIR1 through BIR5, at the same five locations as
in Fig. 4. Again, the individual realizations are denoted by red, green, blue, cyan, and magenta, respectively,
and the five-member ensemble average by the thick black line. The dashed curve in c is from the 3◦ simulation
of PM06

Figure 8a–c shows meridional sections of the mean age derived from the three-member
ensemble average BIRs, again with the standard deviation and relative variation, at 55◦W
in the North Atlantic. The youngest water is found above the thermocline and in Labrador
Current water making its way around the Grand Banks at the northern end of the section. The
average BIR integral contours in Fig. 8 clearly show the more rapidly ventilated (younger)
NADW in both the north and south centered around 2,500 m. Even though the deepest water
(below 4,000 m) appears to be younger than at mid-depths, the BIR here is incomplete, so it is
very likely that it would become the oldest water if the simulation was run for a substantially
longer time. The variability along this section shows a relative minimum centered around
1,000 m associated with low salinity intermediate water from the south.

In the Pacific along 155◦W (Fig. 8d), the youngest water is again found in the upper
thermocline. The apparently low age water that occupies much of the range between 1,000 m
and the bottom is actually a result of the fact that no signal has reached these depths after
100 years, consistent with the absence of large scale deep water formation in the north Pacific.
The signature of AABW can clearly be seen originating from the south and flowing into the
middle northern latitudes in the abyss.

One important question is that of whether increased ensemble size leads to an increase in
our confidence in the statistics. Similar statistics to those in Fig. 7 may be obtained using the
five-member ensemble, though due to the shorter duration it is necessary to move higher up
in the water column to find BIRs that are complete. It was found that, at 112 m depth, after
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Fig. 7 a Ensemble average age (years), b standard deviation of age (years), and c relative standard deviation
(standard deviation divided by the average, in percent) calculated from global BIR1, BIR2, and BIR3 at 268 m
after 100 years
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Fig. 8 a Ensemble average age (years), b standard deviation of age (years), and c relative standard deviation
(percent) calculated from global BIR1, BIR2, and BIR3 at 55 W after 100 years. The average BIR integral is
contoured with values of 0.5 and 0.8 in a and d to indicate which areas are relatively close to convergence.
d Ensemble average age (years) at 150 W with same overlying contours as in a
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Fig. 9 Global area-averaged ensemble standard deviation of age (in years) at 112 m after 30 years using all
possible unique combinations of between two and five ensemble members. The clusters of points with higher
values each contain member BIR5 (see text)

30 years, the ensemble average, standard deviation, and relative standard deviation of age
computed using five ensemble members was very similar to that seen in Fig. 7, with lowest
mean age in the subtropical gyres and convection regions, and relative standard deviation of
only a few percent in most areas.

Figure 9 shows the global area-averaged ensemble standard deviation of mean-age at
112 m as a function of ensemble size, using all possible combinations of ensemble mem-
bers. For example, the ensemble size of three on the x-axis includes the ten possible unique
combinations from (BIR1, BIR2, BIR3), (BIR1, BIR2, BIR4), etc. Since the spread in val-
ues decreases with the ensemble size, we conclude that a larger ensemble does improve our
confidence, but that even an ensemble size of three can give a fairly good estimate of the
statistical behavior, at least for this definition of a metric. It is worth noting that there are two
distinct groupings of points in Fig. 9 for each ensemble size. The higher values all include
contributions from BIR5 which has anomalously large departures from the ensemble mean
in the Arctic (Fig. 4). If the Arctic is excluded from the calculation, the higher values drop
by about 10%. This is an indication that the ideal of statistical stationarity of the flow field
was not completely achieved over multi-decadal timescales.

4.4 Regional BIRs

As noted in Sect. 3.2, the simulation also included six regional BIRs for which the surface
region� was not the entire ocean surface, but a specific area of interest (Fig. 10a). Regional
BIRs can further elucidate the water mass properties at a given location by quantifying the
relative importance of the source region on the parcel composition. These regional BIRs were
simulated for 20 years, and only a single realization was performed for each source region.

Figure 10b–d shows the percentage of the global BIR3 integral (4) due to contributions
from the regional BIRs. The global BIR3 integral is used as a reference since it was initiated
at the same time as the regional BIRs (Fig. 1). By definition, the sum of all of the regional
BIRs add up (within numerical error) to be identical to BIR3 in areas where there are no
contributions from undefined regions, thus creating well-defined percentages. The colors
map directly to the regions denoted in Fig. 10a (with yellow being the contribution from all
regions except these), and the color saturation reflects the percentage. For example, Fig. 10b
shows which source regions contribute the most to the total BIR3 integral after 20 years at
2,125 m depth. The NADW at this level is dominated (typically 70–90%) by contributions
from the Labrador Sea (blue); only to the southeast of the Reyjknes Ridge is Irminger Sea
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Fig. 10 a Locations of the surface ocean area which define the regional BIRs. Note that there is a sixth
regional BIR that includes much of the Southern Ocean which is not considered here. b Primary contributions
(color coded by the surface region seen in a) to the global BIR3 integral, I (x), at 2,125 m depth after 20 years
from each of the regional BIRs. The most saturated colors denote 100% of the total due to a particular regional
BIR, and the least saturated (i.e., white) denote 50%. Areas that are grey have no BIR value, indicating that no
ventilation has occurred yet. c Primary contributions to the global BIR3 integral at 918 m depth after 20 years
from each of the regional BIRs. The most saturated colors denote 100% of the total, and the least saturated
denote 40%. d Secondary contributions to the global BIR3 integral at 918 m depth after 20 years from each of
the regional BIRs. The most saturated colors denote 40% of the total, and the least saturated denote 2%

water (green) the most plentiful component. If we consider which regional BIRs are the sec-
ond most important in the total BIR3 integral, the patterns remain the same as in Fig. 10b, but
the colors have switched (blue with green and cyan with red, not shown). The percentages
have also dropped (since these are the secondary contributions), showing that Irminger Sea
water accounts for 10–20% of the NADW at this depth. When considering the third most
important contributors, we find a 5–15% contribution to the NADW from GIN Seas water
(red, not shown).

At shallower depths (918 m), the primary contributions to BIR3 more directly corre-
spond to the locations of the surface regions (Fig. 10c). In particular, the Subtropical water
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(magenta) has been ventilated to the south of the Gulf Stream, with Labrador Sea water
making its way south along the North American coast. Waters from the south (yellow) have
penetrated through the equatorial current system into the Caribbean. The secondary con-
tributions show a much more complex arrangement (Fig. 10d). Advection of Irminger Sea
(green) and Subtropical (magenta) water through the gyre from the northeast can be seen.
Labrador Sea water (blue) has been captured from the DWBC via the equatorial currents
and is returning northward along the coast of South America. Mediterranean Sea outflow
(yellow) can be seen clearly and is an important constituent (35%) in the eastern basin. The
striped pattern to the east of Florida indicates the intersection of the different water masses,
each associated with a range of densities, with this depth.

5 Discussion

In a highly turbulent flow, the use of ensemble averaging is fundamental. This is especially
true here, where the statistics of the field we want to know (the TTD) are the same as for the
field that is being simulated (the BIR). Due to the large computational burden imposed by
the high horizontal resolution grid, a tradeoff between ensemble size and length of simula-
tion was required a priori, with minor modifications being made during the run. Similarly,
the length of the spinup run was chosen to be 15 years to allow for the maximum possible
duration of the tracers. While this certainly is not enough time for the complete circulation to
reach equilibrium, it is likely sufficient for the upper ocean processes, such as ventilation and
formation of boundary undercurrents, that are of interest here (see, e.g., figure 1 of MM05).

Although performing statistics on an ensemble size of 5 (or 3) is far from ideal, it appears
that we can obtain valuable information from them. Figure 9 suggests that any larger ensemble
that could have practically been simulated (say, 10 or 15 members) would not have increased
our confidence by a tremendous amount. Further, the 40-member simulations performed by
Haine et al. [8] clearly show that a much smaller number of ensemble members are necessary
at times sufficiently greater than the peak. On the other hand, Fig. 9 is only one metric at
one model depth. The need to employ more statistical techniques, especially those specific
to small ensemble sizes, is a path for future work.

As can be seen in Fig. 5, it appears that only a small percentage of the ocean has com-
plete/converged BIRs. Figure 11 shows the depth dependence of convergence for both the
TTD normalization and age-trend thresholds. These criteria are very consistent except at
depth where the normalization threshold picks up the Atlantic DWBC, while the age-trend
does not because the tails of the BIRs fall off relatively slowly with time (Fig. 4). Globally
integrated, the TTD normalization threshold shows that 4.7% of the ocean volume has con-
verged, while the age-trend threshold results in a somewhat lower value of 3.2% by the end
of the 100 year simulation.

However, BIR convergence is likely to be too stringent a criterion for determining whether
BIRs can be used as an estimate of the TTD. As seen in Fig. 4, the variability of the BIRs (both
in time and among the ensemble members) decreases dramatically during their decay phase.
It may then be possible to extrapolate the ensemble averaged BIR to much greater times,
thus increasing the number of complete TTDs. For example, Fig. 12a shows the estimated
TTD at a single location, showing that it exhibits a power law behavior for times following
the peak of the distribution. Using this form in the first moment integral (Eq. 5), it is possible
to estimate the asymptotic value of the age (Fig. 12b). This method likely provides an upper
bound on age, since theory predicts that the BIRs decay exponentially at very large times [7],
thus asymptoting faster than for any power law.
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Fig. 11 Percentage of ocean area that has converged at each model depth using the normalization integral
threshold (Eq. 4, black) and age-trend (Eq. 5, red). Blue curve shows the percentage of area at each depth that
has passed the peak in the TTD by year 75

t-2.05

a

b

Fig. 12 a Time series of BIR1 at 21 N, 55 W, and 230 m depth in the subtropical Atlantic. The best least-
squares fit to the slope for times greater than 12 years is −2.05. b First moment integral of the same BIR where
circles denote the actual values and the solid line is the extrapolation based on the t−2.05 power law fit
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Although extrapolating all of the TTDs is beyond the scope of this paper, it is possible
to estimate how many distributions may be amenable to extrapolation. The blue curve in
Fig. 11 shows the percentage of TTDs whose peaks are reached by year 75, leaving 25 years
of decay to guide the extrapolation. This results in a major increase in the volume of the ocean
with potentially complete TTDs from 3.2 (using the age-trend threshold) to 50%. Note that
essentially the entire ocean above 500 m has passed the peak of the TTD, and that 35–40%
of even the deep ocean volume has achieved this threshold.

A second possible limitation of our experiments relates to the assumption of statistically
stationary flow underlying the connection between the ensemble mean BIR and the TTD.
While the simulation was forced with repeating annual cycle atmospheric conditions, and in
many metrics (e.g. global mean kinetic energy) the flow is statistically stationary, there are
signatures of low-frequency, multi-decaldal trends in some aspects of the circulation. These
can be due to either model drift or intrinsic low frequency modes of variability arising in the
turbulent solution. Evidence of this behavior was noted in the relatively large variability (as
high as 40–50%) in the Arctic seen in Fig. 4. This may provide some insight into an upper
bound, since it is due to a shift over the three decade period between the release of BIR4
and BIR5. Where the flow remains statistically steady, we would therefore expect the age
variability to be much lower, perhaps on the order of 10%. We are planning a companion
simulation forced with interannually varying atmospheric fields to quantify its effect.

6 Conclusions

We have presented results from a century-long simulation of the global ocean using a 1/10◦
grid that allows for spontaneous formation of mesoscale eddies. A suite of passive tracers,
including an ensemble of five global BIRs were introduced in the simulation for the purpose
of estimating distributions of water mass ventilation timescales. These provide the first esti-
mate of the ocean TTD where the stirring and mixing effects of eddies have been accounted
for directly rather than parameterized.

Consistent with the idealized basin study of HZWH08, one of our primary results is that
the variance across the ensemble collapses dramatically for times following the peak in the
TTD. At earlier times, significant variations due to chaotic processes can be seen in time
series of the BIR for any given ensemble member (Fig. 4), but indications are that the
modest size ensemble used here (five members for transit times less than 30 years) may be
sufficient to obtain a robust estimate of the TTD. The TTD has important advantages over
the individual BIRs, such as representing a true probability distribution function of transit
times, and being able to be used in the convolution integral (Eq. 3) that propagates surface
values of a tracer into the interior.

We also have found that the first moment (or age) of the BIRs is typically dominated by the
long tail of the distribution where the variability is relatively small, so in those regions that
have reached convergence the variations in the estimated age are typically only a few percent
of the mean. Further, it appears that the long-time behavior of the BIRs may be amenable to
extrapolation, resulting in even a more accurate assessment of water mass age.

While the variability across the ensemble arising from eddies is relatively small for inter-
mediate and long transit times, there are fundamental differences in the character of the TTDs
obtained here as compared to coarser resolution simulations. This is an indication of the defi-
ciencies in the representation of sub-gridscale transport processes in the coarse resolution
models. This result suggests that the TTD obtained from this simulation may provide a useful
metric against which to judge eddy mixing parameterizations used in climate models.
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