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Preface

34th International Liège Colloquium on Ocean Dynamics
Liège, Belgium, May 6–10, 2002

Tracer methods in geophysical fluid dynamics

Available online 6 March 2004
The International Liège Colloquium on Ocean Dy-

namics is organized annually. The topic differs from

year to year in an attempt to address, as much as

possible, recent problems and incentive new subjects

in oceanography.

Assembling a group of active scientists from var-

ious countries and often different disciplines, the

Liège Colloquia provide a forum for discussion and

foster a mutually beneficial exchange of information

opening on a survey of recent discoveries, essential

mechanisms, impelling questions and valuable recom-

mendations for future research.

The 2002 issue of the Liège Colloquium focused

on the use of tracers and tracer methods in geophys-

ical fluid dynamics and environmental studies.

Natural processes and man’s activities introduce

into the ocean and the atmosphere constituents—or

tracers—that are transported subsequently at various

time and space scales. Decades of measurements of the

concentrations of these tracers have generated huge

data sets made available to the scientific community

through—more and more open—data bases. Dealing

with these figures is far from trivial, one of the reasons

thereof being that there are so many of them. This is

why specific methods have been designed for handling

these data.

Tracers are of course important for themselves in

large scale and regional pollution studies. The careful

analysis of in situ measurements and the modeling and

forecast of concentration fields of pollutants form

indeed a prerequisite for the rational management of

marine resources. Appropriate techniques for the anal-
0924-7963/$ - see front matter D 2004 Elsevier B.V. All rights reserved.
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ysis of data sets and for modeling the advection/

dispersion of pollutants, especially in the context of

operational oceanography, are therefore developed.

Tracers allow the definition of water masses and of

their characteristics. They provide therefore an indi-

rect appraisal of the flow and fluxes of material

through the marine system. Their study delivers

valuable information about the hydrodynamics of a

region, the general movement of water masses and

the exchange rates between adjacent basins. Many

results and facts about deep water circulation, for

instance, can only be inferred indirectly from the

analysis of appropriate tracers (Carbon-14, Helium-3

and others).

Tracer fields are also often the main source of

information available for calibrating and validating

hydrodynamic models; comparing measured and com-

puted concentration fields for various tracers provides

an indirect validation of the simulated flow. This

procedure of indirect validation is therefore widely

used in both regional and large scale studies.

This indirect validation is particularly suited to

environmental studies aiming themselves at the simu-

lation of the advection and diffusion of pollutants. It

does not however provide quantitative information

about the flow itself.

To go further with the analysis of tracer fields,

inverse techniques can be used to reconstruct the

velocity field (or only part of it, e.g. the vertical

component of the velocity vector) or some aspects of

the turbulence field from tracer and density data. While

the benefits of using a particular tracer are often
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hampered by uncertainties about the sources and dy-

namics of the tracer, the use of different tracers in

combinations can help to constrain the flow field and

reduce the error bounds.

Other tracer methods have been developed to diag-

nose particular aspects of the circulation in the ocean or

the stratosphere by using in situ measurements of tracer

concentration or numerically simulating the fate of

natural or artificial tracers. The age of a water mass

or of a constituent is among those techniques. By

combining advection and diffusion into a single statis-

tics, the concept of age constitutes a very valuable tool

to summarize the complex hydrodynamics of a system

into a single scalar field—regardless of the particular

tracer used for its computation. With the related con-

cepts of transit time and residence time, the age

provides a quantitative appraisal of the global transport

rates, leading to an improved understanding of the

dynamics of the system.

The different presentations made during the 2002

Liège Colloquium addressed critical issues related to

tracer techniques :

� How can we maximize the information gathered

from existing data bases?
� Which kind of information can be inferred from

tracer concentration measurements or simulation?
� What are the errors associated with tracer methods?
� What is the impact of subgrid-scale phenomena

and temporal and spatial variability?
� Can we advance tracer methods by improving our

theoretical understanding of advection and diffu-

sion phenomena?
Most of these issues are underlying or treated

explicitly in the collection of papers forming this

special issue of the Journal of Marine Systems. The

variety of subjects and geographical locations dealt

with in these papers reflects the wide range of applica-

bility of tracer techniques in marine science.
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Wallon, the University of Liège, the Commission of

European Union, the Scientific Committee on Ocean-

ographic Research (SCOR), The International Ocean-

ographic Commission of the UNESCO, the US Office

of Naval Research, the National Science Foundation

(NSF, USA). The Scientific Committee of the 34th

Liege Colloquium expresses their gratitude to all of

them.
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Abstract

Previous optimum multiparameter analyses have investigated spatial distribution of water masses and reported successful

results. This study tests the method further with application to a time series to examine temporal variability in water mass

distribution. Observations collected from the Sargasso Sea are utilised, mainly to detect well-documented property changes

that have occurred in Labrador Sea Water, but also possible fluctuations in water mass contributions as a whole.

The results show much structure and variability in the contributions of Central Water and upper deep waters in the depth

range 900–2000 m. It is proposed that the passage of warm and cold core eddies is indicated by these changes in relative

contributions of water masses, although quantitative comparison of satellite altimetry data with the model results is not

conclusive.

Significant irregularities in the distribution of Labrador Sea Water are also revealed by the model. Through-flow of

modified (since the early 1990s) Labrador Sea Water is denoted in the results by an apparent absence from mid-1995 to early

1998. This suggests a transit time of 5–6 years between the Labrador Sea and Bermuda, which is consistent with

observational findings described in the literature.
D 2004 Elsevier B.V. All rights reserved.
Keywords: Physical oceanography; Water masses; Modelling; Time series

Regional terms: North atlantic ocean; Sargasso sea

1. Introduction matic conditions. To give just one example, the ‘Great
The world’s oceans play a major role in climate

variability and climate change as the exchange of heat

and momentumwith the atmosphere results in a closely

coupled relationship of global influence. Water masses

receive their signatures from atmospheric processes

and are therefore good indicators for changes in cli-
0924-7963/$ - see front matter D 2004 Elsevier B.V. All rights reserved.
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Salinity Anomaly’ of 1968–1982, the gradual advec-

tion of a cold, fresh water mass around the northern

North Atlantic Ocean, could be traced back to changes

in the atmospheric circulation over the Arctic Ocean

(Walsh and Chapman, 1990).

Some of the most important water masses of the

global ocean are formed in polar regions during

wintertime, when observations of atmospheric con-

ditions and resulting water mass formation are

difficult if not impossible. This paper explores the
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possibility of inferring changes of water mass

properties in polar and subpolar regions from data

collected in the subtropics, using an optimum

multiparameter (OMP) modelling technique.

OMP analysis has previously been applied to

identifying spatial distribution and mixing of water

masses (Tomczak and Large, 1989; Hinrichsen and

Tomczak, 1993; Maamaatuaiahutapu et al., 1994; van

Aken, 2000), whereas this study tests the concept to

analyse temporal variability using time series data.

Monthly observations made at the BATS station

(Bermuda Atlantic Time-series Study) are ideal for

this purpose as they comprise a high quality time

series of hydrographic parameters required for OMP

analysis (i.e., temperature, salinity, oxygen, nitrate,

phosphate and silicate).

The BATS station is situated south east of Bermuda

in the Sargasso Sea (nominal location 31j40VN,
64j10VW) and is therefore well positioned to monitor

changes occurring over time in Labrador Sea Water,

which flows southward through this region as the

uppermost layer of North Atlantic Deep Water. This

introduces an opportunity for testing OMP modelling

as a tool for identifying water mass changes as

variations in Labrador Sea Water properties have been

well documented over the decades (e.g., Dickson and

Namias, 1976; Lazier, 1980; Dickson et al., 1996).

BATS is a collaborative project between the U.S.

component of the Joint Global Ocean Flux Study

(JGOFS) and the Bermuda Biological Station for

Research (BSSR). Nutrient observations have been

obtained at the BATS station since November 1988,

therefore the present study is restricted to the period

1989–1999.

TOPEX/Poseidon satellite data of sea level anoma-

lies from observations taken in the vicinity of the

BATS station (31j7.5VN, 64j7.5VW) were used for

confirmation of some of the features seen in the BATS

hydrographic data. The satellite data were processed

by the CLS (Collecte, Localisation, Satellites) Space

Oceanography Division as part of the Environment

and Climate EC AGORA (ENV4-CT9560113) and

DUACS (ENV4-CT96-0357) projects, using methods

as described in LeTraon et al. (1998). The final

altimeter product, distributed by AVISO (Archiving,

Validation and Interpretation of Satellites Oceano-

graphic data), is an interpolated data set with a

resolution of 0.25j�0.25j.
2. Background and method

Optimum multiparameter (OMP) analysis is an

inverse modelling technique which determines the

relative contributions of various water masses to a

water sample. The method has been described in

various papers, for example in Tomczak and Large

(1989) and in Poole and Tomczak (1999). Classical

OMP analysis assumes that all hydrographic parame-

ters are conserved and therefore not influenced by bio-

geochemical processes. This is acceptable if the anal-

ysis is confined to a limited ocean region and the

source water types are defined from data obtained at

close proximity. The most recent development of the

method (Karstensen and Tomczak, 1998) accounts for

the non-conservative behaviour of oxygen and

nutrients by applying Redfield ratios, thereby allow-

ing extended OMP analysis to be applied at basin-

wide scales, using source water types that originate in

areas remote from the study region.

Redfield ratios were initially formulated by Redfield

et al. (1963) to describe the relatively constant propor-

tions maintained between dissolved organic carbon,

nitrogen, and phosphorus (C, N, P) based on planktonic

decomposition, and the related change in dissolved

oxygen (O). These elements are taken up by marine

organisms during synthesis of organic matter and are

subsequently remineralized during oxidation when the

organisms die. Silicate (Si) is present only in creatures

with silica shells, therefore the regeneration rate is not

as constant as for N and P and subject to regional

variation. Recent studies have re-evaluated the original

ratios (Takahashi et al., 1985) by accounting for mixing

along isopycnal surfaces, while Poole and Tomczak

(1999) determined a Redfield ratio for silicate for their

specific study region by comparing preformed silicate

values with observed measurements.

For this study, Redfield ratios for O:N:P of�171:

17:1 were taken from Takahashi et al. (1985) and

the ratio for Si:P (15:1) adopted from the study by

Redfield et al. (1963) for the western Atlantic

Ocean.

The OMP technique is an inversion method applied

to an over-determined system of linear equations,

which is solved for every individual data point. In

abbreviated form it can be written as

Gx� d ¼ r ð1Þ
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where G is the matrix of source water types, d is the

vector of observations, x is the solution vector and r is

the vector of residuals. The equations are normalised

(so that parameters measured in different units are

comparable) and weighted (to account for differences

in measurement accuracy or environmental variability

between parameters—see below). This study utilised

six hydrographic parameters (salinity, temperature,

dissolved oxygen, phosphate, nitrate and silicate),

therefore a maximum of six water types could be

included in any one model run.

Weights for the OMP matrix were calculated for

each depth range using the equation described by

Tomczak and Large (1989), that is:

Wj ¼
r2
j

djmax

ð2Þ

where rj is a measure of the ability of parameter j to

resolve differences in water mass content and djmax is

the largest of water mass variances for parameter j. rj

was calculated from the source watermatrix while djmax

was determined from available data in theWorld Ocean

Atlas (1998). Annual standard deviations were

extracted from the source regions of each water mass

for each parameter and the variance calculated from the

means. The largest variance for each parameter was

then used to determineWj. Weights for mass cannot be

calculated in this manner and were therefore arbitrarily

set equal to the highest parameter weight value. The

consequences of this are discussed in Results.

In normal applications of OMP analysis the source

water type matrix G is uniquely defined through the

source water types, which have to be known before the

OMP analysis can proceed. The analysis then seeks a

solution to Eq. (1) for given G and d that minimises r

and finds it by varying x. A strict approach to this

problem would require minimisation of Eq. (1) for

given d through variation of both x and G. This is a

non-linear, generally ill-behaved problem, and this

study did not attempt to solve it. Its approach follows

the normal OMP procedure, i.e., determines source

water type properties from existing historical data and

defines G as a time-independent matrix. Variability in

the water mass properties is then reflected in the time-

behaviour of the residuals: periods of ‘‘unusual’’ water

mass properties (which do not match the predetermined

source water types) will be seen as periods of abnor-

mally large residuals. While this does not allow the
quantitative determination of changes in water mass

properties, it is a good indicator of periods of unusual

air – sea interaction in the water mass formation

regions.
3. Water masses

A water mass is a body of water defined by a

common formation history and originating in a partic-

ular region of the ocean (Tomczak, 1999). Various

water masses interact throughout the ocean at all

depths and therefore any given volume of water can

be composed of several water masses.

A number of water masses are usually present in

and below the main thermocline in the Sargasso Sea.

Preliminary model runs showed the following water

masses were found to be the most appropriate choices

for the study region.

3.1. Western North Atlantic Central Water (WNACW)

Central Waters are formed by subduction in sub-

tropical regions and are the main component of the

permanent thermocline throughout the world’s oceans.

Emery and Meincke (1986) subdivided the Central

Waters of the North Atlantic into Western and Eastern

North Atlantic Central Water, based on variations in

temperature and salinity. They considered the differen-

tiation between east and west varieties expressed the

physically different properties of the eastern and west-

ern portions of the northern subtropical gyre. Research-

ers often group these Central Waters as one water mass

(Tomczak and Godfrey, 1994; Poole and Tomczak,

1999); however, a study by Hinrichsen and Tomczak

(1993) conducted in a region bounded by the Sargasso

Sea produced sound results using WNACW for ther-

mocline water, showing that the influence of Eastern

North Atlantic CentralWater is negligible in the region.

This study therefore uses WNACW as its thermocline

water mass.

WNACW extends to 1000 m at mid latitudes (Hin-

richsen and Tomczak, 1993) with a temperature range

of 7–20 jC and salinities between 35 and 36.7 (Emery

and Meincke, 1986). As Central Water masses display

linear temperature-salinity relationships, it is possible

to defineWNACWby the twowater types representing

the end points of straight lines in parameter relation-
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ships, with all data in between being linear combina-

tions of these two end points.

3.2. North Atlantic Deep Water (NADW)

North Atlantic Deep Water is the generic term for

several water masses which flow from their formation

region in the North Atlantic to the Southern Ocean,

fulfilling an important contribution to the global

thermohaline circulation, and the subsequent redistri-

bution of heat and salt (Gordon, 1986). Dickson and

Brown (1994) adapted extensive previous research

and used their own data sets collected from current

meter arrays to show that NADW consisted of four

main contributory components:

3.2.1. Labrador Sea Water (LSW)

Labrador Sea Water forms convectively during

winter in the central Labrador Sea from waters sup-

plied by the West Greenland Current and the North

Atlantic Current, and is traceable by its low salinity

and low potential vorticity (Pickart, 1991). It is the

warmest and shallowest component of North Atlantic

Deep Water, spreading out in four broad tongues from

the source area at depths around 1000–2000 m (Dick-

son and Brown, 1994).

The formation of LSW occurs on a sporadic basis,

highlighted by Talley and McCartney’s study (1982)

which showed that deep convection (and therefore

renewal of LSW) was diminished during a 10 year

period from 1962 to 1971. Similarly, Clarke and

Gascard (1983) found large volumes of LSW formed

in the winter of 1976, but that the strength of convec-

tion was much reduced in 1978.

More recent studies (Dickson et al., 1996; Sy et al.,

1997) have also confirmed the continuing variability

of LSW, with a series of intensifying deep wintertime

convection events occurring after 1988 in the central

Labrador Sea.

3.2.2. Iceland Scotland Overflow Water (ISOW)

Iceland Scotland Overflow Water is derived from

cold Norwegian Sea water which overflows the

ridges between Scotland and Iceland, initially entrain-

ing warm and saline Subpolar Mode Water. At later

stages, fresher Labrador Sea Water entering the

northern Iceland basin from the west is entrained

from above with upper parts of Antarctic Bottom
Water mixing from below (Talley and McCartney,

1982; van Aken, 2000). Dickson and Brown (1994)

noted that although ISOW overflows as a relatively

fresh source, it mixes so intensely with the warm

saline water from the local thermocline (i.e., Subpolar

Mode Water) that it carries a high salinity tag

thereafter (around 35.0).

Formed by this process of warm and cold entrain-

ment, ISOW flows from the source region following a

general westward path under the influence of the

Coriolis force and enters the western North Atlantic

via the Gibbs fracture zone in the mid-Atlantic ridge.

South of Denmark Strait it lies below the fresh core of

Labrador Sea Water but above the more dense Den-

mark Strait Overflow Water (Dickson and Brown,

1994).

3.2.3. Denmark Strait Overflow Water (DSOW)

Denmark Strait Overflow Water originates from a

water mass found at intermediate depths in summer in

the Norwegian Sea north of the sills, with salinities of

34.8–34.9. This intermediate source water mass out-

crops in winter in the Iceland and Greenland Seas and

overflows the Denmark Strait sill, which is at a depth

of just over 600 m (Swift, 1984). DSOW is the coldest

and densest of the NADW source waters and retains

its salinity minimum as it overflows and blankets the

lower levels of the western North Atlantic (Dickson

and Brown, 1994).

3.2.4. Antarctic Bottom Water (AABW)

The formation of Antarctic Bottom Water is ini-

tially due to deep convection driven by the freezing

of sea ice, but its final properties are shaped during

intense subsurface mixing with Circumpolar Water

(Tomczak and Godfrey, 1994). Locations of convec-

tion are difficult to verify, but evidence implies the

main formation area is the Weddell Sea where 50–

90% of AABW obtains its characteristics (Fahrbach

et al., 1995). Lesser volumes are produced at the

Amery Ice Shelf (Wong et al., 1998), the Ross Sea

(Jacobs et al., 1985) and the Adélie Coast (Rintoul,

1998).

AABW spreads through the deepest layers of all

Atlantic basins and is distinguishable by high silicate

and low oxygen levels compared to other subpolar

water masses (Dickson and Brown, 1994). It gradually

warms as it spreads from the south, slowly mixing



Table 1

Cruise data details, (Used for defining source water types)

Source Data set Ship Date Station

water
No. Position

LSW TTO/

NAS 55N

Knorr 01/09/81 194 58.1jN 54.3jW

ISOW TTO/

NAS 55N

Knorr 10/07/81 280 57.4jN 22.4jW

DSOW Reid/

Mantyla

Knorr 13/08/81 314 64.0jN 33.3jW

AABW GEOSecs Knorr 11/01/73 258 56.3jS 24.9jW
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with deeper levels of NADW (and at this stage is often

called Lower Deep Water).
4. Source water types

OMP analysis requires water masses to be quanti-

fied using source water types. A source water type is a

point in n-dimensional parameter space which corre-

sponds closely to the properties of a water mass at its

source region (Tomczak, 1999).

Previous studies utilising OMP techniques (Hin-

richsen and Tomczak, 1993; Poole and Tomczak,

1999) defined a source water type for the Atlantic

thermocline using the hydrographic parameters re-

quired by OMP analysis, which was deemed appro-

priate for this study. For the deeper water masses,

definitions were derived from cruise data downloaded

from the Java OceanAtlas web site (2002). Source

regions for the three northern components of NADW

were taken from Dickson and Brown’s (1994) study,

while AABW data were selected from the deepest

observations at high latitudes in the Southern Atlantic.

Cruise data had to be carefully selected to be within

the appropriate source region and include observa-

tions of temperature, salinity, oxygen and nutrients, as
Table 2

Source water matrix (source water types and parameter definitions for mo

Source water Pot. T (jC) S (psu) O (Amol/l) Ph

U WNACW 18.90 36.60 190 0.2

L WNACW 9.40 35.10 135 1.7

LSW 3.165 34.832 305 1.0

ISOW 3.06 34.97 280 1.1

DSOW 0.28 34.88 314 0.9

AABW �0.73 34.64 258 2.2
required by the modelling program. Table 1 outlines

cruise and station details.

Temperature data were converted to potential tem-

perature using the equations of Fofonoff and Millard

(1983). Oxygen data were converted to Amol l�1

using the molar volume of oxygen given by Weiss

(1981), i.e.

mol=l ¼ x

22; 392

ml=l

ml=mol

Table 2 summarises the final matrix of source

water types and their respective parameter definitions

which were used for input into the OMP program.

Not all water masses were included in the analysis

over the entire depth range. The analysis can take

advantage of the vertical ‘‘stacking’’ of the water

masses by splitting the analysis into a series of depth

ranges and selecting only those water masses for the

source water type matrix that can be reasonably

expected to contribute to the observed water mass

mix. Continuity of the result across depth range

boundaries is used to verify the validity of each

selection. This study divides the water column below

900 m depth into three depth ranges. Table 3 shows

the water masses and weights used for each depth

range.
5. Results

Fig. 1 shows the contribution of the various water

masses to the make-up of the water at different depths.

At the upper end of the analysed depth range close to

80% of the water is WNACW (Fig. 1a). By 1000 m

the presence of WNACW has dropped sharply to 45–

55% and gradually diminishes over the next 600 m to

values of less than 10% at 1600 m depth (not shown).
del input)

(Amol/l) Ni (Amol/l) Si (Amol/l) Mass conserv.

5 6.0 2.0 1

0 24.0 15.0 1

9 16.4 9.1 1

2 17.0 14.6 1

2 14.1 8.2 1

3 32.3 117.0 1



Table 3

Weights calculated and water mass selection for model input

Depth range and selected Weights

water masses
Pot. T (jC) S (psu) O (Amol/l) Ph 2(Amol/l) Ni (Amol/l) Si (Amol/l) Mass cons.

900–1400m U WNACW: L

WNACW: LSW: ISOW

271 126 30 4 32 10 271

1400–2400m U WNACW:

L WNACW: LSW: ISOW

271 126 30 4 32 10 271

2600–4200m ISOW:

DSOW: AABW

270 60 23 56 – – 270

The model was run without nitrate and silicate for the 2600–4200m depth range as only four parameters were required.
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Fig. 1b shows much vertical structure and temporal

variation in the distribution of LSW—in some cases

values jump from zero to 30% between two consec-

utive observations. The greatest irregularity is the

complete ‘absence’ of LSW throughout the water
Fig. 1. Water mass contributions (%). (a) WNACW, depth range 900–1

1400–2400 m; (d) ISOW, depth range 900–1300 m; (e) ISOW, depth ra
column from mid-1995 to mid-1998. Previous to this,

LSW has a patchy presence between 30% and 50% to

2000 m depth (Fig. 1c).

The contribution from ISOW (Fig. 1d and e) shows

strong vertical striping and structure to depths of 2000
300 m; (b) LSW, depth range 900–1300 m; (c) LSW, depth range

nge 1400–2400 m,; (f) ISOW, depth range 2600–4200 m.
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m, reflecting the distribution pattern of LSW and the

influence of WNACW. In the interval between 1995

and 1998 (when LSW is absent), ISOW intrudes as

high as 1200 m with values of 75% (Fig. 1d). At

depths below 2000 m, the distribution of ISOW is

generally horizontal and more uniform, with values of

100% at 2200 m gradually decreasing to around 50%

at the sea floor, i.e. 4200 m (Fig. 1f).

A pronounced contribution of DSOW begins

around 3200 m depth (not shown); above that values

are generally less than 20%. Between 3200 and 4200
Fig. 2. Mass conservation residuals. (a) depth range 900–1300 m; (
m DSOW fills the profile evenly throughout the ten

year period with contributions of 35–40%. AABW

(not shown) is restricted mainly to the region below

3600 m and then only in negligible proportions, with

contribution values of no more than 12%.

Fig. 2 shows the mass conservation residuals

plotted as a percentage, to indicate the quality of the

solution for each depth range. Note that the colour bar

values are different for each profile; as the weights for

mass conservation are arbitrary the absolute size of

the mass conservation residuals is of no significance.
b) depth range 1400–2400 m; (c) depth range 2600–4200 m.



Table 4

Variances of parameters used for perturbed model

U WNACW L WNACW LSW ISOW DSOW

Pot. T (jC) – – 0.02 0.003 0.014

S (psu) 0.02 0.02 0.0005 0.0002 0.0003

O (Amol/l) 5.0 2.0 20.8 18.4 39.9

Ph (Amol/l) 0.05 0.05 0.01 0.006 0.009

Ni (Amol/l) 0.7 0.7 0.025 0.089 0.399

Si (Amol/l) 0.5 0.5 0.334 0.583 0.182
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The residuals could be made as small as desired by

increasing the weight for mass conservation, but

changes of the residuals in space and time are an

indicator of the quality of the solutions and can reveal

significant changes or errors in source water types or

water mass distribution.

The largest residuals in the 900–1300 m depth

range (Fig. 2a) appear mainly in time intervals which

correspond to the apparent absence of LSW in the

water column (compare Fig. 1b), with the remainder of

the data displaying near zero mass conservation errors.

Error results for the deep and abyssal depth ranges

(Fig. 2b and c) generally indicate good matches

throughout the ten year period, although inconsisten-

cies coincident with the ‘absence’ of LSW continue

down to 2000 m. A band of relatively large residuals

can be seen along the 2400 and 2600 m observation

levels, a region consisting almost entirely of ISOW

(Fig. 1e and f). The band is the result of the water type

selection for the two depth ranges (Table 2), which

define ISOW as respectively the lower and upper apex

of the OMP mixing regime. Even small departures of

observed properties from the ISOW source water type

will cause the data combination to fall outside the

OMP mixing regime. OMP analysis allocates 100%

ISOW to such data points and gives them a relatively

large residual error.

As the water mass distributions show spatial con-

tinuity throughout all depth ranges and reflect known

source waters of the region, the model is considered to

be qualitatively valid. To verify the quantitative va-

lidity of the results, sensitivity to variations in the

source water types was examined.

The source water definition matrix was perturbed

by adding or subtracting to its elements the variances

calculated from the World Ocean Atlas (1998) stan-

dard deviation data. These values correspond to envi-

ronmental variability and measurement errors within a

particular source water region. Variances for Western

North Atlantic Central Water were taken from Hin-

richsen and Tomczak’s paper (1993). Table 4 summa-

rises the parameter variances for each source water

which were used to modify the definition matrix.

Mass residuals pertaining to the perturbed results

were then subtracted from the original model’s mass

residuals. These differences were two orders of mag-

nitude smaller than the conservation of mass errors,

indicating that the variations have minimal influence
on model results and thereby confirming that the

model is robust to variations in source water types.
6. Discussion

The analysis generally produced realistic models of

the distribution and contribution of the various water

masses present in the Sargasso Sea. Low residuals

(<5%) were obtained for each depth range indicating a

good match between source water types and the actual

data set. The following discussion expands on some

points of interest highlighted in the water mass

distribution diagrams and the error plots.
7. The Eddy field

A noticeable ‘striping’ effect in the water mass

distribution can be seen between 900 and 1200 m

depths in the structure of WNACW, which is also

reflected in LSW and ISOW distribution (Fig. 1a,b,d).

It is suggested that these changes in relative contribu-

tion of upper and mid depth water masses are the result

of meso-scale eddy dynamics within the Sargasso Sea.

Observations made by the MODE Group (1978)

found a persistent band of eddy variability in an area

southwest of Bermuda (26jN, 69jW) by undertaking

an extensive program of measurements over a five

month period. Frankignoul (1981) analysed 24 years

of low frequency temperature fluctuations from a

station 35 km south east of Bermuda and proposed

that the bulk of temperature variability in this region

was produced by quasi-geostrophic eddies. Investiga-

tions of the current field between Bermuda and the

Azores (from approximately 65jW to 40jW) showed

that the entire region was dominated by eddies pro-

duced by the Azores Current (Krauss et al., 1990).
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Hinrichsen and Tomczak’s study (1993) of the

western North Atlantic thermocline showed the imprint

of the eddy field on water mass distribution with

variations in WNACW and LSW fractions. Cyclonic

features (i.e. cold core rings) corresponded to smaller

amounts of WNACW below depths of 600 m and

higher values of LSW in the same depth range. Con-

versely, less LSWand higher values of WNACWwere

observed for anticyclonic eddies (warm core rings).

Mesoscale eddies vary in diameter from tens to

hundreds of kilometres with time scales of weeks to

months. Several estimates for the size of eddies and

their propagation speed in the Sargasso Sea have been

proposed, ranging from 70 to 100 km in diameter and

travelling between 2 and 5 km/day (MODE Group,

1978) to 200–300 km at 4.5 km/day (Richardson,

1983).

Assuming a translation speed of 3–4 km per day,

eddies of diameter 100 or 250 km (for example) would

take approximately 1 or 2–3 months, respectively, to

pass over a single observation site. It is therefore

reasonable to assume that the striping effect in the

time series plots denotes the passage of warm and cold

core eddies through the Sargasso Sea, as each eddy

event (or ‘stripe’) produces a 1–3 month signature in

the data.

Possible warm core rings can be seen as intrusions

of WNACW down to 1200 m, with contributions of

40% for periods of 1–3 months, whereas a reduced

contribution of WNACW along the 900 m depth

range may indicate cold core eddies with values

decreasing from around 75% to 50% for intervals of

1–2 months.

Cyclonic eddies are localised regions of low pres-

sure comprising water of cooler temperatures which is

denser than the surrounding water, and can therefore

be seen in satellite altimeter data by a corresponding

decrease in sea level. The opposite situation applies to

anticyclonic rings which are composed mainly of

warmer water and show as a positive anomaly in

altimeter data.

Quantitative analysis between actual sea levels

(using TOPEX/Poseidon altimeter data) and model

results did not provide conclusive evidence of eddy

fields. Cross-correlation showed the highest correla-

tion at 10–20 day time lags, but with a correlation

coefficient of only 0.5. The time lag is most likely due

to the BATS station being located approximately 60
km north of the altimeter observation point, while the

poor factor of correlation could be due to comparing

900 m depth model data with surface data.
8. Changes in Labrador Sea Water

Fig. 1b and c shows many changes and a lesser

contribution than expected in the occurrence of Lab-

rador Sea Water throughout the ten year study period,

with corresponding variations in Iceland Scotland

Overflow Water distribution (Fig. 1d and e). It is

unlikely that the irregular distribution of LSW is an

indication of the physical situation in the Sargasso

Sea, but rather a record of property modifications of

Labrador Sea Water and the subsequent time lag

between the source region and Bermuda. Such prop-

erty modifications could also explain the large rise in

error levels associated with the apparent variations in

LSW content (Fig. 2a).

If the property definitions of one water mass

change, the OMP program will allocate another water

mass which is close in parameter space. The mass

conservation residuals reflect this inaccuracy by

showing maximum errors during times when LSW

is ‘absent’ (i.e. 1993, and June 1995 to June 1998)

and ISOW has been designated as the ‘replacement’

water mass.

The evolution of Labrador Sea Water properties

during the last few decades has been documented by

several authors. It is not the intention of this paper to

add new insight to this set of observational knowledge

but to use the information as validation for our model

results. The following briefly summarises recent re-

search on the various processes involved and the

impact on LSW properties:

Dickson et al. (1996) have suggested that long term

changes in convective activity in the North Atlantic are

in response to atmospheric forcing, namely the North

Atlantic Oscillation (NAO). The NAO is a large scale

alternation of the atmospheric masses between the

Icelandic low and the Azores high pressure cells. A

‘high index’ pattern indicates strong mid-latitude

westerlies, which blow cold, dry air from Canada

across the Labrador basin and are a significant factor

in determining the depth of winter convection in the

Labrador Sea. Studies on the variability of sea ice

extent in the Labrador Sea, also affecting convection



H. Leffanue, M. Tomczak / Journal of Marine Systems 48 (2004) 3–1412
rates, have associated large positive anomalies with

simultaneous NAO and El Niño Southern Oscillation

(ENSO) events (Wang et al., 1993; Mysak et al.,

1995).

The progressive reduction and ultimate cessation of

convective activity in the Labrador Sea during the

1960s, and its return in 1970/1971 has been well

documented (e.g. Dickson and Namias, 1976; Lazier,

1980). From records of the ocean weather ship (OWS)

Bravo, the restoration and increased production of

deeply convected water has intensified in two main

stages, the first from 1972 to 1976 and the second from

1988, producing fresher and colder Labrador Sea

Water (Lazier, 1995). Dickson et al. (1996) found that

continued deepening convection eventually reached

into the lower layers of NADW, resulting in cooler

and slightly more saline LSW from around 1990–

1995. The model appears to reflect this modification of

LSW if the transit time between the Labrador Sea and

Bermuda is around 5–6 years.

Early studies estimated a LSW transit time from

source to the subtropics of 18 years (Smethie, 1993;

Doney and Jenkins, 1994), but more recent analysis of

temperature, salinity and tracer data suggests a time

lag of 10 years from the Labrador Sea to the Bahamas

(26.5jN) (Molinari et al., 1998). These contrasting

results were interpreted by the researchers as possible

fluxes in the energy state of the Gulf Stream and its

recirculation, with the Deep Western Boundary Cur-

rent (DWBC) linking more directly with the Labrador

Sea when energy levels are relatively low and there-

fore establishing a shorter route.

Pickart et al. (1996) argue that increased forcing

due to the harsh winters of the 1980s and 1990s has led

to the formation of LSW outside of the Labrador Sea,

where it is easily entrained into the DWBC and carried

southward quickly, evading the recirculating gyre of

the Labrador Sea. Curry et al. (1998) showed that the

correlation between extreme convection events in the

Labrador Sea and the arrival of LSW with a cooler

temperature signal near Bermuda was highest at a 5–6

year time lag. The OMP model complements these

findings, and highlights LSW short term variability as

source water definitions were taken from 1981 cruise

data and effectively capture a small ‘plateau’ of LSW

stability before the marked changes of the late 1980’s

and early 1990’s (as shown in Fig. 21a of Dickson et

al., 1996).
9. Conclusions

This study documents an application of OMP

analysis for identifying variations in the temporal

distribution of water masses in the Sargasso Sea.

OMP analysis has previously been applied to mixing

situations mainly in the thermocline with a minimal

number of studies on water masses at deeper oceanic

levels. This is possibly the first study to apply OMP

analysis to a time series of data, showing changes in

the contribution and properties of western North

Atlantic water masses from 1989 to 1998.

Overall the analysis has produced models of water

mass distributions which are reasonable and realistic,

supported by low residuals in mass conservation and

confirming generally accepted views of the Sargasso

Sea environment. From the results, the two main areas

of interest are the variations in relative contributions

of water masses at intermediate depths, and the

intervals of higher values for mass conservation errors

which occur when Labrador Sea Water is non-existent

in the model output.

The incursion of warmer Central Water down to

depths of 1200 m for periods of 1–3 months and the

converse situation of decreased contributions at 900 m

over similar time spans, is believed to indicate the

passage of warm and cold core eddies through the

observation site. The literature verifies a persistent

eddy field in the region, although cross correlation

between satellite altimeter data and the model results

is not conclusive.

Irregularities in the distribution of Labrador Sea

Water, found mainly in the time interval between mid

1995 and 1998, reveal modification of LSW proper-

ties at the source region. Since 1990, severe protracted

winters due to strong NAO events and/or simulta-

neous NAO/ENSO episodes have extended the con-

vection process into the ISOW layer, creating LSW

which is saltier and colder than the classical defini-

tion. The model indicates a transit time of around 5–6

years for this altered LSW to reach the Sargasso Sea,

which is in agreement with observational findings.

In conclusion, this study has found variation in

both water mass distribution and source water forma-

tion on a temporal scale. OMP analysis has proved to

be an effective tool, possibly for detecting mesoscale

oceanic features such as eddies, and for identifying

water mass property modifications.
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Future work will have to concentrate on develop-

ment of OMP analysis into a nonlinear minimisation

scheme that allows simultaneous variation of the water

mass contribution vector x and the source water type

matrix G. This would allow not only the identification

of periods of unusual water mass properties (such as in

this case the period mid-1995–1998 for LSW) but also

a quantitative determination of the change that oc-

curred. The result could be a time history of source

water type properties for several water masses formed

in different regions, derived from observations at a

single location in the easily accessible subtropics.

Work in that direction is proceeding.
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Abstract

We compare simulations of the injection of mantle helium-3 into the deep ocean from six global coarse resolution models

which participated in the Ocean Carbon Model Intercomparison Project (OCMIP). We also discuss the results of a study carried

out with one of the models, which examines the effect of the subgrid-scale mixing parameterization. These sensitivity tests

provide useful information to interpret the differences among the OCMIP models and between model simulations and the data.

We find that the OCMIP models, which parameterize subgrid-scale mixing using an eddy-induced velocity, tend to

underestimate the ventilation of the deep ocean, based on diagnostics with d3He. In these models, this parameterization is

implemented with a constant thickness diffusivity coefficient. In future simulations, we recommend using such a

parameterization with spatially and temporally varying coefficients in order to moderate its effect on stratification.

The performance of the models with regard to the formation of AABW confirms the conclusion from a previous evaluation

with CFC-11. Models coupled with a sea-ice model produce a substantial bottom water formation in the Southern Ocean that

tends to overestimate AABW ventilation, while models that are not coupled with a sea-ice model systematically underestimate

the formation of AABW.

We also analyze specific features of the deep 3He distribution (3He plumes) that are particularly well depicted in the data and

which put severe constraints on the deep circulation. We show that all the models fail to reproduce a correct propagation of

these plumes in the deep ocean. The resolution of the models may be too coarse to reproduce the strong and narrow currents in

the deep ocean, and the models do not incorporate the geothermal heating that may also contribute to the generation of these

currents. We also use the context of OCMIP-2 to explore the potential of mantle helium-3 as a tool to compare and evaluate

modeled deep-ocean circulations. Although the source function of mantle helium is known with a rather large uncertainty, we
0924-7963/$ - see front matter D 2004 Elsevier B.V. All rights reserved.
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find that the parameterization used for the injection of mantle helium-3 is sufficient to generate realistic results, even in the

Atlantic Ocean where a previous pioneering study [J. Geophys. Res. 100 (1995) 3829] claimed this parameterization generates

inadequate results. These results are supported by a multi-tracer evaluation performed by considering the simulated distributions

of both helium-3 and natural 14C, and comparing the simulated tracer fields with available data.
D 2004 Elsevier B.V. All rights reserved.
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1. Introduction injection in the ocean is still uncertain (Craig et al.,
Ocean carbon models are developed to improve our

understanding of the ocean carbon cycle. There is a

growing number of research groups that have imple-

mented CO2 cycling into their ocean models in order

to study CO2 in the oceanic reservoir and potential

feedback of CO2 on climate. The Ocean Carbon Cycle

Model Intercomparison Project (OCMIP) was initiated

to intercompare and evaluate existing global ocean

carbon models. Thirteen modeling groups participated

to the second-phase of the project (OCMIP-2), which

focused in part on evaluating modeled circulation with

geochemical tracers. Different geochemical tracer sim-

ulations were performed to assess the models’ circu-

lation. Surface and subsurface circulation was

evaluated from the simulation of anthropogenic trac-

ers, such as CFCs (Dutay et al., 2002) and bomb C-14,

whose recent injection in the ocean is appropriate to

study processes that occur over decadal timescales.

Conversely, deep-ocean circulation was evaluated

with tracers that have been injected over longer time

scales. For this purpose, during OCMIP-2, we made

simulations for both natural 14C and mantle 3He.

These two tracers provide different constraints on

deep-ocean circulation due to the nature of their

injection: natural 14C is injected at the air-sea interface,

whereas mantle He-3 is injected at mid-depth along

mid-ocean ridges. The injection of the hot hydrother-

mal fluids in the deep ocean produces large scale

plumes that are highly enriched in 3He relative to the

background seawater values that are set by solubility

equilibrium with atmospheric helium (Clarke et al.,

1969). This 3He signal can be used to trace patterns of

the ocean circulation thousand of kilometers away

from the source region (Lupton and Craig, 1981).

Helium-3 measurements are available with greatly

enhanced coverage thanks to the recent WOCE pro-

gram. However, the global rate of mantle helium-3
1975; Jean-Baptiste, 1992, Farley et al., 1995). Hence,

using different ocean general circulation models can

also help to better evaluate the limits of existing

parameterization of the mantle helium injection in

the ocean.

In this paper, we have two main goals. The first

objective is to compare and evaluate the deep circu-

lation of the models participating in OCMIP-2 with a

standard mantle helium-3 simulation. As the physics

of the OCMIP-2 models differ in many ways, we have

incorporated sensitivity tests with one model to better

understand the differences amongst all these models.

The sensitivity tests concern the parameterization of

subgrid-scale mixing in the models, which is known

to have a large influence to the redistribution of tracers

(England and Hirst, 1997; England and Rahmstorf,

1999).

The second objective is to explore the potential of

natural helium-3 as a tool to compare and evaluate

modeled deep-ocean circulations. In their work, which

pioneered the use of mantle helium in a global ocean

circulation model, Farley et al. (1995) proposed a

parameterization for the rate of injection of this tracer

based on observational studies of helium sources in

mantle volcanism. This parameterization led to real-

istic results in their modeling study, except in the

Atlantic Ocean where modeled 3He concentrations

were too high. We use the context of OCMIP-2, with

several simulations from different global ocean mod-

els, to further evaluate this parameterization.
2. Description of the models

Six of the 13 modeling groups participating in

OCMIP-2 made simulations of natural helium-3

(CSIRO, Australia; IGCR, Japan; IPSL, France;

MPIM, Germany; SOC, UK; UL, Belgium). The
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main characteristics of these models are described in

Dutay et al. (2002). We briefly recall them below

(Table 1) to provide the necessary information for

interpreting simulations. All models but MPIM are

coarse resolution primitive equation models. MPIM is

a Large-scale Geostrophic Model, which neglects

non-linear terms in the advection equation (Maier-

Reimer et al., 1993). The dynamical forcing (surface

wind stresses, heat fluxes and fresh water fluxes) is

different for each of the models. The models are

forced with seasonally varying fluxes, except for

IGCR, which is forced at the surface with annually

averaged fields and which has a prescribed cooling

for the North Atlantic thermal forcing to facilitate

deep water formation. The MPIM and UL models are

coupled to a sea-ice model that include both thermo-

dynamics and sea ice dynamics. The parameterization

of ocean physics also differs in many aspects among

the models. For instance, the lateral subgrid-scale

mixing parameterization, which is known to produce

a large effect on the predicted circulation and tracer

redistribution (England and Hirst, 1997; England and

Rahmstorf, 1999) varies among the models. It is

horizontal in three models (IGCR, MPIM and UL),

whereas the three others (CSIRO, IPSL and SOC)

orient such mixing along isopycnal surfaces. Addi-
Table 1

Model characteristics

CSIRO IGCR IPSL

Horizontal

resolution

(long.� lat.)

5.6j� 3.2j 4j� 4j From 2j�
to 0.5j E

Seasonality yes no yes

Surface boundary

conditions

T,S seasonal

restoring

Levitus T,S

annual restoring

+N. Atl cooling

flux + rest

Lateral

subgrid-scale

mixing

ISOP+GM HOR ISOP+G

Sea-ice model – – –

Reference (Matear and

Hirst, 1999)

(Yamanaka

and Tajika, 1996)

(Madec e

1998)

Levitus: Climatological Atlas of the World Ocean, NOAA, 1982.

HOR, ISOP, GM: Horizontal, Isopycnal, Gent and Mc Williams paramete

CSIRO (Commonwealth Science and Industrial Research Organization), H

IGCR/CCSR (Institute for Global Change Research), Tokyo, Japan.

IPSL (Institut Pierre Simon Laplace), Paris, France.

MPIM (Max Planck Institut fuer Meteorologie), Hamburg, Germany

SOC (Southampton Oceanography Centre)/SUDO/Hadley center (UK Me

UL (University of Liege)/UCL (Université Catholique de Louvain), Belgi
tionally, the latter three models also use the eddy-

induced velocity parameterization proposed by Gent

et al. (1995), hereafter GM.

In this paper, we have included sensitivity tests

conducted with one of the models (the IPSL model) in

order to better understand the influence of the differ-

ent parameterization of lateral mixing on the circula-

tion and the tracer redistribution. We show results of

simulations performed with the IPSL model with the

same physics and forcing as the standard version used

for the OCMIP project (see Table 1), except that in

one version the lateral subgrid-scale mixing parame-

terization is horizontal (IPSL_HOR), while in the

second one, it is oriented along isopycnal surfaces

(IPSL_ISOP). In all the simulations with the IPSL

model, a semi-diagnostic method is applied. Temper-

ature and salinity are restored towards the climatolog-

ical observations of Levitus in the interior of the

ocean, below the mixed-layer and away from the

ocean-land boundaries and the Equatorial band. This

method constrains the ocean interior to be close to the

observed thermohaline structure. As the dynamic of

the interior of the ocean is to first order geostrophic, it

allows us to investigate and isolate the effects of the

subgrid-scale mixing parameterization in a quasi

identical and fairly realistic interior circulation fields.
MPIM SOC UL

1.5j
q.

5j� 5j 2.5j� 3.75j 3j� 3j

yes yes yes

oring restoring restoring + flux bulk formula

M HOR ISOP+GM HOR

yes yes

t al., (Maier-Reimer

et al., 1993)

(Gordon et al.,

2000)

(Goosse and

Fichefet, 1999)

rization.

obart, Australia.

t. Office), England.

um.



Fig. 1. (a) Ridges spreading rates in meters per year, (b) rate of

injection of mantle helium-3 in moles per year and (c) depth of

injection of mantle helium-3 in meters.
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3. Parameterization of mantle helium injection

For OCMIP-2, all models followed the same sim-

ulation protocols. The impact of geothermal heating

on models circulation is ignored. The protocol for

injection of mantle helium follows that proposed by

Farley et al. (1995), with a few exceptions. First we

simulate both 3He and 4Hedistributions as separate

tracers rather than simulate solely the helium isotopic

ratio. We then calculate the latter by the 3He excess,

i.e. d3He, where d3He = 100((Rocean/Ratmosphere)� 1)

and R = 3He/4He (see http://www.ipsl.jussieu.fr/

OCMIP for details). Second, we take into account

the 3He sources from the West Pacific including

Pandora-Tripartite Ridge, Tonga-Kermadec-Lau Ba-

sin, Fidji, Manus Bsin, Woodlark Basin, Mariana/Izu-

Bonin and Okinawa Spreading centers. Following

Farley et al. (1995), the mantle helium flux is assumed

to be linearly proportional to the ridge-spreading rate.

The latter is tabulated for different sites from the

global tectonic model of DeMets et al. (1990) (Fig.

1). We assume total 3He and 4He fluxes of 1000 and

90.6 106 mol year� 1, respectively. Together these

produce an injected mantle helium isotopic ratio

R = 8�Ratmosphere, which is characteristic of ridge

basalts and hydrothermal vents (Lupton and Craig,

1975). The total rate of injection of 1000 mol 3He

year� 1 is based on the estimation of Clarke et al.

(1969), but there is at least a F 25% of uncertainty

(Farley et al., 1995).

Maximum mantle helium fluxes (fastest spreading

rates) occur in the Pacific Ocean at the East Pacific Rise

(EPR); intermediate fluxes are found in the central

Indian and Southern Oceans; minimum fluxes (slowest

spreading rates are found at the Mid-Atlantic Ridge

(MAR) and Southwest Indian Ridge (SWIR) (Fig. 1).

Field observations in the Pacific, the Indian and

Atlantic Oceans indicate that vent waters enter the

ocean at several hundred degrees centigrade and

typically rise a few hundred meters in the water

column before achieving neutral buoyancy (Lupton

et al., 1985; Jean-Baptiste et al., 1991, 1998, 1992).

Thus, in the simulations, mantle-helium was injected

300 m above the ridge axis. The depth of injection of

mantle helium was generally between 2000 and 3000

m (Fig. 1).

Mantle helium is a passive tracer. The only sink

for oceanic helium is loss to the atmosphere. This
flux Q is parameterized by the air-sea gas exchange

formula

Q ¼ kðapHe� CsÞ

where k is the air-sea gas transfer velocity, whose

formulation for the OCMIP-2 simulation is described

 http:\\www.ipsl.jussieu.fr 
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in detail in Dutay et al. (2002), a is the solubility and

pHe is the atmospheric partial pressure of each isotope

( p4He = 5.24� 10� 6 and p3He =Ratmosphere� p4He,

where Ratmosphere = 1.38� 10� 6), and Cs is the mod-

eled sea surface concentration. The He-4 solubility is

prescribed according to the formulation of Wannink-

hof (1992), using modeled sea surface temperature

(SST) and salinity (SSS). The 3He solubility is equal to

the 4He solubility times the isotope fractionation factor

of 0.984 (Weiss, 1971).

The anthropogenic perturbation due to production

of 3He by the disintegration of bomb tritium is not

modeled. The simulations are initialized with uniform
3He and 4He values of 2.35� 10� 12 and 1.73� 10� 6

mol m� 3, respectively. These concentrations are

corresponding to those that are in solubility equilibri-
Fig. 2. Models’ helium isotopic distrib
um with the partial pressures of these isotopes in the

atmosphere, for seawater at T= 10 jC and S = 34x.
Models simulations were integrated until they reached

a quasi-steady state, i.e., until the globally integrated

model drift was less than 4 mol year� 1 for 3He and

1�10� 6 mol year� 1 for 4He.
4. Results

4.1. Global distributions

The d3He distribution at 2000 m provides a con-

venient description of the simulated large-scale redis-

tribution of this tracer in the simulations (Fig. 2). The

inter-basin d3He distribution at that depth, which is
ution at 2000 m depth, units: %.
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close to the depth of the tracer injection, is qualita-

tively similar for all OCMIP-2 models. The highest

d3He are observed in the Pacific Ocean, where the rate
of injection is high (Fig. 1) and where no newly

ventilated deep water is formed (Warren, 1983).

Conversely, the lowest simulated d3He levels are

found in the Atlantic Ocean. Here, the rate of injection

is lowest and this basin is also filled by recently

ventilated North Atlantic Deep Water (NADW) which

has a low d3He. All the models produce a clear signal

of low d3He in the Deep Western Boundary Current

(DWBC) (Fig. 2). This coincides with the core with

high CFC concentration, which characterizes the

southward flow of recently ventilated NADW (Dutay

et al., 2002). This flow occurs both in the real ocean

and in the models, at depths corresponding to the

depth of mantle helium injection (Dutay et al., 2002).

In the Indian and Southern Oceans, modeled d3He
have intermediate values. Both basins have interme-

diate injection rates, with that in the Indian Ocean

being slightly lower (Fig. 1). Still, d3He are lower in

the Southern Ocean where the upwelling in the

Antarctic Circumpolar Current (ACC) helps to re-

move the excess helium-3 by delivering it to the

surface where it exchanges with the atmosphere.

Despite general similarities, the distribution of

d3He between basins differs substantially among

models. The simulated range for the average oceanic

d3He level varies by F 65% around the mean (Table

2). Two models clearly stand out: SOC produces

globally the highest d3He levels among all models,

whereas the lowest levels are generated by UL.
Table 2

Averaged d3He

CSIRO IGCR IPSL MPIM SOC UL

Global 20.2 15.1 14.0 14.8 33.8 9.9

Atlantic 6.1 11.3 5.8 6.4 18.6 2.1

Pacific 29.4 23.6 19.4 21.8 42.3 16.7

Indian 18.8 9.6 13.6 12.0 32.0 7.2

Austral 16.6 11.9 10.9 11.4 32.7 4.3

IPSL_HOR IPSL_ISOP IPSL_GM

Global 29.2 9.9 14.0

Atlantic 12.8 3.5 5.8

Pacific 36.3 14.5 19.4

Indian 29.6 8.6 13.6

Austral 31.0 7.4 10.9
The sensitivity of the IPSL model’s d3He to the

parameterization of subgrid-scale mixing is large,

similar to the OCMIP-2 model range. The simulation

with horizontal mixing (IPSL_HOR) has the weakest

deep-ocean ventilation rate and the highest d3He.
When mixing is oriented along isopycnal surfaces

(IPSL_ISOP), deep-ocean ventilation rate is en-

hanced, and the d3He is reduced globally by a factor

of 3. Finally, when the eddy-induced velocity param-

eterization is added (IPSL_GM), it acts to restratify

the ocean thermohaline structure and diminish the

deep-ocean ventilation rate while increasing the global

d3He average by nearly 50%, relative to IPSL_ISOP.

4.2. Pacific Ocean

In the Pacific Ocean, all the models have their

highest concentration in the eastern part of the basin,

close to the main source of mantle helium-3 near the

East Pacific Rise. An opportunity to evaluate the

simulated helium-3 distribution in this region is pro-

vided by the WOCE P17 section at 135jW (WHPO,

2002). This meridional section is plotted in Fig. 3

along with the corresponding section in each model.

Qualitatively, d3He distribution appears similar in

both the observations and the models. Low d3He are

observed and simulated in surface and subsurface

water, high concentration prevails in the intermediate

and deep ocean between 1000 and 3500 m depth, and

lower d3He values are found at depth.

However, the details of the observed helium isotopic

distribution are not well reproduced by the models.

Two d3He maxima associated with plume jets are

observed at 2500 m depth on both sides of the equator

12jS and 8jN, respectively. The spatial resolution of

the OCMIP-2 models is too coarse to reproduce such

detailed structure. Instead, the models produce a single

maximum that spans a larger spatial extent. For the

models, the contiguous d3He maxima lie at a depth

corresponding with the observations. The maximum in

the MPIM model is exceptionally shallow by nearly

1000 m. This problem in the MPIM model is due to its

equatorial Pacific upwelling that is too strong (Maier-

Reimer et al., 1993; Farley et al., 1995).

Quantitatively, only three models (MPIM, UL and

IPSL_GM) reproduce realistic d3He distribution along

this section. The other 3 models (SOC, IGCR and

CSIRO), have excessive d3He when compared to the
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observations. The results of the sensitivity study with

the IPSL model provide us with a means to understand

the differences between the OCMIP-2 models. The
Fig. 3. Helium isotopic distribution along the
simulation with horizontal mixing (IPSL_HOR) has

the weakest deep-ocean ventilation rate, and its simu-

lated d3He is higher than observed. When the lateral
WOCE P17 section (135jW), units: %.
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subgrid-scale mixing is oriented along isopycnal sur-

faces (IPSL_ISOP), d3He is lower, because increased

exchange between the mixed-layer and the ocean

interior enhance ventilation of the deep ocean (Gui-

lyardi et al., 2001). Eddy activity plays an important

role in the subduction of water masses in the Southern

Ocean (Marshall, 1997). The effect of eddy-induced

velocity parameterization (GM) is an up-gradient

transfer of tracers in this region (Lee et al., 1997).

This acts to restratify the modeled thermohaline struc-

ture and to reduce the ventilation of the deep ocean.

This effect has previously been demonstrated by

England and Rahmstorf (1999) using a simulation

with natural 14C. In our helium-3 simulation, the GM

parameterization tends to diminish the loss of tracer

from the deep ocean by reducing the connection

between the surface and the ocean interior. Out of

the three IPSL runs, the GM simulation produces the

most realistic helium-3 distribution along this section.

The SOC and CSIRO models, which also use the

GM parameterization, show a very weak deep-ocean

ventilation, i.e. d3He that is too high. It is less

pronounced with the IPSL model, which produces

realistic d3He values, because it uses the robust-diag-

nostic method, which tends to moderate the effects of

restratification due to the GM parameterization.

The deep-ocean ventilation is weak in the IGCR

model because of its annual mean forcing fields. This

model then underestimates processes that are crucial

for producing deep-ocean ventilation such as the

formation of the deep surface mixed-layer in winter.

Having analyzed the meridional distribution of

natural helium-3 in the Eastern Pacific, we now

investigate the longitudinal spreading of the tracer in

the basin. The WOCE P04 section at 10jN (Wijffels

et al., 1996) provides a helpful longitudinal basin-

scale distribution of the tracer. The observations

reveal a westward propagation of the high helium-3

plume in the basin (Fig. 4). Model performances

along this section resembles that along the previous

section: the SOC, CSIRO and IGCR models still have

d3He values that are too high along the whole section,

but it is now less pronounced for IGCR.

The three other models (MPIM, UL and IPSL)

produce a similar discrepancy relative to the observa-

tions. That is, their d3He that is too high in the eastern

part of the section, close to the region of mantle helium

injection (Fig. 1), and in the west, far from the main
source of mantle helium, the values are significantly

too low. These distributions suggest that the east-to-

west transport in this region is too sluggish in these

coarse resolution models. Along all this and the

previous section, the water enriched in helium-3

appears to flow in the same direction in both the

observations and all the models. However, such is

not everywhere the case. Along another section at

15jS, observations show a plume of enriched heli-

um-3 propagating westward from the East Pacific Rise

(Fig. 5) (Lupton and Craig, 1981). Conversely, all

models simulate an Eastward propagation of the tracer

that also appears in the idealized model of the abyssal

circulation of Stommel and Arons (1960).

4.3. Indian Ocean

The observed helium-3 distribution in the Eastern

Indian Ocean along the WOCE I07n section (WHPO,

2002) provides an opportunity to evaluate the simula-

tion in this basin. Here, d3He levels are on average

lower than those in the Pacific, for both the observa-

tions and the OCMIP-2 models (Fig. 6). Model perfor-

mance in this basin is somewhat different than in the

Pacific Ocean. As in the Pacific, the SOC and CSIRO

models produce d3He levels that are generally higher

than observed, and the MPIM and UL models produce

more realistic values. However, IGCR results now

appear more similar to those ofMPIM andUL, whereas

IPSL_GM is significantly overestimating d3He levels.
Along this section, the version of the IPSL model

that looks the most similar to the MPIM and UL (the

models that have been found to be most like the data

in the Pacific Ocean) is the isopycnal mixing case

(IPSL_ISOP). The use of the GM parameterization in

the IPSL model leads to results, which differ from

those of MPIM and UL in the Indian Ocean.

4.4. Southern Ocean—AABW formation

During WOCE, d3He was measured along several

sections near sources of AABW in the Southern

Ocean. The WOCE SO4p and WOCE SO4-3 (WHPO,

2002) sections provide measurements in the Ross and

Weddell Seas, respectively (Figs. 7 and 8). The vertical

d3He distribution along these two sections displays

similar features: In surface and subsurface waters,

d3He is low and close to solubility equilibrium with



Fig. 4. Helium isotopic distribution along the WOCE P04 section (10jN), units: %.
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the atmosphere. Deeper in the ocean, water masses

have a large contribution of poorly ventilated Antarctic

Circumpolar water, and higher d3He, ranging between
8% and 12%. At the bottom of the ocean, lower d3He
values are observed, with a minimum located in the

western flank of the sections. This low d3He character-



Fig. 5. Helium isotopic distribution along 15jS, units: %.

J.-C. Dutay et al. / Journal of Marine Systems 48 (2004) 15–3624
izes the presence of recently ventilated AABW that are

formed in the Ross and Weddell seas, and penetrate to

the bottom of the ocean by flowing along the Antarctic

Coast (Wepperning et al., 1996).
There are dramatic differences in the simulation of

AABW ventilation between the models. On this

question, the models fall into two categories. Models

that are not coupled with sea-ice models (SOC, IGCR,



Fig. 6. Helium isotopic distribution along the WOCE I07 section, units: %.
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CSIRO and IPSL) produce an AABW ventilation

which is too weak, which induces bottom d3He values
that are significantly higher than the WOCE SO4p
and SO4-3 observations. On the other hand, the two

models that are coupled with sea-ice model (MPIM,

UL) exhibit significantly lower d3He at the bottom of



Fig. 7. Helium isotopic distribution along the WOCE SO4p section, units: %.
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the ocean, which suggests substantial AABW forma-

tion along both sections. The MPIM model also

produces realistic zonal gradient at the bottom of the
ocean, by producing lowest values along the western

flank of the sections. However, bottom d3He in MPIM

is slightly higher than the observations, mainly be-



Fig. 8. Helium isotopic distribution along the WOCE SO4-3 section, units: %.
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cause it overestimates d3He in CDW. The UL model

produces a more homogeneous d3He distribution, but

values are systematically lower than the observations.

These results are consistent with those of the CFC
simulations performed during OCMIP-2 that have

clearly demonstrated that the UL model largely over-

estimates the formation and the ventilation rate of

AABW on this section.
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4.5. Atlantic Ocean

The North Atlantic Ocean is a major site of deep-

water formation. The d3He measurements in the deep

waters of this basin are nowadays substantially con-

taminated with the bomb tritiogenic 3He component.

For this reason, we choose to evaluate model results

against the GEOSECS data set, which was collected

in the early 1970s, at a time when the intrusion of

tritiogenic 3He was much lower (Östlund and Rooth,

1990). Data measured in the Western Atlantic Ocean

during the GEOSECS expedition (1972) shows low

d3He, ranging between 0% and 2%, at depth in the

Atlantic Ocean. These low values are in particular

contrast with the higher values observed within the

CDW in the Southern Ocean (Fig. 9). The low d3He
values observed between 1500 and 3500 m depth in

the Atlantic Ocean are the signature of the southward

propagation of recently ventilated NADW. On the

vertical, this feature is located between the helium-

rich Antarctic Bottom Water (AABW) and Antarctic

Intermediate Water (AAIW) around 1000 m depth.

The higher d3He values, ranging between 2% and 6%,

outstanding in the north of the section, are attributed

to the bomb tritiogenic signal and must not be taken

into account for our model evaluation.

Before OCMIP-2, the only existing simulation of

the global oceanic natural helium-3 distribution was the

study of Farley et al. (1995) with the LSG model from

MPIM, although in a different configuration

concerning vertical resolution and diffusion from that

used in OCMIP-2. This model, in its earlier version and

in its new OCMIP-2 configuration, produces d3He
values that are too high in the Atlantic Ocean compared

to the GEOSECS observations (Fig. 9). Farley et al.

concluded that the hypothesis used to calculate the

source function of mantle helium-3 was not appropriate

for this basin. The range of models used within

OCMIP-2 offers an opportunity to examine this con-

clusion. Fig. 9 shows that three of the OCMIP-2

models, IGCR, UL and CSIRO, succeed in producing

realistic d3He values within their NADWoutflowwhen

using the source function proposed by Farley et al.

(1995). On the other hand, two other models, SOC and

IPSL_GM, overestimate d3He values in the Atlantic

Ocean. However, we have shown previously that these

models also overestimate d3He values in all the other

basins.
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Again, the results from the sensitivity test with the

IPSL model help to better understand the difference

amongst these models. The different versions of the

IPSL model generate changes in the Atlantic similar to

what we have already seen in the Pacific and Indian

basins. The simulation with horizontal diffusion

(IPSL_HOR) still produces the weakest deep-ocean

ventilation and correspondingly d3He higher than ob-

served. With mixing oriented along isopycnal surfaces,

the IPSL_ISOP produces a more realistic d3He distri-
bution, similar to IGCR, UL and CSIRO models and

comparable to the GEOSECSmeasurements.When the

GM parameterization is added, the IPSL model gen-

erates higher d3He, above the values measured during

GEOSECS. The GM parameterization is known to

decrease ventilation rates (England and Rahmstorf,

1999), but also more specifically to reduce the transport

in the DWBC, which is already too weak in coarse

resolution ocean general circulation models (England

and Holloway, 1998).

4.6. Natural 14C vs. natural 3He

During OCMIP-2, the modeled circulation in the

deep ocean has been evaluated with two different

tracers: natural D14C and mantle 3He. In this section,

we combine the information of these two tracers. The

objective is to provide a more severe constraint on the

deep circulation by using two different tracers and,

second, to verify, with the information gained from

natural 14C simulation, the potential of the 3He simu-

lation, to evaluate modeled deep-ocean circulation.

The constraints from these two tracers are comple-

mentary and independent because of their different

modes of injection in the ocean: natural C-14 is

injected at the air sea interface, while 3He is injected

at mid-depth within the ocean. The source functions

of these two tracers are not known perfectly, but the

parameterization for the injection of natural 14-C in

the ocean is known with greater certainty than that for
3He (England and Maier-Reimer, 2001).

The inter-basin distribution of observed D14C

and d3He at 2000 m during the GEOSECS expe-

dition is shown in Fig. 10. High D14C values

indicate recent ventilation of the water mass, while

lower D14C values represent older water mass

isolated from the atmosphere for a longer time.

The input function of these two tracers to the ocean



Fig. 9. helium isotopic distribution along the Atlantic GEOSECS section, units: %.

J.-C. Dutay et al. / Journal of Marine Systems 48 (2004) 15–36 29
associated with the ocean circulation generate a

quasi-symmetrical inter basin configuration for the

GEOSECS measurements. The main characteristics

of the ocean thermohaline circulation as presented

by the concept of the ‘‘conveyor belt’’ (Broecker,

1991) are clearly recognizable on this figure. The
Atlantic Ocean with a rapid ventilation rate and

weak source of helium-3 has high D14C and low

d3He. The Antarctic Ocean, where the connection

between the different oceans is achieved, has inter-

mediate values of C-14 and He-3. Finally, the

Indian and Pacific Oceans, where the oldest water



Fig. 10. (a) Inter-basin GEOSECS 14C distribution at 2000 m depth (from Östlund et al. (1987)). (b) Inter-basin GEOSECS helium-3 distribution

at 2000 m depth. (c) 14C vs. 3He GEOSECS observations at 2000 m depth.
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masses of the ocean lies, have low D14C and high

He-3 values. A scatter plot of D14C vs. 3He reveals

a convex structure (Fig. 10c) that provides a

synthetic representation of global ocean ventilation.

The basins with rapid ventilation rates are found in
the top left part of the graphic, and basins with low

ventilation rates are found at the bottom-right.

Fig. 11 shows the comparable distribution for the

models that performed both 14C and 3He simulations

(MPIM, CSIRO, IGCR, UL, IPSL and IPSL_HOR).



Fig. 11. Modeled and observed 14C vs. 3He at 2000 m depth at the location of the GEOSECS stations.
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For most models, the two tracers deliver a similar

verdict. For instance, both distributions from the

CSIRO model indicate that the ventilation rate is

globally too weak in these models: simulated D14C

and d3He values are both higher than the observations.
MPIM shows results that are globally in a realistic

range compared to the observations, excepted for the

domain of d3He values ranking between 10% and 17%

(corresponding to the Southern Ocean) where D14C

values are too low. The situation is more complex for

simulations with the IPSL model. IPSL_GM produces

realistic d3He, but D14C is globally too young. On the

other hand, IPSL_HOR produces more realistic D14C

values, but d3He values are far too high, when com-

pared to the observations and the other OCMIP

models.
5. Discussion

The simulation of mantle 3He distribution provides

an independent constraint for modeled deep ocean-

ocean circulation. The better global coverage of avail-

able d3He observations, especially since the WOCE

program allows for a more careful evaluation of
model performance on both basin and regional scales.

One can evaluate basin-scale ventilation rates, and

diagnose detailed structure of the deep circulation

(e.g., the propagation of enriched helium-3 plume jets

in the deep equatorial Pacific Ocean, or recent forma-

tion of AABW water along the Antarctic coast).

Global d3He averages predicted by the OCMIP-2

models vary by F 65% around the mean. It indicates

how extremely sensitive the natural helium-3 distri-

bution is to model circulation. Thus, if one could

establish global and basin observed d3He inventories

with reasonable accuracy that would provide an

important constraint for both model circulation and

the rate of injection of mantle helium-3 in the ocean.

The sensitivity tests involving the parameterization

of subgrid-scale mixing in the IPSL model provide

information of interest for the interpretation of the

results of the other OCMIP-2 models. The range in the

helium-3 distribution among the three versions of the

IPSL model used in this study is also very large. It

clearly illustrates the large influence of the subgrid-

scale mixing parameterization on models’ deep-ocean.

The IPSL simulation with horizontal mixing and the

OCMIP-2 boundary conditions produces d3He, which
are much higher than observations as well as other
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models. The differences between this version of the

IPSL model and the observations are higher than the

estimation of the F 25% uncertainties for the param-

eterization of mantle injection in the ocean proposed

by Clarke et al. (1969). Taken alone, this suggests that

the deep-ocean ventilation in IPSL_HOR is too slug-

gish. This tendency is also suggested by the CFC

simulations (not shown). When lateral mixing is

oriented along isopycnal surfaces, the connection

between the surface and the deep-ocean is improved.

The deep-ocean ventilation rate increases and it glob-

ally produces more realistic helium-3 values. Finally,

when the effects of eddy activity are simulated by the

GM parameterization, the deep-ocean ventilation rate

is reduced and d3He increases. The comparison with

the data suggests that the GM parameterization, as

used in our simulation, does not improve globally the

helium-3 distribution. This eddy parameterization

tends to reproduce better the effects of Sub-Antarctic

Mode Water (SAMW) ventilation on the renewal of

the helium-3 distribution in the Southern Ocean,

where inclination of the isopycnal surfaces is steep.

Conversely, GM tends to degrade the model’s perfor-

mance in the low latitudes and the North Atlantic

Ocean. The GM parameterization in the IPSL model

uses a constant thickness diffusivity coefficient of

1000 m2/s. These results on the natural helium-3

simulations with the IPSL model, together with its

performance on the 14C vs. 3He evaluation, indicate

that the concept of including thickness diffusivity

coefficient that varies in both space and time might

be an appropriate solution. The constant value used in

the IPSL model is acceptable for regions like the

Southern Ocean, where the steep incline of isopycnal

surfaces generates mixing by baroclinic instabilities,

but it is known to be too large for mid-latitudes where

baroclinic instabilities are weak (Visbeck et al., 1997).

Our sensitivity tests suggest that much of the

difference between the d3He in the OCMIP-2 models

may be due to subgrid-scale mixing. The SOC and

CSIROmodels have the highest d3He, also use the GM
parameterization. The effect of the GM parameteriza-

tion is even more pronounced in these models. That is

the effect in IPSL_GM is damped because it uses a

robust-diagnostic method which acts to moderate the

restratification effect due to the GM parameterization.

In addition to providing some interesting results on

the influence of the subgrid-scale mixing parameter-
ization on ocean model circulation, this d3He analysis
has allowed us to evaluate model performance with

regards to water mass formation and propagation in

the ocean.

The mantle 3He simulations provide an opportunity

to evaluate model formation and ventilation of

AABW. Shelf-edge processes are known to play a

crucial role in the formation of deep and bottom in the

Southern Ocean (Foster and Carmack, 1976). Since

models lack the spatial resolution to resolve shelf-

edge processes, they tend to resort to unrealistic

convective processes to simulate deep and bottom

ocean ventilation. These processes have already been

investigated during OCMIP-2 with the analysis of the

‘‘top down’’ penetration of CFC-11 in the ocean

(Dutay et al., 2002). The mantle helium-3 simulations,

with a release of the tracer to the atmosphere from the

interior of the ocean, offer a complementary ‘‘bottom-

up’’ constraint to the surface-interior connection in the

models. This approach confirms the expertise ac-

quired from the CFC-11 evaluation. The inclusion of

a sea-ice model leads to substantial AABW formation.

The OCMIP-2 models, which are not coupled to a sea-

ice model, have rates of AABW formation that are too

low. Yet when coupled to a sea-ice model, ocean

models tend to overestimate AABW production.

Evaluation with CFC-11 during OCMIP-2, with a

greater number of models, shows that adding a

specific parameterization for brine rejection during

sea-ice formation leads to more realistic AABW

production. In the future, it would be of interest to

use d3He to explore the effect of this parameterization

as well as others that may contribute to improve

AABW formation processes when an ocean model

is associated with a sea-ice model (e.g., the GM

parameterization, bottom boundary layer parameteri-

zation (Beckmann and Döscher, 1997) or parameter-

ization of the effect of ice shelf melting around

Antarctica (Beckmann and Goosse, 2003)).

The mantle helium-3 signal, with its high isotopic

ratio, is a tracer that enables one to evaluate specific

features of the deep circulation that are not or cannot

be easily found in any other property measured during

oceanic expeditions (Lupton and Craig, 1981). For

instance, the mantle helium-3 distribution explicitly

tags and integrates the signal of the deep jets located

in the tropical Pacific Ocean. The evaluation of

OCMIP models indicates that this class of models
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failed in reproducing the detailed latitudinal structure

of this signal and underestimates its westward prop-

agation. A prevalent cause for these results is the

coarse spatial resolution of these models, which limits

their capacity to produce strong and narrow currents

in the deep ocean. Our results also suggest that

another factor may have a large contribution too. This

model-data intercomparison reveals large discrepan-

cies between the observations and the models, an

example being when model plumes along a particular

section propagate in a sense opposite to that seen in

the data, which need to be explained by factors other

than only model resolution. Geothermal heating, and

especially the contribution from hydrothermal vents,

is suspected to have a large influence on the propa-

gation of helium-3 plumes in the deep ocean (Stom-

mel, 1982). Adcroft et al. (2001) have shown that the

geothermal heating induces substantial changes in the

deep circulation of ocean numerical models. In their

experiment, the geothermal heating through the sea

floor is uniform, but the impact is more pronounced in

the Indian and Pacific Ocean where the meridional

overturning is enhanced by approximately 25%. Geo-

thermal heating is not included in the forcing of the

OCMIP-2 models, and thus may help to explain some

of the discrepancies we have found with simulations

of dHe. In the future, it will be of interest to continue

to explore the impact of geothermal heating on the

modeled deep ocean circulation, and to associate that

with evaluations with mantle 3He. This 3He tracer

source function is associated with hydrothermal ac-

tivity, and thus provides an excellent test to evaluate

the effects of specifying a non-uniform geothermal

flux in the ocean, and to investigate the changes that

such process brings about in regard to the horizontal

circulation of numerical models.

A second objective of this paper is to use the

context of OCMIP-2, where natural helium-3 simu-

lations have been completed with different models,

for testing the validity of the proposed parameteri-

zation of the injection of mantle helium-3 into the

ocean. The assumptions proposed by Farley et al.

(1995) to estimate the flux of mantle helium-3 into

the ocean are a global rate of injection of 1000 mol

helium-3 year� 1, with an isotopic ratio of R = 8�
Ratmosphere, and a rate of injection proportional to

ridge spreading rate. First, all the models support the

inter-basin contrast of the distribution of the source
of natural helium-3 in the oceans. Using this pa-

rameterization, they all succeed to produce a qual-

itatively realistic inter-basin distribution of the tracer.

The modeled d3He is highest in the Pacific and

Indian Oceans, it is lowest in the Atlantic Ocean

and has intermediate value in the Southern Ocean.

However, quantitative considerable differences ema-

nate from the models.

The pioneering simulation of natural helium-3 in

an global ocean model performed by Farley et al.

(1995) has displayed that this whole set of hypotheses

leads to realistic results in the Indian and Pacific

Oceans. The synthesis from all OCMIP-2 natural

helium-3 simulations confirms this conclusion. Large

differences are of course observed among the results

of the OCMIP-2 models and, more specifically, many

of these models overestimate the d3He in these

oceans. However, some arguments tend to make a

convincing case for the potential utility of the mantle

helium-3 parameterization of Farley et al. (1995).

First, three models succeed to produce realistic helium

isotopic distributions in the Pacific and Indian Oceans.

Then, for the three models that failed, a convincing

argument is found to explain the unfavorable results.

IGCR has no seasonal forcing, and a previous CFC

evaluation has clearly pointed out that this model

underestimates deep and intermediate water formation

rates in these basins (Dutay et al., 2002). For the two

other models (SOC and CSIRO), the situation was

cleared from the results of the sensitivity test with the

IPSL model that has explained before, have depicted

the negative influence of the GM parameterization on

the modeled ocean ventilation. Finally, the conclusion

is confirmed by the multi-tracer analysis where results

from both natural D14C and d3He simulations indicate

that these models have a ventilation rate that is too

weak.

Farley et al. (1995) in their discussion of their

mantle helium-3 simulation, also expressed some

doubts concerning the relevance of such parameter-

izations for the injection of mantle helium-3 in the

Atlantic Ocean. The Large-scale Geostrophic Model

from MPIM produces d3He that is too high in this

ocean. This is also the case for two other models

participating in OCMIP-2 (SOC, and the IPSL version

with both isopycnal mixing and GM, IPSL_GM).

However, the three other OCMIP-2 models and the

IPSL model configuration with isopycnal mixing
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produce acceptable results when compared with the

observations. These results appear particularly re-

markable because these coarse resolution models have

difficulties in reproducing the detailed structure of

NADW outflow (Dutay et al., 2002). They have the

tendency to produce a transport in the DWBC, which

is too sluggish, and this explains the tendency to

simulate a d3He that is too high within the NADW

outflow especially, in the Southern Hemisphere. Fur-

thermore, the vertical structure of the NADW outflow

is not accurate in these models. Instead of producing

the two observed ventilated components of the

DWBC, they simulate a single branch and particularly

failed in producing realistic dense water overflow of

DSOWand ISOW (Dutay et al., 2002). This generates

a d3He that is too high below 3000 m depth in the

North Atlantic Ocean. The sensitivity test with the

IPSL model provides also interesting information

regarding the potential of the parameterization of the

rate of injection of mantle helium-3. Two version of

the model produce d3He that are too high in NADW

outflow for known reasons. The version with hori-

zontal mixing has an inadequate representation of

processes connecting the surface and interior ocean

in the region of formation of NADW. The GM

parameterization is known for unrealistically reducing

the NADW outflow in the models (England and

Holloway, 1998). On the contrary, the simulation with

isopycnal mixing, which is recognized to be the most

appropriate configuration for modeling the NADW

outflow (England and Holloway, 1998), produces

realistic d3He in the ventilated part of its NADW

outflow. We have shown that it is possible to simulate

a reasonable natural helium-3 distribution in the

Atlantic Ocean with the proposed parameterization

of the flux in some models participating to OCMIP-2;

the results of this study disagree with the conclusion

suggested by Farley et al. (1995) made with one

model.
6. Conclusions

Standard mantle helium-3 simulations were made

with six global coarse resolution models to evaluate

deep ocean circulation. Sensitivity tests to the param-

eterization of subgrid-scale mixing performed with the

IPSL model provide useful information for better
interpreting the differences among the models. It has

been pointed out that the OCMIP models, which use

the eddy-induced velocity parameterization of Gent

and Mc Williams, tend to underestimate the ventila-

tion of the deep ocean. In these models, the parame-

terization is implemented with a constant thickness

diffusivity coefficient, and we recommend the use of

such a parameterization with spatially and temporally

varying coefficients in order to moderate its effect on

stratification.

Regarding AABW formation, the model evaluation

with helium-3 reveals model circulation patterns that

are in agreement with those found with CFC-11

(Dutay et al., 2002). Models coupled with a sea-ice

model induce a substantial bottom water formation in

the Southern Ocean that tend to overestimate AABW

ventilation, while ocean models that are not coupled

with a sea-ice model systematically underestimate the

formation of AABW.

The mantle helium-3 signal, with its high isotopic

ratio injected in the ocean, also enables us to evaluate

specific features of the deep circulation that are not

easily depicted by any other tracer. We show that all

the models failed to reproduce a correct propagation

of plumes of enriched mantle helium-3 in the deep

ocean. Models tend to produce a tracer transport,

which is too sluggish in the deep ocean, and the

propagation happens to be in the opposite direction

than observed. The coarse resolution of these models

is responsible for the inability to produce strong and

narrow currents in the deep ocean, but the absence of

geothermal forcing in these models also contribute to

neutralize the generation of these currents in the deep

ocean.

The context of OCMIP-2 with mantle helium-3

simulation from several ocean general circulation

models has been used to explore the potential of

natural helium-3 to help compare and evaluate mod-

eled deep-ocean circulation. The source function of

mantle helium is known with a substantial uncertain-

ty but the synthesis of models results shows that,

with the parameterization used for the injection of

mantle helium-3, it is possible to generate realistic

results. These results are supported by the multi-

tracer evaluation performed by using natural 14C

alongside helium-3 for the same model runs, and

comparing the results with the GEOSECS. This

multi-tracer analysis shows that both tracers lead
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globally to the same conclusion regarding models’

ventilation performance.
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Abstract

3He is injected in the deep ocean at plate boundaries in relation with hydrothermal activity. Its oceanic distribution, which is

at a steady-state, shows appreciable vertical and horizontal gradients. Hence, 3He conservation equations may be inverted to

determine the flow field and mixing coefficients within the ocean.

Here, we use this technique to investigate the deep circulation of the Red Sea, whose deep thermohaline circulation is

comparable to that of a miniature world ocean. 3He data, which are a combination of the Geosecs, Meseda and Merou cruises,

are inverted using a linear inverse box model.

The present study allows us to draw the details of the internal circulation. The latter is characterized by (i) a descending

branch in the northernmost part of the basin, which corresponds to the sinking and subsequent north–south movement of dense

surface waters and of additional water entrained by the sinking plume, (ii) by an internal counterclockwise recirculating loop

with a northward return flow at intermediate depth.

In the literature, the rate and modes of renewal of the Red Sea deep waters are poorly constrained, with bulk residence time

estimates ranging from a few decades to a few centuries. In our model, the deep water renewal rate is directly dependent on the

magnitude of the 3He sources. The global 3He flux is estimated using two independent approaches. The first method is based on

the calculation of the mean 3He transfer flux at the air–sea interface. The second approach relies on recent estimates of the

global terrestrial 3He flux. Both methods agree within their respective uncertainties. The circulation scheme defined by the

inversion is further constrained by simulating the bomb 14C distribution. Both isotopes, one steady-state tracer (3He) and one

transient tracer (14C), lead to reasonable agreement. The renewal time corresponding to the sinking of newly formed deep water

in the northern part of the basin is 60 years. However, the global ventilation rate, deduced from the simulation of the decay rate

of a numerical tracer, is much faster (26 years). This result shows, as already pointed out by others, that deep water formation is

not the only process by which the deep Red Sea is ventilated. Although this mechanism is important in our model, the basin

wide deep circulation coupled with efficient vertical exchange between the deep basin and the upper layers appear to be an even

more powerful mode of ventilation.
D 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Unlike most oceanic tracers, which invade the

ocean from the surface, 3He is injected in the deep

ocean at plate boundaries, in relation with tectonic–

magmatic activity and hydrothermal processes. This

inert tracer is then dispersed by the ocean circulation

and, eventually, is released to the atmosphere by the

various ocean ventilation processes. 3He oceanic dis-

tribution shows appreciable vertical and horizontal

gradients within each oceanic basin and from one

basin to the other so that 3He is a potentially valuable

tracer of the world deep ocean circulation. Since the

timescale of the tectonic processes responsible for the
3He injection far exceeds the ventilation time of the

deep ocean, 3He can be considered as a steady-state

tracer (Dutay et al., 2004).

The same situation prevails at a reduced scale in

the Red Sea, a deep narrow channel whose deep

thermohaline circulation makes it look like a min-

iature 2-D world ocean. Red Sea deep waters

equally show marked 3He gradients due to substan-

tial 3He injection in the central Rift valley (Lupton

et al., 1977; Andrié, 1987). Hence, Red Sea can be

seen as a valuable natural laboratory for testing

tracer methodology (Metzl et al., 1989). Estimates

of the Red Sea deep water formation rate vary

widely from 0.016 Sv (Kuntz, 1985) to 0.16 Sv

(Cember, 1988), corresponding to deep water bulk

residence time of a few decades to a few centuries.

Similarly, little is known so far regarding the details

of the Red Sea deep waters internal circulation.

With respect to the deep circulation, fields of

various tracers are the major source of information.

Cember (1988) used a three-layer model to study

the 3He and 14C distributions below 200 m depth.

The issue of the 3He distribution was revisited in

more details by Eshel et al. (1994) using a box-

model with 22 boxes. However, the focus of their

study was clearly on the surface and intermediate

circulations, with only two layers for describing the

flow field below 400 m.

With respect to 3He, we adopt an approach parallel

to that of Eshel et al. (1994). However, we focus on

the deep Red Sea basin (below 300 m) using a model

with 36 boxes. 3He and mass conservation equations

are inverted using a linear inverse method to deter-

mine the internal circulation of the deep Red Sea.
This method allows us to infer the main patterns of

the Red Sea deep circulation. However, we show that

the intensity of this circulation and the subsequent

ventilation rate of the deep waters cannot be deter-

mined with a good precision unless the intensity of the

deep 3He sources is known accurately, which is not

the case. To overcome this limitation, the mass fluxes

deduced from the 3He inversion are used to simulate

the invasion of the bomb 14C transient in the deep Red

Sea. By adjusting the intensity of the deep circulation

in order to get the best possible agreement between

the simulated 14C field and the Geosecs 14C data, this

additional computation allows us to determine the

best-estimate of the bulk residence time of the Red

Sea deep waters.

One challenging aspect of the present study is that

the characteristics of the two tracers that we use differ

profoundly: 3He is a steady-state tracer, 14C is a

transient tracer, 3He is injected at the seafloor, 14C

invasion starts from the surface. This marked contrast

between the two tracers puts strong constraints on

solution that we seek in terms of flow field and water

residence time, and therefore is a good insurance

against unrealistic solutions.
2. Red Sea hydrography

The Red Sea is a rift valley separating Asia from

Africa. It is almost 2000 km long for less than 300 km

in width on average. The bottom topography is wedge

shaped, with depths up to 2900 m in the center. This

deep and narrow channel defines a nearly enclosed

basin branching into the Gulf of Suez and the Gulf of

Aqaba in the north, and connected to the Indian ocean

(Gulf of Aden) in the south through the shallow strait

of Bab el Mandeb.

2.1. Exchange through the Strait of Bab el Mandeb

A remarkable feature of the Red Sea is the intense

(c 2 m/year) basin wide evaporation (see Sofianos et

al., 2002 for review) that leads to increasing surface

salinities, reaching up to 41 psu at the northern end.

This surface buoyancy loss creates an inflow of

Indian ocean surface waters from the gulf of Aden,

compensated by a bottom outflow of salty Red Sea

waters above the shallow sill of Bab el Mandeb
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(c 140 m). This two-layer system is modulated by

the seasonal reversal of the monsoon winds. During

winter, northward winds enhance the surface inflow.

From June to October instead, southward winds

create a three-layer system in the strait, with a

shallow surface outflow, intermediate inflow of water

from the Gulf of Aden and bottom outflow of Red

Sea water (Morcos, 1970; Patzert, 1974; Maillard

and Soliman, 1986; Souvermezoglou et al., 1989;

Murray and Johns, 1997).

2.2. Surface currents

The hydrography of the upper strata of the Red Sea

is affected by marked seasonal variations of the wind

field, which is controlled by the monsoon blowing in

the Arabian Sea (Morcos, 1970; Patzert, 1974). During

most of the year (October to May), the strong SSE

winds present in the southern Red Sea cause a large

surface inflow from the Indian ocean and the mean

meridional transport at the surface is directed predom-

inantly to the north. During the southwest monsoon

(June to September), the direction of the winds over the

southern Red Sea and the Gulf of Aden is reversed. The

surface flow also reverses and is directed toward the

Gulf of Aden. During transition periods, currents are

weakest andmost variable. In all seasons, hydrographic

observations and velocity measurements show that

surface circulation consists of a series of cyclonic and

anticyclonic gyres that disappear and reappear at pref-

erential locations (Morcos and Soliman, 1974; Quad-

fasel and Baudner, 1993) as a consequence of the wind

field which is steered by the adjacent high topography.

Thus, density forcing s and the wind interact at different

times and places to generate a rather complex surface

circulation (Sofianos and Johns, 2003).

2.3. Intermediate and deep circulation

In response to the strong evaporation, the inflow

from the Gulf of Aden gradually becomes cooler and

saltier, and returns south as a denser subsurface current

(Neumann and McGill, 1962; Tragou and Garrett,

1997; Quadfasel, 2001) which eventually escapes

above the sill of Bab el Mandeb. Although these mean

conditions are thought to be mainly driven by thermo-

haline forces (Phillips, 1966; Eshel and Naik, 1997;

Sofianos and Johns, 2003), tracer studies show that the
subsurface circulation is largely affected by the strong

seasonal modulation of the monsoon (Eshel et al.,

1994). In the extreme north of the Red Sea (south of

the Sinai peninsula), in the Gulf of Aqaba and partic-

ularly in the shallow Gulf of Suez where salinities are

found in excess of 41 psu, denser waters are formed.

Part of these waters are injected below the pycnocline

and give rise to a southward flowing current at inter-

mediate depth (Cember, 1988). A smaller portion,

formed in the winter season when surface temperatures

are at their lowest, is able to sink to the bottom as a

slope convective current and feed the deep thermoha-

line circulation (Maillard, 1974; Wyrtki, 1974, Cem-

ber, 1988; Woelk and Quadfasel, 1996).
3. 3He data

The 3He data set is combined from the Geosecs,

Meseda-II and Merou expeditions. The three Geosecs

stations in the Red Sea were occupied in December

1977. Helium isotopes measurements were made by

J.E. Lupton and have appeared in the Geosecs Atlas

(Ostlund et al., 1987). The vertical 3He profiles are

shown in Cember’s paper (Cember, 1988). TheMeseda

cruise occured in March–June 1979. Helium isotopes

were measured at the University of Heidelberg and

published in Kuntz’s thesis (Kuntz, 1985). Merou data

were obtained in June 1982 (Beauverger et al., 1982)

and were measured by our group at Saclay (Andrié,

1987). This combined data set is identical to the 3He

data set used by Eshel et al. (1994).

The data do not allow us to resolve the seasonal and

interannual variability of the deep Red Sea ventilation.

However this lack of temporal resolution is of minor

importance here, since we are primarily interested in

the long term averaged deep circulation.
4He concentrations are essentially constant through-

out the deep basin and close to the equilibrium value

with the atmosphere. Hence, the 3He data can be

expressed using the delta (d) notation, where the 3He

excess, d3He, is defined as the deviation in percent of

the 3He/4He ratio of the sample (subscript s) from the

atmospheric ratio (subscript a):

d3Heð%Þ ¼ ½ð3He=4HeÞs=ð
3
He=4HeÞa � 1� � 100 ð1Þ

Sections of d3He drawn from the data of each of

the three expeditions (not shown) all point to large
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3He excesses (up to 40–50%) in the deep waters of

the southern half of the basin, with a clearly defined

north–south gradient, consistent with the formation

of well-ventilated deep waters in the north. Fig. 1

displays the d3He vertical section drawn from the

combined data set. In the surface layer, d3He values

are close to the equilibrium with the atmosphere.

The most prominent feature is the mid-depth 3He

maximum. Having in mind the mantle 3He injection

at depth, this pattern globally support the early deep

circulation scheme of Manins (1973) in which

newly formed deep waters with a low d3He sink

in the north as a convective plume and sweep

excess 3He southwards as they proceed along the

slope (Fig. 2). The 3He distribution also suggests, as

hypothesized by Manins (1973), the existence of a

middepth return flow, which may be due to the

entrainment of intermediate waters into the sinking

plume.

In the following, we assume that the tritiumgenic
3He component is negligible. Tritium concentrations

below 300 m were less than 1.5 TU at the time of

the 3He surveys (Kuntz, 1985; Ostlund et al., 1987;
Fig. 1. Red Sea d3He vertical section an
Andrié and Merlivat, 1989), and were significantly

lower during the preceeding years, according to the

bomb 14C time evolution recorded by Red Sea corals

(see Section 6 for details). Hence, we calculate that

the tritium contribution to the measured d3He since

the start of the bomb tritium injection, i.e. over 20

years or so, should be less than 2%, in agreement

with Kuntz model (Kuntz, 1985). Hence, owing to

the large d3He excesses observed in the deep Red

Sea, this assumption is valid.
4. Inverse model

4.1. Model geometry and formalism

As it is aimed at studying the main pattern of

the deep convective circulation, the model domain

is restricted to water layers below 300 m. Owing to

the strong lateral confinement of the basin we adopt

a two dimensional description of the Red Sea, in

line with previously published works (Kuntz, 1985;

Metzl et al., 1989; Eshel et al., 1994).
d model geometry (dashed lines).



Fig. 2. Sketch of the Red Sea circulation (after Manins, 1973).
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The inverse model is based on conservation of

water mass and 3He in 36 boxes. The choice of the

geometry of the boxes (Fig. 1) is a compromise

between the need for the best possible spatial resolu-

tion and the relative sparcity of the data. The volume

of the boxes and the surface area of the boxes’

boundaries were computed using a bathymetry file

of the US Naval Oceanographic Office. The mean

d3He in each box (Fig. 3) was computed from the

tracer grid used to plot the d3He section of Fig. 1.

Two fluxes of opposite sign are considered through

each interface, to describe in the most general way the
Fig. 3. Mean d3He in each box (box volume, in km3, is shown in italics).

which sinks along the slope and feeds the deep layers with newly ventila
exchange between adjacent boxes (Fig. 4), including

both advection and mixing processes, thus avoiding

distortion of the advection field that would result from

neglecting mixing. Tracer conservation is expressed

by Eq. (2) below:

Ci�2; jF
þ
i�1; j þ Ci; j�2F

þ
i; j�1þ Ci; jþ2F

�
i; jþ1 þ Ciþ2; jF

�
iþ1; j

� Ci; jðF�
i�1; j þ F�

i; j�1 þ Fþ
i; jþ1 þ Fþ

iþ1; jÞ þ Sij¼0 ð2Þ

where Ci,j is the concentration of the tracer (in mol/

m3) in box (i,j) and where the water fluxes F+, F� (in

m3/s) and the tracer source in box (i,j), Sij (in mol/s),

are the unknowns (see Fig. 4).

For 3He, the concentrations Ci,j in Eq. (2) can be

replaced by di,j according to Eq. (1), thus giving:

di�2; jF
þ
i�1; j þ di; j�2F

þ
i; j�1 þ di; jþ2F

�
i; jþ1 þ diþ2; jF

�
iþ1; j

� di; jðF�
i�1; j þ F�

i; j�1 þ Fþ
i; jþ1 þ Fþ

iþ1; jÞ þ SVij ¼ 0

ð2VÞ

Here, Si jV equals Si, j� 100/Ra/[
4He], and [4He] and Ra

are the helium-4 concentration in the Red Sea deep

waters and the helium isotope atmospheric ratio,

(3He/4He)a, respectively.
The left arrows represent the northern plume of dense surface water

ted water. S1–S6 indicate the 3He sources (see Section 4.1)



Fig. 4. Advection and mixing scheme for box (i, j).
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With respect to water mass conservation, Eq. (2)

can be simply rewritten as follows:

ðFþ
i�1; j þ Fþ

i; j�1 þ F�
i; jþ1 þ F�

iþ1; jÞ � ðF�
i�1; j þ F�

i; j�1

þ Fþ
i; jþ1 þ Fþ

iþ1; jÞ ¼ 0 ð2WÞ

Geophysical studies of the Red Sea indicate that

the rift can be divided in three domains corresponding

to three distinct tectonic stages of its evolution

(Cochran et al., 1986; Martinez and Cochran, 1989).

The southern part has been characterized by a well

established seafloor spreading for the last 5 millions

years whereas the northern part is still in a stage of

continental rifting. In the central part, strong 3He

anomalies have been detected in deep brines (Miller

et al., 1966) with a 3He/4He ratio of 8.7�Ra (Lupton

et al., 1977; Andrié, 1987) typical of Mid-Ocean

Ridge hydrothermal fluids (Merlivat et al., 1984;

Jean-Baptiste et al., 1991, 1998). From these different

informations, we assume that 3He sources occur in the

Central and Southern part of the basin only,

corresponding to the six bottom boxes of the southern

part of the basin (see Fig. 3).

With two tracers (3He and water), 36 boxes, 72

interfaces and six 3He sources, the sum of which is set

to a prescribed value representing the global 3He flux

(see discussion in Section 4.2 below), we have a linear

system of 73 equations with 150 unknowns, which

can be written in matricial form A�X =B where A is

the matrix constructed from tracer data, X is the vector

of the unkowns and B is the vector representing the

second term of the equations. The method also per-

mits to impose additional constraints in the form of
inequality GX >H, corresponding to a priori knowl-

edges concerning the direction and/or magnitude of

the water flux at particular boundaries using field

measurements such as current meters data, hydro-

graphic measurements, etc. In our inversion, the only

a priori constraints imposed upon the system are:

– the sign of the 3He sources : Sij>0 in the six bottom

boxes of the southern half of the basin and Sij = 0

everywhere else.

– the sign of the flux at the northern boundary of the

three northern deep boxes, corresponding to an

inflow of newly formed deep water.

The model formalism follows Bolin et al. (1983),

Metzl et al. (1989) and others. The system is resolved

by a classical least squares method with inequality

constraints (LSI programming in Lawson and Hanson,

1974). All the details concerning the methodology are

available in Eshel et al. (1994).

4.2. 3He sources

In the model, the magnitude of the global 3He

injection bears directly on the strength of the deep

circulation and on the time-scale of deep water re-

newal. The global deep Red Sea 3He flux can be

evaluated from the 3He escape rate at the surface

using the mean 3He transfer velocity K3He and the

mean 3He surface concentration gradient across the

air–sea interface. In his study of the bomb 14C

invasion of the Red Sea, Cember (1989) proposed

an average value KCO2
of 2.1F 0.5 m/day for a mean

wind speed of 4.7 m/s. Scaled to the Schmidt number

of 3He (Jähne et al., 1987a,b), this leads to

K3He = 4.3F 1 m/day. Recent direct measurements of

K3He in a lake (Jean-Baptiste and Poisson, 2000; Jean-

Baptiste et al., 2002) give slightly higher value of

6.3F 0.6 m/day for the same wind and surface tem-

perature conditions.

Knowing the 3He transfer coefficient, we can

deduce the global 3He flux to the atmosphere, Q3He,

using the piston velocity formula:

Q3He ¼ A� K3He � ðC � CeqÞ ð3Þ

where Ac 438,000 km2 is the total surface area of the

Red Sea, C is the average 3He surface concentration
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and Ceq is the 3He concentration in equilibrium with

the atmosphere. Replacing C and Ceq by d3He and

d3Heeq according to Eq. (1), we obtain:

Q3He ¼ A� Ra � ½4He�surf � K3He � ðd3He� d3HeeqÞ
ð3VÞ

where [4He]surf and Ra are the helium-4 concentration

of surface waters and the helium isotope atmospheric

ratio, respectively.

The average surface d3He calculated from avail-

able data in the surface layer is equal to � 0.6%. This

is slightly above the equilibrium value with the

atmosphere, which is close to d3Heeq. =� 1.5% be-

tween 25 and 30 jC (Top et al., 1987). Thus, the best

estimate of the 3He flux escaping at the surface of the

Red Sea basin is 17F 4 mol/year. The global 3He

source released by the hydrothermal activity at the

bottom of the Red Sea is equal to this surface flux

corrected from the net 3He flux exchanged through the

strait of Bab el Mandeb. By combining the annual

averaged data for the inflow and outflow of water

through the straight given by Murray and Johns, 1997

(0.4 and 0.38 Sv, respectively), with the 3He vertical

profile at Merou station 49 located in the strait, we

calculate a net annual export of 2F 1 mol/year of 3He.

This leads to a 3He input into the deep Red Sea of

19F 5 mol/year.

An alternative way of establishing the magnitude

of the deep 3He source is to scale the Red Sea 3He

flux to the world global3He flux from the seafloor.

The value of 2 3He atom/cm2 of the whole earth/sec

first proposed by Clarke et al. (1969) was revisited by

several authors (Craig et al., 1975; Jean-Baptiste,

1992; Farley et al., 1995) and lies in the range 2–5

atom/cm2/s, or 500–1300 3He mol/year. As the vast

majority of this flux is released along the 60,000 km

of ocean ridges, we estimate the corresponding deep

Red Sea 3He flux in the range 14F 6 3He mol/year

(we assume, as explained above, that the helium-3

injection occurs mainly in the active southern part of

the basin, i.e. along 1000 km of rift).

These two independent approaches lead to consis-

tent results. However, both methods show significant

uncertainties and thus constrain only approximately

the renewal time of the deep waters. Hence, the first

merit of the 3He inversion will be to propose a

circulation pattern for the deep Red Sea. The final
step, addressed in the last section of this paper, will be

to further constrain the timescale of the deep circula-

tion scheme using the bomb 14C distribution.
5. Deep circulation pattern

Below the system of currents which takes place at

the surface and at intermediate depth below the

pycnocline (see Section 2), lies the Red Sea deep

water. This water, which forms a distinct water mass

with fairly homogeneous T/S properties, fills the

entire rift valley from about 300-m depth to the

bottom. Whereas an appreciable number of investi-

gators have written on the formation of the Red Sea

deep water and on its bulk residence time, fewer

studies have been devoted to the internal circulation

of this water mass. No current velocity measurements

are available, so that much of our present knowledge

comes from geochemical tracers (including nutrients,

O2,
3He and transient tracers like 14C and tritium) or

from hydraulic models.

One of the first comprehensive work concerned

with the description of the deep Red Sea internal

circulation is the study by Manins (1973). Manins

condensed the available hydrographic and dynamic

knowledge of the Red Sea into an hydraulic model

of the sinking plume of newly formed deep water in

the north, called the ‘‘filling box model’’ of the Red

Sea. The first component of the proposed circulation

scheme (Fig. 2) consists in a dense convective

plume which sinks in the extreme north of the basin.

This plume entrains neighbouring waters and gives

rise to a southward bottom flow which flushes the

Red Sea deep basin with newly ventilated deep

waters. To compensate this downward flow, the

interior of the Red Sea is subject to slow ascending

movements. Manins’ model indicates that part of

this upwelled water feeds a mid-depth return flow

which tends to replace the waters entrained in the

sinking process.

Eshel’s findings (Eshel et al., 1994), based on 3He

in a multibox model with two layers (each with three

boxes) below 400 m, basically support Man-

ins’scheme, with a sinking branch north of 27jN, a
deep southward flow below 700 m which upwells

throughout the deep basin, and a northward return

flow between 400 and 700 m.
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The advective field resulting from our own inver-

sion, which is the difference between the two fluxes of

opposite direction at each interface, is shown in Fig. 5

(the results correspond to a 3He source of 19 mol/

year). The circulation is consistent with Manins’ flow

field. The main features include:

– a descending branch in the northernmost part of the

basin, which corresponds to the sinking of dense

surface water and the entrainment of additional

water by the sinking plume (note that the origin of

this newly formed deep water cannot be determined

from the 3He tracer field since all surface waters

have essentially the same d3He close to the isotopic

equilibrium with the atmosphere);

– a north–south movement of this newly formed deep

water below 800 m depth;

– an upwelling of the deep waters, which occurs

preferentially in the southern half of the basin and

which feeds a well-established return flow at

intermediate depth, between 460 and 600 m.
Fig. 5. Solution of the 3He inverse problem.
Fig. 5 also displays a sketch of the deep Red Sea

circulation based on our results. In addition to the

features described above, we see that the internal

circulation defines a counterclockwise recirculating

loop whose spatial extension encompasses most of

the deep Red Sea interior.

In the uppermost layer of the model (300–460 m),

the circulation is not so well defined. This layer

represents a transition between the southward inter-

mediate circulation and the northward upper branch of

the deep recirculation cell. Thus, the lack of definition

of the circulation may be due to the fact that it is

sandwiched between two systems of currents of

opposite direction. However, some of the upwelling

and downwelling model fluxes could be spurious and

could also indicate the model’s inability to resolve the

circulation and mixing processes in this transition

zone.

As already mentioned above, the intensity of the

flow field deduced from the inversion is proportional

to the deep 3He flux. In the next section, in order to
Arrows represent net advection fluxes.



Fig. 6. (a) Mean D14C deduced from the Geosecs vertical section

(Ostlund et al., 1987). (b) Simulated D14C distribution. (c)

Comparison of the observed and simulated D14C for the 36 boxes.
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assess more accurately the absolute value of the flow

and the corresponding rate of deep water renewal, we

test the present circulation scheme against the tran-

sient bomb 14C distribution. The purpose of this

exercise is twofold:

(1) it will allow us to check the consistency of

the circulation scheme deduced from the 3He

field inversion with the observed transient14C

distribution;

(2) it will give us an independant chronometer that

will allow us to fine-tune the intensity of the

circulation so as to get the best possible agreement

between the simulated 14C distribution and the

Geosecs 14C data, thus leading to a more precise

determination of the bulk residence time of the

Red Sea deep waters.

6. Bomb radiocarbon experiment

6.1. Radiocarbon data

Radiocarbon (14C) was released in the atmosphere

by the nuclear atmospheric tests of the 1950s and

early 1960s. The vast majority of this 14C entered the

marine carbon cycle by 14CO2 exchange at the air–sea

interface, and therefore constitutes an excellent tran-

sient tracer of ocean ventilation. The penetration of

bomb 14C in the Red Sea at the time of Geosecs

(1977), that is 12 years after the atmospheric 14C

peak, is displayed in Fig. 6a. It shows that the surface

waters tagged with bomb 14C (corresponding to well-

ventilated low d3He waters) rapidly reached the deep

layers of the northern Red Sea. Compared to pre-

bomb 14C estimates deduced from Red sea corals

(D14Cc� 75%), the Geosecs distribution also shows

that the transient signal started to spread all across the

basin interior, with no place left uncontaminated by

the transient signal two decades only after the start of

the tracer injection. This fact is a first clear indication

of the short time scale of the residence time of the

deep waters.

The surface water history of the 14C transient can

be reconstructed with a good accuracy by direct 14C

measurements on annual growth bands of Red sea

corals. For this purpose, we use the same data set as

Cember (1989). Fig. 7 shows the rapid rise in the



Fig. 7. Carbon-14 coral data (Cember, 1989) for the southern,

central and northern part of the Red Sea (dashed lines). Solid curves

show the corresponding D14C at 300 m depth, calculated from these

data using the box-model of Eshel et al. (1994).
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D14C of Red Sea surface waters recorded by corals

that followed the large thermonuclear tests of the late

fifties and early sixties. Also apparent in Fig. 7 is the

north–south gradient in surface 14C concentrations.

This gradient is due to the monsoon driven seasonal

upwelling in the Gulf of Aden which dilutes surface

water with deeper waters depleted in 14C (Cember,

1989). During their journey to the north through the

strait of Bab el Mandeb, these surface waters get

progressively enriched in 14C by exchange with the

atmosphere.

6.2. Radiocarbon simulation

This surface water D14C history recorded in corals

is translated into a D14C record at 300 m depth, i.e.,

the upper boundary of our model domain, using the

Eshel et al. (1994) multi-box model. This model,

calibrated against several tracers including tempera-

ture, salinity and 3He, has a good spatial resolution in
the upper and intermediate levels and thus is well

adapted to our purpose.

Adopting the same formalism as before (see Fig.

4), the equation describing the evolution of the D14C

value (D14Ci, j) in each box (i, j) between time t and

time t+Dt is :

D14Ci; jðt þ DtÞ
¼ D14Ci; jðtÞ þ ½D14Ci�2; jF

þ
i�1; j þ D14Ci; j�2F

þ
i; j�1

þ D14Ci; jþ2F
�
i; jþ1 þ D14Ciþ2; jF

�
iþ1; j � D14Ci; j

� ðF�
i�1; j þ F�

i; j�1 þ Fþ
i; jþ1 þ Fþ

iþ1; jÞ� � Dt=Vij ð4Þ

where Vij is the volume of box (i, j).

This time history of the bomb 14C at 300 m is

shown in Fig. 7 for three different latitudes.

The reconstructed record at 300 m depth, from the

pre-industrial era (1950) to the time of Geosecs (1977)

is stored in a computer file. It is subsequently inter-

polated to serve as a boundary condition to simulate

the penetration of bomb 14C in the deep Red Sea with

our 36 box model, using the fluxes obtained from the
3He inversion. The computation of the time evolution

of the D14C value in each of the 36 boxes of the model

is carried out as above using Eq. (4).

Several runs were made with different circulation

intensity, by simply multiplying all fluxes by a con-

stant factor, to find the best agreement between the

simulated 14C distribution and the 14C data. The best

fit corresponds to a total strength of the 3He sources of

18.7 mol/year. This figure falls within the range of
3He fluxes estimated in Section 4.2 and is indeed

extremely close to the 19 mol/year obtained from 3He

air–sea fluxes using the piston velocity equation. This

excellent agreement is probably coincidental but it

shows nevertheless that the timescales imposed by the

ventilation of the deep 3He sources and by the 14C

transient are fully consistent.

The comparison of the 14C distribution simulated

by the model with the observed 14C field is shown in

Fig. 6b and c. The agreement between both distribu-

tions is satisfactory, considering the uncertainty in the

reconstruction of the 14C concentration history at the

model boundaries. Nevertheless, the core of low D14C

values displayed by the data in the intermediate levels

of the southern Red Sea (460–600 m) appears slightly

too young in the simulation (with slightly elevated
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D14C), thus indicating that the recirculation loop

deduced from the inversion may be somewhat over-

estimated.

6.3. Deep red sea renewal rate

As a whole, our results point to the rapid renewal

rate of Red Sea deep waters. We find that the newly

formed deep water in the north of the basin (which is

the sum of the fluxes materialized by the three arrows

on the left side of Fig. 3) sinks at a rate U of

0.09� 106 m3/s. With a volume V of the deep basin

(below 300 m) of 173,889 km3 (representing the sum

of the 36 boxes of the model—see Fig. 3), this

renewal rate corresponds to a residence time V/U of

about 60 years. Estimates of the Red Sea deep waters’

renewal rate and subsequent bulk residence time vary

substantially in the literature (Table 1). Initial studies

based on oxygen budget (Wyrtki, 1974) and hydrog-

raphy (Manins, 1973; Maillard, 1974) favoured a

rather long residence time of the deep waters. How-

ever, subsequent studies based on tritium and 14C

transient tracers all points to a more rapid turn-over.

Various sources of deep water formation have been

suggested based on hydrographic observations, in-

cluding outflow of dense waters from the shallow

Gulf of Suez (Maillard, 1974; Wyrtki, 1974; Cember,

1989; Woelk and Quadfasel, 1996), from the Gulf of

Aqaba over the strait of Tiran (Wyrtki, 1974; Murray

and Hecht, 1989), and even open sea convection off

the Sinai peninsula (Wyrtki, 1974). These various

contributions to the Red Sea deep waters show sub-

stantial interannual variability (Woelk and Quadfasel,

1996), a fact which may contribute to the lack of clear

consensus on the source and rate of deep water
Table 1

Bulk residence time of Red Sea deep waters (numbers in parentheses are re

north)

Residence time (year

Manins (1973) 320

Maillard (1974) (100)

Wyrtki (1974) 72

Kuntz (1985) 42

Cember (1988) 36

Eshel et al. (1994) 35

Woelk and Quadfasel (1996) (40–90)

This work 26– (60)
formation based on observations limited in space

and time.

Classically, the residence time s of a deep water

body is obtained by dividing the total volume of the

deep reservoir by the flux of newly formed deep

water. In the reality however, the translation of a

purely advective rate of deep water formation into a

bulk ventilation time s of the deep waters brings

additional difficulties, due to different possible modes

of deep water ventilation, including diffusive modes.

Cember (1989) proposed two modes of ventilation of

the Red sea, one corresponding to a deep convection

mode in the north, at a rate of 0.05� 106 m3/s, and a

second mode called isopycnal mode, characterized by

an injection of surface water at intermediate depth,

below the pycnocline, at a rate of 0.11�106 m3/s. His

main conclusions were supported by the work of

Eshel et al. (1994). On the other hand, Kuntz (1985)

concluded from the study of the bomb tritium distri-

bution using a multi-box model, that convection was a

minor mode of deep water ventilation (0.016� 106

m3/s) and that the deep Red Sea was rapidly ventilated

by widespread vertical mixing responsible for 90% of

the ventilation process.

In order to quantify the bulk residence time of the

Red Sea deep waters in our model, we performed a

run similar to the radiocarbon run described above but

this time with a numerical tracer initially set to a

concentration C0 = 1 everywhere in the basin and set

to zero at the air–sea interface (corresponding to

layer-1 in Eshel’s multibox model used in the range

0–300 m). Fig. 8a shows that the temporal decrease of

the mean tracer concentration C(t) below 300 m depth

follows an exponential law C(t) =C0� exp(� t/s).
The time constant s is equal to 26 years.
newal time deduced from the sole rate of deep water formation in the

) Method

Hydrological model

Hydrography

Oxygen budget

Tritium, 3He (multibox-model)
14C, 3He (box-model with 2 deep boxes)

T, S, 3He (box-model with 6 deep boxes)

Hydrography
3He, 14C (box model with 36 deep boxes)



Fig. 8. (a) Decay rate of a numerical tracer as a function of time. The

tracer is initially set to 1 in the entire basin and to 0 at the surface.

As for the 14C simulation, the model of Eshel et al. (1994) is used in

the 0–300 m layer. The solid line shows an exponential decay with

a time constant of 26 years. The dashed line corresponds to a

simulation where the net advection is set to zero at all boxes

interfaces (diffusion only experiment). (b) Time necessary to

ventilate each box at the 90% level (in year).
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What is the relationship between this time constant

and the bulk residence time of the deep basin? If we

consider the same numerical tracer approach in the very

simple case of a reservoir of volume V (in m3) renewed

from the surface at a rate u (in m3/s), meaning that, per

unit of time, a volume u of water is ventilated at the

surface and subsequently mixed back into the reservoir,

one can easily demonstrate that the decay of the tracer

concentration C(t) follows the exponential law C(t) =

C0� exp(�u� t/V). This simple analogy shows that

the time constant s in Fig. 8a is equivalent to a ratio V/u
and therefore is indeed a measure of the bulk residence

time of the deep Red Sea basin.

This value of 26 years is less than half that deduced

from the rate of deep water formation alone (60

years). This shows, in agreement with the conclusions

of Eshel et al. (1994), that deep water sinking in the

extreme north is not an exclusive mode of ventilation

of the deep Red Sea. Fig. 8b, which displays the rate

of ventilation of the individual boxes, also indicates

that ventilation proceeds rather uniformly within the

Red Sea interior. The same numerical tracer simula-

tion carried out by suppressing any net advection

(diffusion only experiment in Fig. 8a) also shows that

diffusion is not the main driver of the Red Sea

ventilation, as claimed by Kuntz (1985) and already

challenged by Eshel et al. (1994).
7. Conclusion

In order to describe the deep circulation of the Red

Sea and estimate its ventilation rate, a linear inverse

model was constructed, based on the conservation of

mass and 3He.

The main features of the deep circulation (below

300 m) deduced from the inversion include (i) in the

northernmost part of the basin, a descending branch

made of water entrained by the sinking plume of

dense newly formed deep water. This water mass

proceeds southwards below 800 m depth, (ii) in the

south, an upward movement of the deep water,

connected to a counterclockwise recirculation loop,

which feeds a well defined return flow at intermediate

depth, between 460 and 600 m.

The intensity of the deep circulation deduced from

our best estimate of the 3He sources is confirmed by the

simulation of the bomb 14C transient. The present
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model produces deep waters at a rate of 0.09� 106 m3/

s, corresponding to a deep convective renewal time of

60 years. However, the model also points to an addi-

tional mode of ventilation through efficient advective

exchange across the upper boundary of the domain,

whereas vertical diffusion is of minor importance. The

bulk residence time resulting from both modes of

ventilation is of 26 years. This short residence time

explains why 12 years only after the peak of the 14C

atmospheric injection, the 1977 Geosecs survey found

that the transient signal had already reached the deepest

layers, leaving no place uncontaminated.
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Abstract

The ‘‘age’’ of a trace constituent is a common diagnostic of its transport in a geophysical flow. Deleersnijder et al. (Bull. Soc.

R. Sci. Liege 70 (2001a) 5) and Beckers et al. (SIAM J. Appl. Math. 61 (2001) 1526) analyzed tracers released from point

sources in unbounded advective–diffusive flows with uniform coefficients and noted a surprising feature: the ‘‘mean tracer

age’’ (the averaged elapsed time since tracer was injected) is symmetric about the source, despite the directionality of the flow.

Although the majority of tracer is swept downstream, the small fraction that diffuses upstream does so at the same average rate.

We explore this symmetry physically by examining the random walk trajectories that underlie the advective–diffusive

description of transport. Using physical arguments, we show that symmetry in the tracer age field is a natural consequence of

symmetry in the velocity and diffusivity fields.
D 2004 Elsevier B.V. All rights reserved.
Keywords: Tracers; Age; Ocean transport; Advection–diffusion

1. Introduction since tracer was injected from a source (e.g., Delhez et
‘‘Age’’ is a diagnostic timescale of transport used

in geophysical systems as diverse as the ocean,

stratosphere, and ground water (e.g., the review of

Waugh and Hall, 2002). Common to these systems is

the advective–diffusive nature of the transport. Su-

perposed on bulk motions are mixing processes that

necessitate a statistical treatment of transport. Not

surprisingly, given the widely varying contexts, pre-

cise definitions vary. In one usage, age is a property of

the tracer itself, and is defined as the elapsed time
0924-7963/$ - see front matter D 2004 Elsevier B.V. All rights reserved.
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al., 1999; Deleersnijder et al., 2001b). We refer to this

age as ‘‘tracer age’’ to distinguish it from the ‘‘transit

time’’ of an irreducible fluid element traveling to the

interior from a specified boundary region, a property

of the underlying fluid that Deleersnijder et al.

(2001b) has called ‘‘water age’’ and is often simply

called ‘‘age.’’ As a result of mixing the tracer content

of a macroscopic fluid parcel is comprised of a range

of tracer ages, just as the parcel’s irreducible fluid

elements exhibit a range of transit times.

This note is largely motivated by recent work of

Deleersnijder et al. (2001a) and Beckers et al. (2001),

who analyzed tracer age in idealized unbounded

advective–diffusive flows with uniform velocity and

diffusivity. These authors noted the surprising result

that the mean tracer age is symmetric about a point
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source, despite the strong asymmetry in the tracer

concentration due to the directionality of the flow.

Beckers et al. (2001) also noted the symmetry in

numerical models of the North Sea. The symmetry

is counterintuitive because one expects that the rate of

tracer motion should reflect the relative difficulty of

moving against the flow. Here, we present a physical

explanation for this symmetry by analyzing the ran-

dom walks that underlie advective diffusive motion.

We also compare and contrast different definitions of

‘‘age’’ in regards to this symmetry.
2. Tracer age

2.1. Definitions

The concept of ‘‘age’’ as a diagnostic of transport

is widely used in geophysics (Waugh and Hall, 2002).

However, definitions vary. The most direct definition

in terms of tracer is what we call here ‘‘tracer age.’’

Tracer age is defined to be a property of the tracer

itself, rather than a property of the underlying fluid.

(By contrast, Hall and Plumb, (1994) and Haine and

Hall, (2002) define related diagnostics as properties of

the fluid, independent of particular tracers.) Each

tracer particle (e.g., molecule) is imagined to have a

‘‘clock’’ that is turned on at the time the tracer is

injected into the fluid. A macroscopic fluid parcel

contains many particles with a distribution of clock

times, or ‘‘tracer ages.’’ The tracer age distribution can

be characterized by its temporal moments: the zeroeth

moment (proportional to the tracer mole fraction), the

first moment (the ‘‘mean tracer age’’), and higher

moments (e.g., the variance of tracer age). A tracer

age distribution can be defined at each point in the

domain. The distribution depends both on the under-

lying fluid flow and on the sources and sinks of the

tracer.

As a concrete example, consider an inert passive

tracer injected into an advective–diffusive flow by a

point source at r Vwith time-dependent source strength

S(r V, t) having units of tracer mass per time. At

position r and time t the tracer mole fraction q(r, t)

is comprised of tracer injected at a range of past times.

The contribution from the past time interval t V+ yt Vis
S(r V, t V)G(r, tjr V, t V)yt V, where G(r, tjr V, t V) is the

response at (r, t) to an injection at r Vat a single past
time t V; that is, S(r V, t) = q� 1y(r� r V)y(t� t V), where q
is the fluid density. G is the Green’s function that

carries tracer from (r V, t) to (r, t). The concentration q

is the sum of these contributions:

qðr; tÞ ¼
Z t

�l
dt VSðr V; t VÞGðr; tAr V; t VÞ ð1Þ

qðr; tÞ ¼
Z l

0

dnSðr V; t � nÞGðr; tAr V; t � nÞ; ð2Þ

where nu t� t Vis the elapsed time since a contribu-

tion was injected into the flow, the ‘‘tracer age’’ of the

contribution. The fraction of q(r, t) with tracer age in

the interval n to n + yn is

Zðr; tAr V; t � nÞyn

¼ Sðr V; t � nÞGðr; tAr V; t � nÞ
qðr; tÞ yn; ð3Þ

thereby defining Z(r, tjr V, t� n), the ‘‘tracer age

distribution.’’ This formulation is discussed in detail

by Holzer and Hall (2000) and for linear tracers is

related to the ‘‘concentration distribution function,’’

c(r, tjr V, t� n), of Deleersnijder et al. (2001b) simply

by Z = c/q. By construction, ml0 Zdn ¼ 1. The ‘‘mean

tracer age’’ is the first moment of this distribution: A

ðr; t; r VÞ ¼ ml0 nZdn.
We emphasize that Z and A are in general distinct

from the ‘‘age spectrum,’’ G, and ‘‘mean age,’’ C, of
Hall and Plumb (1994) (also called the ‘‘transit time

distribution’’ and ‘‘mean transit time,’’ respectively).

G and its first moment C are descriptors of the

underlying fluid transport and are independent of the

properties of any particular tracer, while Z depends

explicitly on the tracer source, as seen in Eq. (3). G is

the distribution of transit times since a fluid parcel

made last contact with some specified region, X, and

C is the mean of the distribution. The relationship of Z

and A to underlying timescales of the flow and the

conditions under which ZcG are laid out by Holzer

and Hall (2000). For example, Holzer and Hall (2000)

show that for a constant uniform source on a region in

a bounded domain C(r)c 2(A(r)�A(X)). In more

general cases there is no such simple relationship.

Further contrast and comparison of tracer and fluid

age is made in the summary and discussion sections.
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2.2. Examples

In order to gain insight to tracer age and illustrate

tracer age symmetry in a simple context, we consider

the following model: a passive inert tracer injected

into an unbounded advective diffusive flow with

uniform and constant velocity v and diffusivity j.
Tracer age in these simple models is also analyzed by

Deleersnijder et al. (2001b) and Beckers et al. (2001).

The point source is taken to be the origin, and t V= 0.
The Green’s function is

Gðr; tÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
4pjt

p
� �n

exp � Ar� vtA2

4jt

� �
; ð4Þ

where n is the dimensionality of the flow, and it is

assumed that q = 1, giving G units of L� n. We

consider the cases n = 1 and n = 3 because they permit

easy analytic solution.

If the source is S(t) = s0 for tz 0 and S(t) = 0 for

t < 0, then the steady-state response of the tracer is

qðrÞ ¼ ml0 Gðr; tÞdt. One finds in 3-D

qðrÞ ¼ s0

4pjr
exp � ðrv� r � vÞ

2j

� �
ð5Þ

Zðr; nÞ ¼ rffiffiffiffiffiffiffiffiffiffiffiffiffi
4pjn3

p exp � ðr � vnÞ2

4jn

 !
ð6Þ

and

AðrÞ ¼ r

v
ð7Þ

where r = jrj and v = jvj. In 1-D the solutions are

qðxÞ ¼ s0

v
exp � vðAxA� xÞ

2j

� �
ð8Þ

Zðr; nÞ ¼ vffiffiffiffiffiffiffiffiffiffiffi
4pjn

p exp � ðAxA� vnÞ2

4jn

 !
ð9Þ

and

AðxÞ ¼ AxA
v

þ 2j
v2

: ð10Þ
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(See also Deleersnijder et al., 2001a,b and Beckers et

al., 2001 for these and other related solutions.)

Several features are worth noting. The first point,

constituting the main focus of this work, concerns

the differences between q on the one hand and Z and

A on the other. The concentration, q, is highly

asymmetric. For example, in 1-D, tracer completely

fills the downstream domain (i.e., q(x) = 1 for x>0),

while upstream tracer falls as e� jxjv/2j. By contrast,

both Z and A are symmetric in x. This symmetry,

noted by Beckers et al. (2001) in a study of North

Sea models and by Deleersnijder et al. (2001a) and

Beckers et al. (2001) in the 1-D solutions above, is

counterintuitive. One expects that it is harder to

move against the flow than with the flow, and

therefore it should take longer. One finds, instead,

that while only a small fraction of the tracer moves

against the flow, this fraction requires no more time

to travel an equal distance than the larger fraction

moving with the flow. This symmetry is discussed in

detail in the next section.

Before addressing the symmetry, however, we

also note the qualitative difference between 1-D

and 3-D. Tracer completely fills the domain down-

stream in 1-D; that is, if one waits long enough,

q= 1 anywhere downstream. This is not the case in

3-D, where even directly downstream q~1/r. In 3-D

there is too much space to be filled by a point

source. In 1-D A(x) is nonzero everywhere, includ-

ing at the point source. Because of diffusive motion

tracer can make an excursion downstream or up-

stream from the point source and then return to the

source, causing A(0)>0. In 3-D, however, there is too

much available space, and recirculation back to the

origin has infinitesimal influence. (See Appendix C

of Holzer and Hall (2000) for a related discussion.)
3. Tracer age symmetry

In order to understand physically the counterintu-

itive tracer age symmetry we consider a Lagrangian

description of transport. Advective–diffusive trans-

port arises from the continuum limit of such a de-

scription. Diffusion represents the aggregate effect of

random motions of particles. Advection is the net drift

of particles in a direction of preferred probability for

individual particle steps.



T.M. Hall, T.W.N. Haine / Journal of Marine Systems 48 (2004) 51–5954
For simplicity, we consider particles that move in

discrete steps of unit magnitude every time step yt,
selecting randomly among the six possible directions

F x̂, F ŷ, and F ẑ in a 3-D rectilinear lattice; that is,

the single step probability density function (pdf)

consists of six spikes, one for each direction. Take

the direction of the macroscopic velocity to be + x̂.

Particles are more likely to take + x̂ steps than � x̂

steps (i.e., the + x̂ spike of the pdf has greater

magnitude). Steps in F ŷ, and F ẑ all have equal

probability. Step probabilities are assumed to be

spatially uniform, resulting in uniform macroscopic

velocity and diffusivity. Because volume elements

have unit magnitude, the particle concentration at

r=(x, y, z) is equal to the particle number at r. The

mean tracer age, A(r), is the average over the particles

at r of the elapsed times since they were injected at a

source, which we take to be a point source at r V=(x V,
y V, z V) of magnitude S(r V, t) (particle number per

time).

Clearly q, Z, and A are symmetric in y and z, since

there is no preferred direction in this plane. However,

it may seem surprising that Z and A are symmetric in

x, despite the directionality of the velocity (i.e., the

preferred single step probability). Our physical argu-

ment for the symmetry requires two ingredients: (1)

For each sequence of particle steps (a ‘‘trajectory’’)

connecting r V to r there is a ‘‘reflection’’ trajectory

connecting r V to � r. The reflection is obtained by

reversing the sign of all the steps. The existence of a

reflection requires that the probability for a step in an

opposite direction be nonzero, although it can be

arbitrarily close to zero. (For example, the limit of

small probability of a � x̂ step is the limit of small x

diffusion. The tracer age is still symmetric in x, but it

is realized by a vanishingly small amount of tracer at

points x < x V.) (2) The steps comprising a trajectory are

statistically independent. In the argument that follows

this independence allows us to reorder a step sequence

with no impact on its overall probability. Note that if

steps were not statistically independent, but instead

had a finite decorrelation time, one could accumulate

a sequence of steps over the decorrelation time and

consider the net displacement of the accumulation as

the fundamental step.

Consider a sequence of n steps w1, . . ., wn forming

a trajectory W from r Vto r. If p(wj) is the probability

of the jth step, then P(W) = p(w1): : :p(wn) is the
probability that trajectory W is sampled by a particle.

Now, in every trajectory there must be a subset of

steps that, when taken in sequence, forms a ‘‘sub-

trajectory’’ directly from r Vto r. The remaining set of

steps form a sub-trajectory of zero net displacement.

We consider the reordered sequence

W ¼ w1; . . . ;wn�m;
zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{rV! rV

wn�mþ1; . . . ;wn;
zfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflffl{rV! r

ð11Þ

where Ruw1, . . ., wn � m is a ‘‘recirculation sub-

trajectory’’ of zero net displacement and step number

n�m, and Duwn� m + 1, . . .,wn goes directly to r in

the minimum number of steps m = jxj/yx. Because of

the statistical independence of steps the reordering

does not affect the overall probability of W, and so

P(W) =P(R)P(D).

Each permutation of steps in Eq. (11) is also a

trajectory from r Vto r and has the same probability. To

obtain the full probability, P, of traveling from r Vto r in
n steps, P(W) must be multiplied by a factor B(n,m),

the number of distinct permutations of n steps that

result in a net m steps in one direction. That is,

P ¼ Bðn;mÞPðRÞPðDÞ: ð12Þ

P(D) depends on both the magnitude of r� r V(a
longer sequence of steps is required to reach a

greater jr� r Vj) and its direction (steps against the

flow are less likely than steps with the flow).

However, P(D) does not depend on the total step

number n or, equivalently, on the total duration of

the trajectory nyt, as long as mz n. Every trajectory

to r must have the sub-trajectory D, regardless of the

total step number. The additional steps affect P(R)

but not P(D).

The expected number of particles q at r is the sum

of the probabilities of all trajectories to r of all step

numbers n (equivalently, durations nyt) multiplied by

the particle number, S(r V, t� nyt)yt, emitted at the

time the trajectory started at r V. That is,

qðr; tÞ ¼
Xl
n¼m

Sðr V; t � nytÞytBðn;mÞPðRÞPðDÞ ð13Þ

(Note that, compared to Section 2, q and S here have

units of particle number and particle number per

time, respectively.) The quantity S(r V, t� nyt)B(n,m)
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P(R)P(D)yt is the number of particles that took time

nyt to travel r V to r. Therefore, the tracer age

distribution, following Eq. (3), is

Zðr; tÞ ¼ Sðr V; t � nytÞBðn;mÞPðRÞPðDÞXl
n¼m

ytSðr V; t � nytÞBðn;mÞPðRÞPðDÞ
:

ð14Þ

We now exploit the fact that P(D) does not depend

on the length of a trajectory by moving it outside the

summation, leaving

Zðr; tÞ ¼ Sðr V; t � nytÞBðn;mÞPðRÞXl
n¼m

ytSðr V; t � nytÞBðn;mÞPðRÞ
: ð15Þ

None of the factors in Eq. (15) depends on the

direction from the point source at r V. Because the

velocity and diffusivity are assumed uniform, the

probability of a trajectory of zero net displacement,

P(R), is actually independent of position. B(n,m) is the

number of trajectories that go r to r, and depends on

jr� r Vj through the step number m, but not on the

direction. Therefore Z is symmetric, as are all its

temporal moments, including the mean tracer age A.

Let us summarize the essence of the tracer age

symmetry. Every trajectory from r Vto r has a reflection
to � r, formed by reversing all the steps. If single step

probabilities are spatially uniform (equivalent to uni-

form velocity and diffusivity) and the steps are statis-

tically independent, then the sequence of steps in a

trajectory can be reordered with no impact on the

trajectory’s total probability. One such reordering

results in a recirculation sub-trajectory about r Vof zero
net displacement (same number of steps in all direc-

tions) followed by a direct flight to r. But the recircu-

lation is the same for the trajectory and its reflection.

The difference in the trajectory probabilities comes

only from the difference in probabilities of the direct

flights. These direct flight probabilities do not depend

on the overall trajectory duration, and thus the differ-

ence in probability of a trajectory and its reflection does

not depend on the duration. In other words, the dis-

tributions by trajectory duration of trajectory probabil-

ities to r and � r differ by a single scaling factor, the
difference in direct flight probability to r and � r.

Upon dividing by the particle number to obtain Z, the

distribution among the particles present, the distribu-

tion and its reflection become identical.

3.1. One-dimensional examples

We now illustrate these arguments in a 1-D exam-

ple. Consider steps of equal magnitude yx every time

step yt, with a probability p of a positive step and a

probability q = 1� p of a negative step; that is, a

single step probability distribution function (pdf)

consisting of spikes of unequal magnitude at F 1.

(The macroscopic transport coeffcients are related to

the randomwalk parameters by u=( p� q)yx/yt and

k= pqyx2/yt.) To arrive at x>0 there must be m = x/yx
more positive steps than negative. Because of the

statistical independence of steps, the probability of

any trajectory to x in time n = nyt, where n is the total

step number, can be written

Pðx; nÞ ¼ pmp
1
2
ðn�mÞq

1
2
ðn�mÞ ð16Þ

The probability for the reflection trajectory is obtained

by reversing all the steps; that is, by interchanging p

and q in Eq. (16):

Pð�x; nÞ ¼ qmq
1
2
ðn�mÞp

1
2
ðn�mÞ ð17Þ

All other trajectories of duration n to x and � x are

permutations of Eqs. (16) and (17). Note that the ratio

Pð�x; nÞ
Pðx; nÞ ¼ q

p

� �m

¼ q

p

� �AxA=yx

ð18Þ

does not depend on n. Thus, the distributions by n of

trajectory probabilities differ by the constant scaling

factor ( q/p)jxj/yx, and Z is symmetric in x. That is,

Zðx; nÞ ¼ Sðt � nÞBðn;mÞp1
2
ðn�mÞq

1
2
ðn�mÞXl

n¼m

ytSðt � nÞBðn;mÞp1
2
ðn�mÞq

1
2
ðn�mÞ

ð19Þ

is invariant under exchange of p and q. (Here,

B(n,m) = n!/(1/2(n�m)!1/2(n +m)!) is the number of



Fig. 1. Position versus step number of 1000 trajectories starting at the

origin. (a) All trajectories (gray) and those that end at x= + 1F 0.25

(black). (b) All trajectories (gray) and those that end at x=� 1F 0.25

(black). (c) Tracer age distributions at x =+ 1 (solid) and x =� 1

(dashed).

Fig. 2. Tracer age distributions at x= + 1 (solid) and x=� 1 (dashed)

for 5000 trajectories. (a) The width of the single step pdf increases

symmetrically with distance from the origin. (b) The width of the

single step pdf is constant downstream but increases upstream with

distance from the origin.
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distinct permutations of n total steps with a net m

either positive of negative.)

As an additional 1-D random walk example that

relaxes the earlier restriction to quantized steps in x,

consider the following: At each time step 1000

particles are given a random displacement according

to a single step pdf that is equal to unity for

� 0.45 < yx < + 0.55 and zero otherwise. Fig. 1a and

b shows trajectories after 50 time steps. Also shown

among all the trajectories in Fig. 1a are the subset that

reach x = 1F 0.25. Fig. 1b shows those that reach

x =� 1F 0.25. More particles follow trajectories

reaching + 1 than � 1, because of the preferred

direction for single steps. We now form the tracer

age distributions, Z(x, n), at x= + 1 and x =� 1 by

binning the number of particles at these positions
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according to their step number at arrival, then dividing

by the total number reaching the locations. These Z,

shown in Fig. 1c, are symmetric, discounting statisti-

cal fluctuations.

The symmetry of Z(x, t) in the example above

reflects the uniformity of the transport coefficients,

expressed as velocity u and diffusivity j macroscopi-

cally and by the single step pdf microscopically.

More generally, u and j (and the single step pdfs)

need not be uniform, but merely symmetric, to result

in symmetric Z(x, n). Fig. 2a shows Z at x =F 1

resulting from a random walk with the single step

pdf of Fig. 1, except that now the pdf width

increases symmetrically with distance from the origin

according to 1 + 3(1� e� jxj). The symmetry of Z in x

is preserved. By contrast, when the width increases

upstream but remains uniform downstream, Z is

asymmetric, as shown in Fig. 2b.
4. Summary and discussion

Deleersnijder et al. (2001a) and Beckers et al.

(2001) noted a counterintuitive symmetry in the

‘‘age’’ of a tracer released from a point source in an

advective–diffusive flow with uniform coefficients.

We have explained this symmetry physically by

analyzing random walks with statistically independent

steps, a description that underlies advective–diffusive

transport. Every trajectory from a source r Vto r has a

reflection to � r. The step sequence in a trajectory

and its reflection can be reordered with no effect on

the probability of being sampled by a particle. One

such reordering results in a recirculation about r Vof
zero net displacement followed by a direct flight from

r V to r. But the recirculation is the same for the

trajectory and its reflection. The difference in the

trajectory probabilities comes only from the differ-

ence in probability of the direct flights. These direct

flight probabilities do not depend on the overall

trajectory duration (transit time), and thus the differ-

ence in probability of a trajectory and its reflection

does not depend on the transit time. Therefore, the

normalized distributions of transit times to r and � r

are identical.

It is worthwhile contrasting the symmetry proper-

ties of two different definitions of ‘‘age.’’ The age

symmetry of Deleersnijder et al. (2001a) and Beckers
et al. (2001) arises in the case where age is considered

to be a property of the tracer itself—what we have

called ‘‘tracer age’’. In an alternate use of the term

‘‘age,’’ the symmetry does not arise. It is common in

ocean tracer studies to consider the age to be a

property of a water mass. One speaks of the elapsed

time (or distribution of times) since a water mass was

last at the ocean surface (e.g., England, 1995; Beining

and Roether, 1996). (For clarity, we have referred to

the ‘‘transit times’’ for irreducible fluid elements to

travel from a specified boundary region to the interior,

although simply ‘‘age’’ is common.) Observable trac-

ers allow an estimation of the transit time distribution

and its moments to varying degrees, depending on the

tracer and the flow conditions (Waugh et al., 2003).

To make explicit, the different symmetry properties

of these timescales consider an unbounded 1-D ad-

vective–diffusive system with uniform coefficients,

the system analyzed by Deleersnijder et al. (2001a).

The transit time of an irreducible fluid element is the

time since it was last at the origin. Note the distinc-

tion: transit time is always zero at the origin, whereas

tracer age is generally nonzero at the origin. In the

simplest case of a tracer having a constant source, the

mean tracer age A(x) downstream is given by expres-

sion (10), whereas the mean transit time (also known

as the ‘‘mean age’’ and the ‘‘ideal age’’) is C(x) = x/u.
In this idealized case the two timescales are related

simply: C(x) =A(x)�A(0). (Contrast this with the

relationship noted in Section 2.1 for a conservative

tracer with constant source in a bounded domain.)

We now ask what is the mean transit time up-

stream? One could attempt to construct the transit

time distribution G (also known as the age spectrum)

following Hall and Plumb (1994) by computing the

response to a y(t) boundary condition at x = 0 and

looking at positive x with u < 0; i.e., the fluid flow

running toward the origin from the parcel location.

This yields

Gðx; nÞ ¼ xffiffiffiffiffiffiffiffiffiffiffiffi
4pkn3

p e�ðxþunÞ2=4kn ð20Þ

However, one finds that ml0 Gdn ¼ e�2xu=k < 1. Unlike

the case downstream, where ml0 Gdn ¼ 1, the upstream

transit time distribution is not normalized. A fraction

of the fluid parcel that increases exponentially with x

has never been at the origin. The mean transit time
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solely among the fluid fraction that has been at the

origin is ml0 nGdn= ml0 Gdn ¼ x=u , identical to the

downstream solution. But over the entire fluid parcel

the mean transit time since last contact with the origin

is infinite, since much of the parcel has never been at

the origin. It is therefore not symmetric. A second

approach is to consider the steady-state solution to the

equation for the ideal age, sid, which downstream is

equivalent to the mean transit time (e.g., Khatiwala et

al., 2001):

Bsid
Bt

� u
Bsid
Bx

� k
B
2sid
Bx2

¼ 1 ð21Þ

with sid(0, t) = 0. In steady-state, one finds sid =� x/

u, again not symmetric about x = 0. A negative

timescale upstream to describe the elapsed time since

the fluid made contact with x = 0 is as plausible as an

infinite timescale: most of the upstream fluid has

never been at the origin but will make contact with

the origin at a future time; that is, a negative elapsed

time. We conclude that upstream in an unbounded

domain the mean transit time is either infinite or

negative, depending on definition, but in any case is

not equal to the downstream value. Eric Deleer-

snijder (personal communications) has recently con-

firmed the asymmetry of the ideal age (also known

as the ‘‘water age’’), extending the analysis to

include the transient solution.

It is perhaps not surprising that transport time-

scales should have peculiar properties in an open

domain (unbounded in some direction), given the

continuous and unlimited source of new fluid from

upstream. Although an open approximation may be

useful in certain instances, all geophysical domains

are ultimately closed; that is, the fluid has finite

mass. This has considerable bearing on the trans-

port timescales discussed here. Given a constant

source applied on some boundary region and no

sink, the tracer concentration and mean tracer age

will eventually increase everywhere linearly in time

if the domain is closed. This is in contrast to the

steady-state tracer age in the open 1-D domain,

where escape from the domain acts as an effective

sink for any finite sub-domain. On the other hand,

the mean transit time reaches a finite steady state

even in a bounded domain, if the circulation is
stationary. Sufficiently far enough back in time, all

fluid elements have made boundary contact.

Finally, we note that in a closed domain stream-

lines of the flow are closed. While ‘‘upstream’’ and

‘‘downstream’’ may be meaningful locally, the

mean transit time upstream is not determined

locally, but is rather set by the remote boundaries

that cause streamlines to close. In closed domains,

the mean transit time is not symmetric. Down-

stream, parcels are dominated by fluid that made

recent boundary contact and are therefore young.

In contrast, upstream parcels may have had only

weak diffusive contact locally with the boundary

region. The majority of their fluid elements have

circulated about streamlines that may span much of

the domain, and the parcels are therefore much

older.
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Abstract

Hall and Haine [J. Mar. Syst., in press] briefly addressed the problem of estimating the age of irreducible fluid elements or

water parcels in a one-dimensional flow with constant velocity and diffusivity. Herein further developments are achieved on this

subject. The age of every water parcel is set to zero at the moment it passes through the point x = 0, where x is an appropriate

space coordinate. As time progresses, the age of the water is seen to increase unboundedly upstream of the point x = 0, and tend

to the steady-state value Ax/uA downstream of the point x = 0, where u is the water velocity. By contrast, the age of the water

parcels that have touched at least once the point x = 0 is symmetric with respect to the point x = 0 is smaller than the water age at

any time and position, and tends to Ax/uA as time progresses. Asymptotic expansions are derived for large times.
D 2004 Elsevier B.V. All rights reserved.
Keywords: Age; Age of seawater; Ageing; Tracer
1. Introduction ‘‘age machinery’’. This is why studies were achieved
Age is a diagnostic used for understanding complex

geophysical flows (e.g., England, 1995; Campin et al.,

1999; Hirst, 1999; Khatiwala et al., 2001; Deleer-

snijder et al., 2001a, 2002; Delhez and Deleersnijder,

2002; Delhez et al., 2003; Waugh and Hall, 2002;

Waugh et al., in press). However, as age is the solution

of a rather elaborate partial differential problem (e.g.,

Delhez et al., 1999, Holzer and Hall, 2000), it is also

appropriate to evaluate the age in simple, idealised

flows, so as to gain insight into the functioning of the
0924-7963/$ - see front matter D 2004 Elsevier B.V. All rights reserved.
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of the age of a tracer released by a point source into an

infinite domain with constant velocity and diffusivity.

It was found that the age is symmetric with respect to

the point source (Beckers et al., 2001; Deleersnijder et

al., 2001b; Hall and Haine, in press). To date, the best

explanation of this rather counterintuitive property is

the one given by Hall and Haine (in press), who

resorted to an elegant Lagrangian approach.

Hall and Haine (in press) also briefly addressed the

problem of calculating the age of irreducible fluid

elements in a one-dimensional flow. At the initial time,

the age of all fluid elements was assumed to be zero.

The age of every fluid element increased at the same

rate as time progressed, and was reset to zero every

time the fluid element under consideration would pass

through the point x = 0, where x is an appropriate space
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coordinate. The mean age of fluid elements contained

in an arbitrarily small water sample taken at location x

was seen to be unequal to the age in a water sample

taken at the same time at location � x. Every water

sample consists of fluid elements which have not yet

touched the point x = 0, and those which have passed at

least once through x = 0. The latter make up a distinct

water mass, which is different from the water as such.

Hall and Haine (in press) mentioned that the age of this

particular water mass, unlike the water age, is sym-

metric with respect to point x = 0.

Hall and Haine’s (in press) concept of ‘‘irreducible

fluid element’’ is equivalent to that of ‘‘water parcel’’

in the Constituent-oriented Age Theory (CAT) of

Delhez et al. (1999) and Deleersnijder et al. (2001a).

CAT is well suited to investigate the age of tracers

(e.g., Delhez and Deleersnijder, 2002; Delhez et al.,

2003) as well as that of water masses (Hirst, 1999;

Deleersnijder et al., 2002). The objective of the

present study is to investigate in some detail the

behaviour of the two water ages considered by Hall

and Haine (in press). First, in Section 2, the Eulerian

equations of the problem are set. Then, their solutions

are established, including asymptotic expansions for

large times (Section 3).
Fig. 1. Schematic representation of the characteristics of the flow in

which water ages are estimated.
2. Model equations

Consider a one-dimensional water flow with con-

stant velocity u (>0) and diffusivity j (>0) in the

domain �l < x <l. At any time t>0 and position,

the age a(t, x) of a passive- or inert-tracer is given by

(e.g., Delhez et al., 1999; Deleersnijder et al., 2001a)

aðt; xÞ ¼ aðt; xÞ
Cðt; xÞ ; ð1Þ

where a and C denote the age concentration and the

concentration of the tracer under study, respectively.

The latter satisfy the following equations

BC

Bt
þ u

BC

Bx
¼ j

B
2C

Bx2
; ð2Þ

Ba
Bt

þ u
Ba
Bx

¼ C þ j
B
2a

Bx2
: ð3Þ

The concentration is a dimensionless mass fraction,

which is generally much smaller than unity, except the
concentration of the water which is almost equal to 1

(Fig. 1).

It is convenient to introduce dimensionless varia-

bles (Table 1). As in Deleersnijder et al. (2001b), the

time and space scales are taken to be 4j/u2 and 4j/u,
respectively. After the introduction of the dimension-

less variables, it is readily seen that relation (1) is left

unchanged, while Eqs. (2) Eqs. (3) transform to

BC

Bt
þ BC

Bx
¼ 1

4

B
2C

Bx2
; ð4Þ

Ba
Bt

þ Ba
Bx

¼ C þ 1

4

B
2a

Bx2
: ð5Þ

The concentration of the water being equal to 1, the

age of the water aw(t,x) obeys equation

Baw

Bt
þ Baw

Bx
¼ 1þ 1

4

B
2aw

Bx2
; ð6Þ

which is equivalent to Hall and Haine’s (in press)

equation for the ideal age. On the other hand, the water

parcels that have touched at least once the point x = 0

can also be considered. The set of these water parcels

bears similarities with the ‘‘surface water’’ studied in

Deleersnijder et al. (2001a, 2002). The fractionCm(t, x)

of such ‘‘marked’’ water parcels in water sample taken

at time t and location x obeys the equation

BCm

Bt
þ BCm

Bx
¼ 1

4

B
2Cm

Bx2
: ð7Þ

The age concentration am(t,x) of the marked particles,

which will be regarded as a ‘‘water mass’’ created at

x = 0, satisfies

Bam
Bt

þ Bam
Bx

¼ Cm þ 1

4

B
2am
Bx2

: ð8Þ

Then, the mean age of the water mass under study

is am(t, x) = am(t, x)/Cm(t, x). No variable is allowed



Table 1

Definition of the dimensionless variables used from Eq. (4) onwards

Original variable Dimensionless variable

t tV= t/(4j/u2)
x xV= x/(4j/u)
aw awV = aw/(4j/u

2)

Cm CmV =Cm

am amV = am/(4j/u
2)

am amV =[am/(4j/u
2)]=(amV /CmV )

The prime symbols are systematically omitted.
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to grow exponentially in the limit AxA!l. All

variables are zero at t = 0. The water age and the

age concentration of the water mass are prescribed

to be zero at x = 0. For the concentration Cm to

actually represent the fraction of the water parcels

that have touched at least once the point x = 0, it is

necessary that the boundary condition Cm(t, x = 0)

be applied.

By manipulating Eqs. (6)–(8), it may be seen that

the age of the water and that of the water mass satisfy

aw ¼ am þ ðt � amÞð1� CmÞ: ð9Þ

This relation is similar to that established in Deleer-

snijder et al. (2002) for the age of the water and the

age of the surface water in the World Ocean.

Lagrangian arguments similar to those of Deleer-

snijder et al. (2002) may also be invoked to obtain

Eq. (9). At any time and location, the age of the

water mass that has already touched x = 0, and its

concentration are no larger than t and 1, respectively.

Therefore, Eq. (9) implies that the age of the water is

larger than or equal to that of the water mass under

study.
Table 2

Dominant terms of the asymptotic expansions for t!l and AxA/
t! 0 of the age of the water aw, the concentration Cm of the water

parcels having touched at least once the point x= 0, and the mean

age of this water mass am

x< 0 x>0

aw(t, x) (1� e-4AxAt ) x

Cm(t, x) e� 4AxA 1

am(t, x) AxA x

Variables are in their dimensionless form (see Table 1).
3. Solution and discussion

The temporal Laplace transform of governing

Eqs. (6)–(8) is evaluated, leading to ordinary differ-

ential equations involving x-derivatives only. Next,

taking into account the initial and boundary condi-

tions, the ordinary differential equations are easily

solved. Finally, using a standard table of Laplace

transforms, the solutions to Eqs. (6) – (8) are

obtained:

aw ¼ tð1� e2xI3=2Þ þ e2xI1=2; ð10Þ
Cm ¼ e2xI3=2; ð11Þ

am ¼ e2xI1=2; ð12Þ

with

Ibðt; xÞ ¼
AxA
p1=2

Z t

0

h�be�h�x2=hdh: ð13Þ

The age of the water mass under study is

am ¼
I1=2

I3=2

Z t

0

h�1=2e�h�x2=hdhZ t

0

h�3=2e�h�x2=hdh
: ð14Þ

The solutions above satisfy relation (9). Clearly, the

age of the water is not symmetric with respect to point

x= 0, whereas the water mass age is (Fig. 2), i.e.,

awðt; xÞp awðt;�xÞ ð15Þ

and

amðt; xÞ ¼ amðt;�xÞ: ð16Þ

For b = 1/2 and b = 3/2, the integral (13) behaves as

I1=2ðt; xÞfAxAe�2AxA � AxAe�t�x2=t

p1=2t1=2
ð17Þ

I3=2ðt; xÞfe�2AxA � AxAe�t�x2=t

p1=2t3=2
; ð18Þ

if t!l and AxA/t! 0 (Appendix A). Accordingly,

the asymptotic behaviour for large times of the age of

the water, the concentration of the water mass that has



Fig. 2. Graphical representation at time t = 1/3, t = 1, t = 3 and t = 9 of the age of the water aw (thick solid curve), the concentration Cm of the

water parcels having touched at least once the point x = 0 (thin solid curve), and the mean age of this water mass am (dashed curve). Variables are

their dimensionless form (see Table 1).
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touched at least once the point x = 0 and the age of this

water mass are

awðt; xÞfð1� e2x�2AxAÞt þ AxAe2x�2AxA; ð19Þ

Cmðt; xÞfe2x�2AxA þ AxAe�ðx�tÞ2=t

p1=2t3=2
; ð20Þ

amðt; xÞfAxA� AxAe�ðAxA�tÞ2=t

p1=2t1=2
: ð21Þ

Upstream and downstream of the point x = 0, these

expansions exhibit significant differences (Table 2).

The age of the water and that of the water mass tend

to x for x > 0, which corresponds to x/u in dimen-

sional variables. However, in the region x < 0, the

age of the water mass tends to AxA—i.e., Ax/uA in

dimensional variables—while the water age grows

unboundedly as t.
Downstream of the point x = 0, the fraction Cm of

the water parcels that have touched at least once the

point x = 0 tends to 1 as time progresses. Therefore,

in the region x > 0, the age of the water and that of

the water mass under study must tend to the same

limit, which, in accordance with elementary intui-

tion, is x/u in dimensional form. Nonetheless, up-

stream of the point x = 0, the larger the distance to

this point, the larger the fraction of the water

parcels that have not yet touched the point x = 0—

since there is an infinite reservoir of such water

parcels upstream of x = 0, the domain of interest

being infinite. This is why the age of the water

tends to be equal to the time that has elapsed since

the age of all water parcels was set equal to zero.

By contrast, the age of the water mass that has

touched at least once the point x = 0 tends to a

value that is independent of the instant at which the

age of all water parcels was initialised to zero. This

points to a certain ill-foundedness of the concept of

water age for an unbounded domain (Hall and

Haine, in press), a problem which is unlikely to
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arise if the volume of the domain of interest is

finite (e.g., England, 1995; Deleersnijder et al.,

2002).

Obviously, for any physically relevant problem, the

domain of interest is not infinite. However, the infi-

nite-domain solutions discussed herein are believed to

be a good approximation of those obtained in a finite

domain, provided the latter are considered in the

vicinity of the point at which the ages are prescribed

to be zero and over a period of time sufficiently

smaller than the timescales related to advection and

diffusion over length scales comparable to the size of

the domain of interest. A relevant illustration thereof

is the age symmetry depicted in Fig. 1 of Beckers et

al. (2001), which is obtained from a numerical model

of the North Sea. A future study will focus on the time

evolution of various ages in a Munk loop (Munk,

1966; Hall and Holzer, 2003), with an emphasis on

the analysis of the sensitivity of the solutions to the

length of the loop.
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Appendix A

The integral defined by relation (10) may be

regarded as the following sum:

Ibðt; xÞ ¼ Ibðl; xÞ � Ĩbðt; xÞ; ðA:1Þ

with

Ibðl; xÞ ¼ AxA
p1=2

Z l

0

h�be�h�x2=hdh ðA:2Þ

and

Ĩbðl; xÞ ¼ AxA
p1=2

Z l

t

h�be�h�x2=hdh: ðA:3Þ

Clearly, in the limit t!l, the integral Ib(l, x) is

much larger than Ĩb(t, x).
By using Gradshteyn and Ryzhik (2000), it is

readily seen that

Ibðl; xÞ ¼ AxA3=2�be�2AxA: ðA:4Þ

Setting h = t(1 + n), the integral Ĩb(t,x) may be

transformed to

Ĩbðt; xÞ ¼
AxAt1�be�t

p1=2

Z l

0

ð1þ nÞ�b
e�tf ðnÞdn; ðA:5Þ

where

f ðnÞ ¼ n þ x2

t2ð1þ nÞ : ðA:6Þ

In the interval 0V n <l, the maximum rate of f (n)
occurs at n = 0. Therefore, according to Laplace’s

method (e.g., Bender and Orszag, 1978), using the

asymptotic expansion

f ðnÞf x2

t2
þ 1� x2

t2

� �
n; n ! 0; ðA:7Þ

the dominant term of the behaviour of Ĩb(t,x) as t!l
and AxA/t! 0 is obtained

Ĩbðt; xÞf
AxAt1�be�t�x2=t

p1=2

Z l

0

exp �t 1� x2

t2

� �
n

� �
dn;

ðA:8Þ

which immediately yields

Ĩbðt; xÞf
AxA
p1=2

t�be�t�x2=t: ðA:9Þ

Combining Eqs. (A.1), (A.4) and (A.9) leads to the

asymptotic behaviour of Ib(t, x) as t!l and AxA/
t! 0:

Ibðt; xÞfAxA3=2�be�2AxA � AxAe�t�x2=t

p1=2tb
: ðA:10Þ
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Abstract

Observations of transient tracers such as tritium, helium and CFCs can be used to obtain information on the ages of water

masses. The ocean general circulation model Modular Ocean Model-Array (MOMA) is used to compute the distribution of

anthropogenic tracers as well as the ‘ideal’ age and age spectra for the Eastern Mediterranean. Substantial differences between

tracer concentration age, tracer ratio age and the ideal age are revealed. The reason for these discrepancies is the fact that a water

parcel in the ocean interior has to be regarded as a composition of fluid elements with different ages and different tracer

concentrations. Therefore the concept of age spectra (distribution of transit times), describing the composition of the water

parcel, is more adequate than using a single age. The computed age spectra are analysed in how far they are reflecting the

circulation of Eastern Mediterranean Deep Water, especially its spreading and upwelling velocities. The methods used for the

computation of the age spectra assume a steady ocean circulation. Short- and long-term variability of the model lead to a

falsification of the calculated age spectra. The comparison between tracer concentrations and ideal age derived from the age

spectra with the values computed directly in the model as passive tracers allows an estimation of the accuracy of the computed

age spectra. The distribution of transit times for the deep water range, which are characterized by one pronounced maximum,

suggests an approximation of the deep water masses consisting of only two parts, a young and an old component. Based on this

assumption, it is possible to obtain a good estimation of the ideal age derived from measured tracer data.
D 2004 Elsevier B.V. All rights reserved.
Keywords: Age; Age spectrum; Deep water; Ocean circulation; Tracers; Mediterranean

1. Introduction made, difficulties arise. One aspect is to determine the
The assessment of the formation and spreading of

water masses is a relevant topic in oceanography.

Transient tracers provide a good means for such

investigations as their distribution indicates the path-

ways of newly ventilated water. If, however, a more

quantitative analysis of tracer measurements is to be
0924-7963/$ - see front matter D 2004 Elsevier B.V. All rights reserved.

doi:10.1016/j.jmarsys.2003.03.002
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characteristics of the oceanic transport such as spread-

ing rates and velocities from the measured tracer

concentrations. Another problem is due to the temporal

change of the tracer concentrations at a given location

in the ocean interior. Such a change may be caused

both by the temporal evolution of the tracer input

during water mass formation and by the variability

of oceanic transport. One approach is to convert the

measured tracer concentrations into ‘ages’. The ideal

age of a water parcel is defined as the time elapsed
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since it has been last in contact with the ocean surface

(England, 1995). Yet the ages derived from different

tracers are not identical with the theoretical ideal age

and also differ among one another (Sonnerup, 2001).

The reason for the discrepancies between the different

kinds of ages is the fact that a water parcel in the ocean

interior has to be regarded as a composition of fluid

elements with different ages and different tracer con-

centrations. Therefore a water parcel can be character-

ized more accurately by means of an age spectrum

rather than by a single age. These age spectra can be

calculated in a numerical model, but it is impossible to

derive them from tracer measurements directly. Only

some characteristics of such spectra may be inferred.

Beining and Roether (1996) showed that the shape of

the age spectra affect the temporal evolution of CFC-

concentrations in the ocean interior.

Typical age spectra for the deep ocean have long

tails towards higher ages (Khatiwala et al., 2001).

Modern anthropogenic tracers such as CFCs and

tritium only resolve decadal to interdecadal timescales

and give no information on the higher ages. These can

be resolved only by long living radioactive tracers,

e.g., carbon-14 (half-life t1/2 = 5370 yr). In the little

ventilated regions of the world ocean the carbon-14-

age derived from measurements is close to the mod-

elled ideal age (England, 1995).

This study analyses the ages (ideal age as well as

tracer ages) and age spectra for the Eastern Mediter-

ranean, especially for the deep water range. As the

deep water in the classical situation before the 1990s

has one single source, the Adriatic (Roether and

Schlitzer, 1991), the connection between age spectra

and circulation is rather straightforward. The ages,

age spectra and concentration of transient tracers,

namely CFC-12, tritium and tritiogenic helium-3 are

computed by an ocean general circulation model. As

the renewal timescale of the Mediterranean is about

100 years, only transient tracers with decadal time-

scales are used in this study. The results for the

simulated tracer distributions are compared with

measurements from the survey of the research vessel

Meteor M5/6 in 1987 (Schlitzer et al., 1991).

After a description of the model (Section 2),

Section 3 provides a detailed specification how the

age spectra are computed. This is done in two

ways, which are mathematically identical for a

steady state circulation, but since the model simu-
lation shows short- and long-term variability, the

results for the two age spectra are quite different.

This is shown in Section 4. In order to assess the

falsification of the calculated age spectra due to the

temporal variability of the model, tracer concentra-

tions and mean ages inferred from the age spectra

are compared with the values computed directly by

solving the advection–diffusion equation for the

respective tracers.

Section 5 gives an overview of the different

kinds of tracer derived ages (concentration and ratio

age). The simplification assuming that a water

parcel consists of a young and an old component

gives a clear explanation of the discrepancies

among the different ages. Furthermore, by interpret-

ing the ratio age as characteristic for the young

component and calculating its portion from the

CFC-concentration, it is possible to give a good

estimation of the ideal age just by means of

transient tracer data.
2. Modelling of tracers

The study on the relationship between ages and age

spectra presented here deals with the ideal age as well

as with the transient tracers CFC-12, tritium and

tritiogenic helium-3 in the Eastern Mediterranean.

Before describing in more detail the ocean general

circulation model (OGCM) that is used for modelling

these quantities, some characteristics of the computed

tracers are highlighted.

2.1. Ideal age

A conservative tracer C transported by the

ocean circulation fulfills the advection–diffusion

equation:

BC

Bt
þ u�jC ¼ ðCÞ: ð1ÞL

The operator L refers to all mixing processes

(e.g., diffusion, convection) occurring within the

ocean. The ideal age sid is defined by England

(1995):

LBsid
Bt

þ u�jsid¼ ðsidÞ þ 1: ð2Þ
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The source term ‘1’ describes the process of

aging: In the absence of advection and diffusion

(u = 0, L = 0), the age grows linearly with time.

The ideal age in an oceanographic sense is under-

stood as the time elapsed since a fluid element left

the ocean surface. The boundary condition for sid
is: sid(z = 0) = 0.

2.2. Transient tracers

Fig. 1 shows the temporal evolution of the atmo-

spheric mixing ratio of CFC-12 and the concentra-

tion of tritium in Mediterranean surface waters. Low

tracer concentrations before 1955 are neglected.

Atmospheric mixing ratios of CFC-12 are from

Walker et al. (2000), and tritium values (Roether et

al., 1992) are rescaled from a surface-water time

history (Dreisigacker and Roether, 1978) of the

North Atlantic. Tritium has been mainly produced

during atmospheric nuclear weapon testing. It

becomes part of the water cycle as tritiated water

(HTO) and enters the ocean via water vapor ex-

change, precipitation and river run-off. For CFCs,

gas exchange generates near-equilibrium values with

atmospheric concentrations. This equilibrium con-

centration can be determined from the atmospheric

mixing ratio and the temperature and salinity of the

surface waters using the solubility function of CFC-

12 (Warner and Weiss, 1985).
Fig. 1. Time history of the atmospheric mixing ratio of CFC-12 and

concentration of tritium in Eastern Mediterranean surface waters,

1955–1987.
CFC-12 is inert in the ocean interior, i.e.,

conservative, and its governing equation is Eq.

(1). Tritium on the other hand decays to helium-

3 with a half-life of t1/2 = 12.43 yr (Unterweger

et al., 1980). This is accounted for by a sink/

source term included into the equations for triti-

um (3H)/helium-3(3He):

B½3H�
Bt

þ u�j½3H� ¼ ð½3H�Þ�l½3H�; ð3Þ

B½3He�
Bt

þ u�j½3He� ¼ ð½3He�Þþl½3H�; ð4Þ

where L denotes the decay constant for tritium

(L = ln 2/t1/2). Oceanic helium-3 consists of three

contributions: atmospheric helium, terrigenic and

tritiogenic helium. By means of component separa-

tion (Roether et al., 1998), however, it is possible

to isolate the tritiogenic helium. At the surface the

tritiogenic helium escapes from the ocean, as heli-

um isotopes tend to equilibriate rapidly with the

atmosphere. Therefore the surface boundary condi-

tion for tritiogenic helium, the only component of

helium-3 computed in the model, is: [3He](z = 0) = 0.

Tritium is measured in tritium units (TU, 1 TU

means a 10� 18 [3H]/[H] ratio). For simplicity,

throughout this paper, tritiogenic helium-3 is also

given in TU.

2.3. Description of the circulation model

The numerical model used in this work is the

Modular Ocean Model-Array (MOMA) (Killworth

et al., 1991; Webb et al., 1997), a free-surface

version of the Geophysical Fluid Dynamics Labo-

ratory Ocean Model (Bryan, 1969). The model

resolution is 1/4j horizontally and by 31 vertical

levels with a spacing increasing from 10 m at the

surface to 300 m below 1000 m depth. The model

domain comprises the whole Mediterranean and a

small Atlantic box allowing water exchange. Within

this box temperature and salinity are relaxed to-

wards climatological values (Levitus, 1982) with a

1-day timescale.



Table 1

Timescales for relaxation of model surface values to prescribed

boundary condition

Quantity Restoring time scale (day)

Temperature 1/12

Salinity 5 (1/12)

CFC-12 1

Tritium 180

Helium-3 3/8
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The governing equations of the model are:

Auh

At
þ u �juh þ f 	 uh

¼ � 1

q0
jp�Ahj

4uh þ Av

B
2uh

Az2
; ð5Þ

Bp

Bz
¼ �qg; ð6Þ

j � u ¼ 0; ð7Þ

BT

At
þ ðu þ u*Þ �jT ¼ ST ; ð8Þ

q ¼ qðT ; S; pÞ; ð9Þ

where uh represents the horizontal velocity, whereas u

is the full three-dimensional velocity vector. The

vector f written in components is (0, 0, f ) with the

Coriolis parameter f. Eq. (9) is the UNESCO equation

of state for sea water (Gill, 1982). For momentum,

mixing owing to processes unresolved by the model is

included via biharmonic terms in the horizontal and

harmonic in the vertical (Eq. (5)). The viscosities are

Ah = 3.0	 1010 m4/s and Av = 1.5	 10� 4 m2/s, re-

spectively. Eq. (8) is used for the computation of

potential temperature, salinity and all passive tracers.

The source or sink terms of the non-conservative

tracers are described by ST. The Gent and McWilliams

(GM) scheme (Gent et al., 1995) is used to parameter-

ise the subgrid processes in the tracer equation (u*

denotes the GM velocity). The value of the GM

thickness diffusion is 50 m2/s. In order to improve

the spreading of dense water over rough topography, a

bottom boundary layer (Beckmann and Döscher,

1997) has been implemented into the model. A

positive definite flux-limiting scheme (Thuburn,

1996) is also incorporated into the model and operat-

ing on the advection of all tracers.

2.3.1. Surface forcing

The model is initialized with the Levitus climatol-

ogy (Levitus, 1982). A climatological forcing repeating

each year is applied both for the wind stress and for the

restoring of sea surface temperature and salinity. The

wind stress is derived from data of the European Center

for Medium Range Weather Forecast (ECMWF)

(Myers et al., 1998) from the period 1986–1992.
SST and SSS values are used from the Mediterranean

Oceanographic Database (MODB) (Brasseur, 1995).

For the transient tracers also a relaxation towards the

prescribed surface values is applied. The different

relaxation time scales (applied to the uppermost 10 m

thick model grid box) for temperature, salinity, CFC-

12, tritium and helium-3 are given in Table 1. Note that

the time scale for salinity is reduced in the Levantine to

allow for the formation of saline Levantine Intermedi-

ate water (LIW) (Wu and Haines, 1996). After a model

spin up of 50 years, the age and age spectra are

computed for a period of 92 years. The modelling of

the anthropogenic tracers CFC-12, tritium and helium-

3 covers a period of only 32 years, corresponding to the

period 1955–1987.

2.4. Modelled tracer distributions

Using the climatological surface forcing, the model

is able to represent the thermohaline circulation of the

Eastern Mediterranean as, e.g., observed on the Me-

teor cruise M5/6 in 1987 and described in Roether and

Schlitzer (1991). The newly ventilated Eastern Med-

iterranean Deep Water (EMDW) can be identified by

its enhanced CFC-12 concentrations. The formation

region of this water mass is the Adriatic, from where

the water passes the Strait of Otranto and enters the

Ionian basin (the western part of the Eastern Mediter-

ranean) as a deep western boundary current. Further

on the EMDW turns to the east into the Levantine (the

most eastern part of the Mediterranean), where it

upwells eventually. This circulation pattern is indicat-

ed by the decrease of CFC-12 in the deep water from

west to east both in the measured and in the modelled

data (Fig. 2). Although the model represents the

formation and spreading of EMDW quite well, the

intermediate water range in the model is too shallow.

This can be seen by the large CFC-12 gradient below



Fig. 2. CFC-12 concentration in 1987 on a west–east section from

the Ionian into the Levantine (model data top, bottom observations).

The orientation of the section is shown in the inset map.
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the surface. As this study focuses on ages and tracers

in the deep water, this shortcoming of the model is not

considered further. Another model deficit is that some

water originating from the Adriatic does not sink

towards the bottom, but is spreading at depths about

1500 m. This leads to high tracer concentrations and

quite young modelled ages compared with measured

data in this depth range. On the other hand, at the

western end of the section near the bottom, the

modelled tracer concentrations are quite low. The

boundary current at this position in the model is less

pronounced than in reality.
3. Age spectrum

A fluid parcel within the ocean is considered to

be a composite of irreducible, elementary fluid
elements. The fluid parcel itself represents a macro-

scopic volume element, such as a water sample.

Because of the turbulent mixing occurring in the

ocean interior, the fluid elements can have different

source regions and transit times. The distribution of

transit times within the water parcel can be described

by means of an age spectrum (Beining and Roether,

1996) G(x,t; s), which is a function of space x, time t

and age s.
Mathematically, the age spectrum is a type of

Green’s function propagating information from the

boundary (the sea surface) into the interior (Holzer

and Hall, 2000). Let C0(tV) be the surface concentra-

tion of a tracer at time tV = t� s, then

Cðx; tÞ ¼
Z l

0

G ðx; t; sÞC0ðt � sÞds ð10Þ

gives the concentration C of the tracer at location x in

the ocean interior and at time t.

Another quantity that can be calculated by means

of the age distribution is the ideal age sid. It can be

shown that first moment of G, sm,

smðx; tÞ ¼
Z l

0

G ðx; t; sÞs ds; ð11Þ

is identical with sid (Khatiwala et al., 2001).

3.1. Calculating the age spectrum in a 3-D model

In the case of one-dimensional flow with constant

advection and diffusion, the age spectrum can be

expressed by an analytical solution, namely an Inverse

Gaussian distribution. This is, however, not possible

for a realistic three-dimensional ocean circulation. In

order to compute the age distribution in the 3-D model,

certain properties of the integral of the age spectrum are

of special interest. mnþ1=2
n�1=2Gðx; t; sÞds gives the fraction

of the water parcel that has an age between n� 1/2 and

n+ 1/2 years. Neglecting seasonal variations of G, this
can be interpreted as the portion of the water with a

mean age of n years. Defining an artificial tracer

Cpart with impulse boundary condition (C0
part(t� s) = 1

for 0 < t� s < 1 (during the first model year) and

C0
part(t� s) = 0 for t� s > 1) gives the following rela-

tion between the values of Cpart and the integral of G:

Cpart ðx; tÞ ¼
Z t

t�1

G ðx; t; sÞds: ð12Þ
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That means the value of Cpart(x, t) is identical with the

fraction of water with an age of s = t� 1/2.

The integral mt0 Gðx; t; sÞds gives the fraction of

water with an age between 0 and t, e.g., the part of the

water that has been ventilated in the time period t prior

to the observation. This integral can also be calculated

in the model by means of an artificial tracer. Defining

Ctot with the boundary conditions C0
tot(t� s) = 1 for all

ages s yields:

Ctotðx; tÞ ¼
Z t

0

Gðx; t; sÞds: ð13Þ

The age spectrum itself can be derived from the

values of Ctot or Cpart as follows:

Gðx; t; s ¼ tÞ ¼ B

Bt
Ctotðx; tÞ �

Z t

0

B

Bt
Gðx; t; sÞds;

ð14Þ

Gðx;t; s ¼ t � 1=2Þ ¼ 1

Dt
Cpartðx; tÞ; ð15Þ

where Dt denotes a time interval of 1 year. If G is

independent of t (steady state), the integral in Eq. (14)

vanishes. Moreover, the values of G(x,t;s = t) calcu-

lated during the model run for different times t can be

shifted towards a common point in time. Making use

of this steady state assumption, the age spectra for

ages from s = 0 up to s = T, T being the whole

integration time of the model, can be calculated using

the values of either Ctot or Cpart. The method using

Cpart was described before, e.g., in Khatiwala et al.

(2001). The quantity Ctot was used in England (1995),

but without calculating an age spectrum by means of

this artificial tracer.

In an OGCM, which never is exactly in a steady

state, discrepancies will appear between the age

spectra G tot derived from Ctot and Gpart derived from

Cpart. It should be noted that, according to Eq. (13),

the value of Ctot(x,t) is always identical with the

fraction of water at location x and model time t that

has been ventilated throughout the model integration.

For t!l, Ctot(x,t)! 1, which means that the age

spectrum G tot is normalized (ml0 Gtotðx; t; sÞds ¼ 1).

This cannot be guaranteed for the age spectra calcu-

lated from Cpart. The values of G part calculated

according to Eq. (15) are shifted towards a common

point of time, which leads to an error if the circu-
lation is not exactly in a steady state. This error is

reflected in the wrong integral properties of the

inferred age spectrum. In order to get the correct

fraction of ventilated water at the end of the model

run, the values of the age spectrum G part can be

normalized so that

Gpart normðx; t ¼ T ; sÞ ¼ Gpartðx; t ¼ T ; sÞ

	

Z T

0

Gtotðx; t; sÞdsZ T

0

Gpartðx; t; sÞds
: ð16Þ

For the calculation of the ‘exact’ age spectrum

in a non-steady state, a series of artificial tracers

with an impulse boundary condition like Cpart

would have to be calculated. For each of these

tracers, the surface value is set to unity in one

model year and to zero in all others. Each of these

tracers give the fraction of water that has been

ventilated during one particular model year. Then,

at the end of the model run, the number of artificial

tracers equals the number of years of model inte-

gration time (92 in this study). In order to avoid

this high computational effort, the approximated age

spectra inferred from the two tracers Ctot and Cpart

are calculated instead.
4. Model results

4.1. Age spectra

The artificial tracers C tot and Cpart defined in the

previous sections are computed over a period of 92

years. In the further discussion, three regions and

one model grid point from each of these regions

will be considered in order to gain insight into the

age spectra and their relation to the circulation of

the Mediterranean. These regions (Fig. 3) represent

the Northern Ionian, the Central Ionian and the

Levantine. The newly ventilated Eastern Mediterra-

nean Deep Water (EMDW), after leaving the Adri-

atic through the Strait of Otranto, flushes these

regions successively. This is clearly reflected in

the age spectra. Fig. 4 shows the model age spectra

at grid points located at the positions of stations



Fig. 3. Location of model grid points (coincident with stations from

Meteor cruise M5/6) and regions; N.I.: Northern Ionian, C.I.:

Central Ionian, Lev: Levantine.
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770, 772 and 747 of Meteor cruise M5/6 for the

deepest model box. The larger the distance of the

stations from the Strait of Otranto, the higher is the

most probable age (maximum of age spectrum) and

the shape of the age spectra become broader. The

maximum peak is the main contribution of the

newly ventilated deep water. The most probable

age can thus be interpreted as an approximation

of the transit time of the deep water from its source

in the Adriatic to the specific region. These time-

scales are 1.5, 4.5 and about 20 years for the

Northern and Central Ionian and the Levantine,

respectively. The mean spreading velocity of

EMDW becomes approximately 0.4 cm/s, based
 

Fig. 4. Age spectra for the deepest model layer at single gridpoints coin

Northern Ionian (N.I.), 772 in the Central Ionian (C.I.), and 747 in the Le
upon a distance between the Adriatic and the

Levantine of about 2500 km.

The upwelling of old water in the Levantine

indicated by the tracer minimum layer between about

1000 and 2000 m depth (see Fig. 2) is also reflected

in the age spectra. The values of Gpart show distinct

maxima in this depth range, and the most probable

age decreases with depth. These maxima in the age

spectra can be interpreted as a signal of the upwelling

old deep water. Plotting the most probable age versus

depth (Fig. 5) allows to estimate the upwelling

velocity resulting in a value of about 35 m/yr or

1.1	10� 4 cm/s.

The velocities calculated above are inferred from

the propagation of a signal (the maximum of the

age spectra) and can be interpreted as the mean

spreading and upwelling velocities of EMDW. From

observations it is well known that actual current

speeds are normally higher than the effective

spreading velocities due to eddies and recircula-

tions. Andrié et al. (2001) for example calculated a

spreading velocity for Upper North Atlantic Deep

Water of 1.4 cm/s compared to direct current

measurements which are up to 20 cm/s. The same

holds true in the model simulation presented here.

The velocities in the EMDW-core vary between 1

and 2 cm/s. The mean horizontal velocity in the

EMDW-range in the passage south of Crete is 0.2

cm/s and the mean vertical velocity in the Levan-

tine amounts to 1.7	 10� 4 cm/s. These mean

values cover all gridpoints of the specified sec-

tion/region. If only gridpoints with eastward/upward

velocities are considered, the mean values increase
cident with stations from Meteor cruise M5/6: Station 770 in the

vantine (Lev).



Fig. 5. Most probable age (maximum of age spectrum) versus depth

in the Levantine indicating the upwelling of old water.
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to 0.4 and 6.6	 10� 4 cm/s, respectively. This

example demonstrates that it is not trivial to con-

vert measured or modelled velocities into mean

spreading rates.

It can be clearly seen from Fig. 4 that the age

spectra calculated from the two artificial tracers Ctot

and Cpart are significantly different. In general, the

Gtot curve shows more fluctuations compared with

the smoother age spectra Gpart . This is due to the

neglect of the integral in Eq. (14). This integral can

have negative values that may even lead to negative

values of the inferred age spectrum. Another find-

ing of Fig. 4 is that the time integral over the two

age spectra can differ significantly, for example for

station 747 it is much greater for the Gpart than for

the Gtot age spectrum. In the cases where the

differences between the two time integrals are
 

Fig. 6. Regional mean age spectra for the deep water range (EMD
evident, the normalized age spectrum Gpart norm is

calculated additionally as described in the previous

section.

The ripples in the pointwise age spectra are due

to temporal variability in the model circulation such

as a meandering of the main outflow of young

water from the Adriatic. To get rid of these

oscillations, regional means of the age spectra have

been calculated for the deep water range (Fig. 6).

The regionally averaged age spectra are indeed

smoother than the pointwise ones. It is also evident

that they are broader with their maximum shifted

towards higher ages and, especially in the Ionian,

the maximum values are much smaller (note the

different scales at the y-axes). The broadening of

the age spectra is a direct effect of the averaging,

which can be interpreted as a kind of mixing, and

mixing of different water parcels makes the age

spectrum wider. The young most probable ages in

the pointwise distributions indicate that these grid-

points are located directly in the outflow region of

the newly formed EMDW. In the Levantine the age

spectra Gtot have generally smaller values than the

Gpart spectra for ages higher than 40 years (Figs. 4

and 6, right panels). This indicates a temporal drift

of the modelled circulation.

4.2. Inferring tracer concentrations and mean age

from the age spectra

As shown above (Section 3), it is possible to

calculate the concentration of transient tracers as

well as the ideal age by means of the age spectrum.

The tracer treated with are CFC-12, tritium and

tritiogenic helium-3. Comparing the tracer values
W) in the Northern and Central Ionian and in the Levantine.
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inferred from the age spectra with the directly

computed ones provides an assessment of the

‘quality’ of the age spectra and helps to decide

which kind of age spectrum (Gtot or Gpart) is more

realistic.

Before starting the analysis, some modifications

and specifications of Eqs. (10) and (11) have to be

done. The ideal age sid is the first moment of the

age spectrum according to Eq. (11), but the upper

limit for the integration is l. In the model,

however, this limit is the time T over which the

age tracers are calculated (T= 92 years). Beginning

with an age of zero at model time zero, the ideal

age sid is approximating an equilibrium value, but

in the less ventilated regions it is still increasing at

the end of the numerical integration. Furthermore,

the value of sid does not equal the first moment of

the age spectrum as long as Ctot < 1, which means

that not all water has been renewed during the

model integration. This can be seen as follows: If

a fluid element does not have any contact to the

surface throughout the model run (between t= 0 and

t = T), its model ideal age equals T. The age

spectrum however is zero for all ages between

s = 0 and s = T, which means that the first moment

of the age spectrum taken between s = 0 and s = T is

also zero. Now consider a water parcel consisting

of ventilated and unventilated, ‘old’ fluid elements.

The model age of the unventilated portion is given

by the term (1� mT0GdsÞT . The term 1� mT0Gds
represents the mass fraction of unventilated water,

and T is the belonging age. So the term

(1� mT0GdsÞT has to be added to the first moment

of the age spectrum in order to yield the ideal age.

For inferring the tracer concentration from the age

spectrum (Eq. (10)) the finite model integration

time does not matter, because the concentrations

of the anthropogenic tracers used here are zero at

and before the beginning of the model run and

increase later on. The only change in Eq. (10) is

that the undersaturation of CFC-12 and tritium in

the newly formed Adriatic water is taken into

account. The saturation amounts to about 80% for

CFC-12 and 60% for tritium (the exact percentage

is not constant during the model run and is taken

from the model outflow of deep water at the Strait

of Otranto). The modified formula for calculating

the mean age as well as the tracers CFC-12, tritium
(3H) and tritiogenic helium-3 (3Hetri) by means of

the age distribution are:

sidðx ; TÞ¼
Z T

0

Gðx; T ; sÞs dsþð1�
Z T

0

Gðx; T ; sÞdsÞT ;

ð17Þ

CCFC�12ðx; TÞ ¼
Z T

0

Gðx; T ; sÞCCFC�12
0 ðT � sÞds;

ð18Þ

C
3Hðx; TÞ ¼

Z T

0

Gðx; T ; sÞC 3

0
HðT � sÞe�ksds; ð19Þ

C
3Hetriðx; TÞ ¼

Z T

0

Gðx; T ; sÞC 3H
0 ðT � sÞð1� e�ksÞds:

ð20Þ

The radioactive decay of tritium into helium is

accounted for by the factors e� ks in Eq. (19) and

1� e� ks in Eq. (20).

The comparison between the tracer concentrations

calculated according to Eqs. 17–20 and the directly

computed ones are shown in Fig. 7 for the regional

mean values. The regions ‘Northern Ionian’ and

‘Levantine’ are chosen as representative examples

for the cases of young and old deep water, respectively.

The averaging procedure has been performed only in

the horizontal and not vertically like for the age spectra

in Fig. 6, so one value for each model depth level

exists. The tracer concentrations in the upper 500 m are

not shown as the tracer saturation near the surface is

greater than in the newly formed deep water, so that

taking the saturation of about 80% for CFC-12 and

60% for tritium would result in too low values.

The concentrations of the different transient tracers

calculated from the three age spectra Gtot , Gpart and

Gpart norm according to Eqs. (18)–(20) are in good

correspondence with the directly calculated values for

the Northern Ionian. The ideal ages, however, show

greater discrepancies. The better agreement of the

tracer values compared with the ideal age can be

understood considering the following: Transient trac-

ers such as CFCs and tritium have high values for

young ages. By calculating the integral with the age

spectrum, the ‘younger’ part of the age spectrum is

weighted higher than the ‘older’ part. For the mean age

it is just the opposite: The old part of the age spectrum



Fig. 7. Concentration of CFC-12, tritium, tritiogenic helium-3 and ideal age computed directly (_org) and inferred from the age spectra (_tot,
_part and _part_norm) as regional mean for the Northern Ionian (upper) and Levantine (lower) panel.
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is multiplied with high ages and so weighted more

heavily. This shows that the old part of the computed

age spectra is affected and falsified by a temporal

model drift. For the Levantine, the concentration of

transient tracers inferred from the age spectra Gtot, Gpart

and Gpart norm differ among each other significantly.

Only the values derived from the Gtot are in good

agreement with the values computed directly as pas-

sive tracers. These differences can be explained by

comparing the three kinds of age spectra. The Gpart

spectra have higher values than the Gtot spectra (see

Figs. 4 and 6, right panel). This results in the high

tracer concentrations inferred from the Gpart age spectra

and, because the value 1� mT0Gpartðx;t; sÞdt (see Eq.

(17)) is small, in the low mean ages throughout the

Levantine. In contrast, the normalized age spectra

Gpart norm for the Levantine have small values for young

ages. Therefore the inferred tracer concentrations are

too low, whereas the mean ages in the Levantine are

quite close to the directly computed ones.
The presented examples show that the age spectra

computed by means of the artificial tracers Ctot and

Cpart may be deteriorated by temporal variability of

the model. A good indicator for this kind of error are

discrepancies between the values of the age spectra

Gtot and Gpart. Therefore it provides a good test for the

‘quality’ of the calculated age spectra to compute both

of the artificial tracers Ctot and Cpart.
5. Comparison of model and tracer-based ages

Ideal age and age distributions as described in the

previous sections are theoretical quantities and cannot

measured directly. As these quantities play an impor-

tant role in providing information on the circulation, it

is desirable to get ‘agelike’ quantities by measure-

ments of transient tracers. Another reason for the

calculation of tracer ages is that the time dependence

of transient tracers is for a great part caused by the



Fig. 8. Formation times according to the concept of ideal,

concentration and ratio age for a water mass consisting of two

components that are ventilated at 1930 and 1987.
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temporal variation of their atmospheric sources. By

deriving ages from tracer measurements, this variabil-

ity of the source strength, which has nothing to do

with the ocean circulation, can be removed.

Two concepts of tracer derived ages are covered,

i.e., the concentration age and the ratio age. To

calculate the concentration age the time tconc has to

be determined when the surface concentration C0 of

the tracer equals the measured value C in the ocean

interior at time t (Doney and Bullister, 1992):

CðtÞ ¼ C0ðtconcÞ: ð21Þ

The concentration age sconc is then defined as the time

lag between t and tconc (sconc = t� tconc). The ratio age

sratio is calculated in the same way, but instead of

using the concentration of one single tracer, the ratio

of two tracers C1/C2 is considered:

C1

C2
ðtÞ ¼ C1

0

C2
0

ðtratioÞ: ð22Þ

A special case of the concentration age is the

tritium–helium-age s3H=3He (Jenkins and Clarke,

1976). As the surface concentration of tritiogenic

helium is zero, Eq. (22) cannot be applied. From the

law of radioactive decay follows:

s3H=3He ¼ k�1ln 1þ ½3He�
½3H�

 !
: ð23Þ

For an irreducible fluid element which is transported

from the ocean surface into the interior by purely

advection without mixing, sconc and sratio are identical
and are also in agreement with the ideal age sid (the age
spectrum is a delta-peak in this case). The ideal age and

tracer concentration of a water sample is the mean of

the ages and tracer values of all the fluid elements that

make up the water sample. Because of the generally

nonlinear temporal evolution of the tracer concentra-

tion at the sea surface differences between the individ-

ual tracer ages will occur. This effect of mixing is

illustrated in Fig. 8. As simplification the assumption is

used that the water parcel consists only of two compo-

nents: an ‘old’ one (formation time 1930) and a ‘young’

component (formation time tyoung 1987). The thick line

shows the temporal evolution of the atmospheric con-

centration of CFC-12. The considered mixture of the
old and young component has a formation time of

tid = 1969 (the ideal age mixes linear as the CFC-12

content). Its CFC-12 content corresponds to an atmo-

spheric mixing ratio of 300 ppt, resulting in a formation

time of tconc = 1979 according to the concept of con-

centration age. The ratio age is identical with the age of

the young component (tyoung = tratio). This is always the

case if the ‘old’ component does not contain any of the

two tracers used for ratio dating, leading to large

discrepancies between ideal and ratio age. The concen-

tration of both tracers is diluted by mixing for the same

amount, so the dilution factor cancels out by computing

the concentration ratio. This problem is mentioned in

Doney and Bullister (1992), where CFC-11/CFC-12

ratio ages are calculated for the eastern North Atlantic.

According to the simplified assumption of a two

component mixture of young tracer carrying and old

tracer free water, and provided the second temporal

derivative of the considered tracer concentration is

positive, the following relation holds:

sid > sconc > sratio ¼ syoung: ð24Þ

This result is already known, for example it is

shown in Sonnerup (2001) for CFC-derived ages in

observations and a 1-D model.

5.1. Model results and observations

In this section, it will be examined how far the

results from the simplified assumption of a two
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component mixture of a water parcel (Eq. (24)) are

still valid in a full ocean circulation model and in

reality. Fig. 9 shows the modelled distribution of the

mean and the CFC-12 concentration age in the East-

ern Mediterranean on a west–east section (same

section as in Fig. 2) for the year 1987. In the less

ventilated regions with the oldest waters (at 1000 m

depth in the Ionian and between 1000 and 2000 m in

the Levantine), the ideal age is about 80 years and has

not yet reached a steady state because of the insuffi-

cient model integration time. The concentration age at

these places however is only about 40 years. As the

atmospheric CFC-12 concentration is almost zero

before 1940, the highest concentration age that would

be possible in 1987 is 47 years, close to the maximum

reached in the model. Even the youngest EMDW

found near the bottom at the western end of the

section shows a significant difference between ideal

age and concentration age (about 30 and 20 years,
Fig. 9. Model ideal age (top) and CFC-12 concentration age

(bottom) in 1987 along the same section as shown in Fig. 2.
respectively). Taking into account the broader age

spectra with maxima at higher ages for EMDW in

the Levantine compared to the Ionian, it is evident that

the west–east gradient of the age in the Eastern

Mediterranean is a result of both spreading and mix-

ing of the deep water. The effect of mixing increases

with the spreading time (age) and so does the differ-

ence between ideal and concentration age. This is in

qualitative agreement with the assumptions made in

the previous section.

In order to compare all three kinds of ages discussed

here (ideal age sid, concentration age sconc and ratio age
sratio), the age profiles at station 772 of the Meteor

cruise M5/6 located in the Central Ionian are consid-

ered. Fig. 10 shows these profiles for the model results

(left) and for the concentration and ratio ages derived

from tracer measurements (right). It can be seen that the

inequality from Eq. (24) holds almost everywhere both

in the model and in the observed data.

Also shown in Fig. 10 is the computed most prob-

able age. If the two component assumptions were

correct, the age spectrum of the young component

would be a delta-peak. So the age of the young

component should be identical with the position of this

peak, which is also the maximum of the age spectrum.

Fig. 10 shows that above 2000 m the most probable age

is almost constant located at 3 years, whereas the

tritium–helium-age is 10 years or older. In the deep-

water range the discrepancies decrease but still amount

a few years. This indicates that the age spectrum of the

young portion of the water can be approximated by a

sharp peak only for the deep water range, and even here

the width of the peak amounts to a few years as is

shown in Fig. 4, left and middle panel.

Between 1000 and 2000 m, sconc and sratio are

almost constant, whereas sid shows a clear maximum

near 1000 m. The constant tracer derived age values as

well as the most probable age of about 3 years reveal

that a direct pathway from the Adriatic to the depth

range between 1000 and 2000 m in the Central Ionian

exists in the model, but mixing, especially with up-

welling old water free of tracers leads to the high mean

age. Similar features are present in the tracer ages

derived from observations. There the ratio age also

shows low variation with depth. The CFC-12 concen-

tration age however exhibits a pronounced maximum

at 1500 m, indicating that the portion of young water in

this depth range is overestimated in the model. This



Fig. 10. Comparison of ideal age, CFC-12 concentration age, tritium–helium ratio age, most probable age and reconstructed mean age based on

the two component approximation for modelled (left) and measured (right) data at station 772 in the Central Ionian.
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can also be seen from the discrepancies between

modelled and observed CFC-12 distributions shown

in Fig. 2, which are quite large in the western part of

the section (the central Ionian) at 1500 m depth.

Additionally to the ages discussed so far, a ‘recon-

structed age’ srec is computed. This age gives an

approximation to the mean age and is calculated using

the ratio age and the concentration of CFC-12, so it

can be directly derived from measurements. The

reconstructed age srec is based again on the assump-

tion that the water parcel is a mixture of an old and a

young component, which, as shown above, is a

sensible approximation for the deep water. The mean

age srec of this two-component mixture is

srec ¼ cyoungsratio þ ð1� cyoungÞsold; ð25Þ

with cyoung and 1� cyoung being the mass fractions

and sratio = syoung and sold being the ages of both

components. Since the old water is considered to

contain no anthropogenic tracers, the fraction cyoung
can be calculated by means of the tritium/helium ratio

age sratio and the measured concentration of CFC-12

[CFC-12sample(t)]:

cyoung ¼
½CFC�12sampleðtÞ�

½CFC�120ðt � sratioÞ�
: ð26Þ

The value of sold is determined as follows: Roether

and Well (2001) give a turn-over time of 150

yearsF 30% for the deep regime below 1200 m in

the Eastern Mediterranean. Taking into account that

the mean age is at least half of the turn-over time
(Björkström, 1978) results in a minimum value for

sold of 75 years. This value is used in Fig. 10 and

seems to be reasonable at least for depths below 1000

m. Transferring this result to the measured data, srec in
the right panel of Fig. 10 for the deep water range can

be regarded as approximation of the mean age calcu-

lated from observed tracer data.
6. Summary and conclusions

Transient tracer concentrations, ideal age and age

spectra for the Eastern Mediterranenan have been

calculated in a fully three-dimensional circulation

model. It is shown that, if the circulation is not exactly

in a steady state, the age spectra can only be calcu-

lated approximatively with not unduely extended

computational effort. This approximation uses two

artificial tracers (Ctot and Cpart) from which the age

spectra are inferred. The age spectra for an individual

model gridpoint show a lot of ripples originating from

temporal and spatial variability of the model. For

example, the main pathway of the newly produced

deep water indicated by a velocity maximum changes

its exact position from year to year. This is not a

model artifact but is also indicated by repeated obser-

vations, e.g., in the western tropical Atlantic (Andrié

et al., 2001). Therefore it is more appropriate to

calculate regional means of the age spectra, by which

these fluctuations are weakened.

A method to test the approximated age spectra is to

infer the mean age and the concentrations of transient
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tracers by means of the spectra and to compare them

with the directly computed values. The agreement for

the anthropogenic tracers is quite good, whereas for

the mean age marked discrepancies appear. This

indicates that the old parts of the age spectra, which

are weighted higher by calculating the mean age, have

greater errors than the younger segments. Age spectra

can also be used to calculate the concentration of

tracers that are not directly included into the model, if

the time history of the surface concentration as well as

composition/decomposition rates of the tracers are

known. The agreement between directly calculated

tracer concentrations and the values inferred from the

age spectra suggests that the results would be good at

least for tracers with higher input during the last

decades (high tracer concentration for young waters).

Another finding is that ideal age and tracer concen-

trations inferred from Gtot are in most cases closer to

the directly computed values than for the Gpart age

spectra. Using the normalized the Gpart norm age spectra

instead of the original Gpart spectra leads to a decrease

of these differences. This is due to the fact that the

time integrals of the Gtot and Gpart norm age spectra give

the mathematical correct value. As for a steady state

circulation the age spectra derived from Ctot and Cpart

would be identical, deviations between the two age

spectra indicate temporal model variability. Calculat-

ing both artificial tracers Ctot and Cpart as described

here allows to assess the temporal change of the

modelled circulation and in how far the calculated

age spectra are deteriorated by this effect. For exam-

ple, it can be seen that temporal variability on shorter

time scales (order of 1 year) causing the ripples of the

pointwise age spectra in Fig. 4 increases from the

Northern Ionian to the Levantine, i.e., with distance

from the deep water source.

The connections between age spectra and ocean

circulation are evident. The maxima in the age spectra

correspond to the signal of Eastern Mediterranean

Deep Water (EMDW). The most probable age (max-

imum of age spectrum) increases with distance from

the Adriatic, the source region of EMDW. A mean

velocity of 0.4 cm/s for the spreading of EMDW from

the Adriatic into the Levantine is calculated thereby. In

the Levantine, the age spectra reflect the upwelling of

old deep water in the tracer minimum layer between

1000 and 2000 m. The depth dependency of the most

probable age gives an upwelling velocity of 35 m/yr.
Different kinds of tracer-derived ages (concentra-

tion and ratio age) are compared both for modelled

and observed data. If the age spectrum was a delta

peak, all ages would be identical, but in reality this

is not the case. The age spectra get broader with

increasing distance from the source region. The ratio

age is generally younger than the concentration age

both in the model and observations, and in the model

the ideal age has the highest values of all kinds of

ages. For the deep water in question, which is

replenished by a single source, the assumption of a

two-component mixture can be made, e.g., the water

consists of a young and an old component free of

tracers. This is indicated by the maximum of the age

spectrum being close to the ratio age. Based on this

assumption and an estimation of the age of the old

component (approximately half of the turn over

time), the ideal age can be calculated by means of

the ratio age and a tracer concentration. This pro-

vides an easy way to yield the ideal age from

observed tracer data.
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Abstract

Seasonally and spatially averaged vertical profiles of temperature, salinity, dissolved oxygen, nutrients and chlorophyll-a

have been computed from in situ observations in different regions of the Mediterranean Sea using the recently released EU/

MEDAR/MEDATLAS II and EU/MTPII/MATER databases. The regions have been defined according to known dynamics

important in the formation, transformation and spreading of the main water masses that circulate in the upper, intermediate and

deep layers. The climatological characteristics of temperature and salinity reflect the water mass structures and the general

thermohaline circulation patterns. Spatial and temporal variations on a seasonal basis of nutrients and principal biological

parameters are described along with some aspects of the trophic conditions of the Mediterranean Sea. The strongest signal of

variability is along the vertical; however, horizontal inhomogeneities are mostly associated with the internal dynamics. The

distribution of the biochemical elements, in conjunction with hydrographic measurements of temperature and salinity, may

serve as appropriate tracers for the characterisation of the main water masses (Atlantic Water, Levantine Intermediate Water and

Bottom Water in the eastern and eastern basins) throughout the Mediterranean Sea. In a first approach, adequate descriptors of

water properties have been obtained, useful for the quality control of incoming data in large databases and in setting-up

documented procedures to improve future data management practices. Secondly, the biochemical climatological characteristics

addressed in this paper are verified to be consistent with the physics of the Mediterranean Sea and are conceived useful to

initialise coupled physical–biological models. The full set of spatially averaged vertical profiles can be found and downloaded

from the World Wide Web data server established at OGS (http://doga.ogs.trieste.it/medar/climatologies/).
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1. Introduction

The Mediterranean Sea is a semi-enclosed basin

characterised by rough bottom topography with a

narrow continental shelf (<200 m) and a steep

continental slope (Fig. 1). The western and the

eastern basins communicate through the relatively

shallow Strait of Sicily and present peculiar topo-

graphic depressions characterised by great depths,

where nutrient-rich deep-water masses are stored for

long time. The most important depressions are the

Algero-Provenc�al basin (maximum depth of f2900

m), the Tyrrhenian Sea (f3900 m), the Ionian

abyssal plain (f4200 m), and the Hellenic trench

that runs from the Ionian into the Levantine basin

(f5000 m); finally, in the Levantine basin, the

deepest areas are the Rhodes depression (f4200

m) in the north and the Herodotus abyssal plain

(f3000 m) in the south.

The Mediterranean Sea, located at mid-latitudes, is

characterised by a rather sub-tropical climate with two

well-defined seasons, winter and summer, and short

periods of transition between them. It possesses an

anti-estuarine thermohaline circulation and has an

active water exchange with the northern Atlantic

through the Strait of Gibraltar. As a consequence of

the excess of evaporation over precipitation (f0.62–
Fig. 1. Mediterranean Sea geography showing the names of the major sub

metres.
1.16 m year ; Hopkins, 1978), Atlantic Water (AW)

inflows at the surface and Mediterranean Water (MW)

outflows along the bottom. In wintertime, outbreaks

of cold and dry continental air masses lead to a

significant negative heat budgets (f5–10 W m�2;

Castellari et al., 2000) and buoyancy losses, initiating

deep and/or intermediate dense water formation.

These events are recurrent over the shelf areas and

in the offshore regions, both in the western and the

eastern basins (MEDOC Group, 1970; Ovchinnikov et

al., 1985; Malanotte-Rizzoli, 1991; POEM Group,

1992).

In a climatological sense, for physical and bio-

geochemical studies, the thermohaline circulation

may be schematically described as follows (Robin-

son et al., 2001; Béthoux et al., 1992): (i) at the

surface (0–150 m), relatively fresh AW (f36.5

psu) circulates from the Strait of Gibraltar to the

easternmost part of the Levantine basin; (ii) in the

intermediate layer (150–600 m), the saline Levan-

tine Intermediate Water (LIW), regularly formed in

the Levantine basin with a salinity of f39.10 psu,

spreads westwards and constitutes the non-returning

flow towards the Strait of Gibraltar, and then into

the Atlantic Ocean; (iii) in the deep layer, two

internal thermohaline cells circulate dense water

masses formed via convective events in the northern
-basins and the bottom topography. Depth contours are indicated in
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regions, mainly in correspondence to topographical-

ly controlled cyclonic gyres both in the Western and

in the Eastern Mediterranean Sea. It has been

generally accepted that the Western Mediterranean

Deep Water (WMDW) forms in the Gulf of Lions

(Leaman and Schott, 1991), and the Eastern Med-

iterranean Deep Water (EMDW) originates in the

southern Adriatic Sea (Schlitzer et al., 1991). Tran-

sitional waters (i.e. between the intermediate and the

deep layers) may be recognised everywhere as a

product of the transformation of the intermediate

and deep waters. These latter may participate in the

outflow into the western basin through the Strait of

Sicily (Sparnocchia et al., 1999; Astraldi et al.,

2002), and into the Atlantic Ocean through the

Strait of Gibraltar (Kinder and Parilla, 1987). Thus,

the Mediterranean Sea influences, to a large extent,

the global oceanic circulation (Reid, 1979).

Improvements in monitoring and numerical mod-

elling have provided new insights into the general

thermohaline circulation, which results much more

complex than the one based on large-scale patterns.

Atmospheric forcing and strong topographic con-

straints generate permanent and recurrent sub-basin

scale cyclonic and anticyclonic motions. At the

same time, the most energetic mesoscale activities

play a major role in enhancing the internal dynam-

ics and mixing processes (Millot, 1991; Robinson et

al., 1991). In addition, seasonal characteristics and

interannual variations of the circulation elements,

verified by model simulations (Roussenov et al.,

1995; Pinardi et al., 1997), affect the distribution of

the biochemical species such as dissolved oxygen

and nutrients, as well as the magnitude and the

composition of phytoplankton biomass (Crise et al.,

1999).

It has been demonstrated that the Mediterranean

Sea is in a non-steady-state situation. A marked long-

term warming trend and salinity increase in the deep

water of the Western Mediterranean has been detected

since 1960, i.e. from the period when the accuracy of

the observations have revealed differences significant-

ly greater than possible instrumental errors. These

variations have been mostly attributed to changes in

climate (Béthoux et al., 1990). These trends have been

estimated to be about 0.027 jC and 0.019 units per

decade in temperature and salinity, respectively (Lea-

man and Schott, 1991). However, since most of the
water transformation occurs during winter by convec-

tive events with a large participation of the LIW, these

trends have been also related to an increase in the LIW

properties due to man-induced reduction of the fresh-

water inflow for agricultural purposes (Rohling and

Bryden, 1992).

Most dramatically, hydrographic observations con-

ducted over the last decade in the Eastern Mediterra-

nean have revealed a major transition event, due to an

additional source of dense waters established in the

Aegean Sea (Roether et al., 1996). More saline,

warmer and denser waters (Si38.85, hi13.80 jC,
rhi29.22 kg m�3; Klein et al., 1999) than the

EMDW of Adriatic origin (Si38.66, hi13.30 jC,
rhi29.18 kg m�3; Schlitzer et al., 1991), flowing out

through the Cretan Arc Straits, sank to the bottom

layer of the central Mediterranean regions, replacing

almost 20% of the dense water below 1200 m. This

event, named as Eastern Mediterranean Transient

(EMT), has been attributed to an important meteoro-

logical anomaly that occurred in the Eastern Mediter-

ranean at the beginning of the 1990s (Lascaratos et al.,

1999). Changes in the distributions of salt (Malanotte-

Rizzoli et al., 1999) and of the biogeochemical

materials have also been observed in the intermediate

and deep layers of the Eastern Mediterranean (Klein et

al., 1999).

Many projects have produced significant amounts

of multidisciplinary hydrographic data both in the

Western and the Eastern Mediterranean Sea, i.e.

MEDIPROD (Coste et al., 1972), PRIMO (Millot,

1995), POEM (Robinson and Malanotte-Rizzoli,

1993), ALMOFRONT 1 (Prieur and Sournia,

1994), EROS 2000 (Martin and Milliman, 1997),

EU/MAST/MTP (Lipiatou et al., 1999), MTP II/

MATER (Monaco and Peruzzi, 2002). Individual

hydrographic experiments were specifically designed

to investigate physical processes and the impact on

nutrients and biological production. Nutrient enrich-

ment has been observed at the surface in the presence

of convective chimneys in the Gulf of Lions (Coste

et al., 1972), in the southern Adriatic gyre (Gacic et

al., 2002) and during severe winters in the area of the

northern Levantine occupied by the cyclonic Rhodes

Gyre (Yilmaz and Tuǧrul, 1998); whereas low nutri-

ent values have been detected in the neighbouring

anticyclones (Kress and Herut, 2001). In the upper

layer, nitrate concentrations are higher in winter than
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in summer, when oxygen rich and very low nutrient

surface waters are rapidly capped creating conditions of

high oligotrophy in the subsurface layer. Differences in

nutrient concentration and changes in biodiversity

between the Eastern and Western Mediterranean, due

to the different physiography of the two interconnected

basins, have been verified from a fully coupled phys-

ical and biochemical cycling model (Crise et al., 1999).

The inverse estuarine circulations cause a net loss of

nutrients in the eastern and western basins through the

Sicily and the Gibraltar Straits, respectively (Béthoux

et al., 1992).

In this paper, the most complete data set of archived

historical data collated within the framework of the

EU/MEDAR/MEDATLAS II and the basin-scale

measurements obtained from the EU/MTPII/MATER

project have been used. Since the data sets cover the

interval from the beginning of the last century to the

present, these data are analysed to calculate climato-

logical profiles on a seasonal basis and to characterise

the main water masses, providing a basis for describ-

ing their spatial variability. The same profiles can be

used for checking the quality of historical and incom-

ing data from operational oceanography, as well as for

the initialisation of coupled hydrodynamical–biologi-

cal models and sensitivity analyses.

The main purpose of the study is to deduce

physical properties and biochemical characteristics

of the principal water masses, taking into account

vertical transfers and the general thermohaline circu-

lation. This is done by analysing the vertical climato-

logical profiles of temperature, salinity, dissolved

oxygen, primary nutrient elements (nitrate, phosphate,

silicate) and chlorophyll-a, calculated in different

regions of the Mediterranean Sea. It should be

stressed that the dissolved oxygen, nutrient and chlo-

rophyll-a values have been employed merely as

straightforward descriptors of the spatial and temporal

variability of the water column structure, without any

consideration of the underlying biochemical processes

that are involved. The biochemical properties, al-

though non-conservative have been used in the past

to get supplementary information on the water masses

(Coatanoan et al., 1999); the non-conservative aspects

of these properties will not be discussed in the present

study, but will be the object of future investigations

into the functioning of the Mediterranean marine

ecosystem.
The paper is organised as follows: in Section 2,

we assess the quantitative content of the hydro-

graphic data mentioned above and the quality

control adopted within the framework of the data

management practices. In Section 3, the data dis-

tributions and the statistical analyses performed to

deduce the climatological characteristics of the

physical and biochemical properties in the different

regions of the Mediterranean Sea are described. In

Section 4, we present typical climatological vertical

profiles for some regions in the western and

eastern basins. Some scientific frameworks are

discussed analysing the results with emphasis on

the properties of the most significant water masses

circulating in the Mediterranean Sea. The conclud-

ing remarks of the present work are summarised in

Section 5.
2. Data sets

2.1. Data archived within EU/MEDAR/MEDATLAS II

and EU/MTP II/MATER projects

Earlier efforts in collecting historical data sets and

mapping climatological fields in the Mediterranean

Sea include those of Miller et al. (1970), Levitus

(1982), Guibout (1987), Picco (1990) and Levitus et

al. (1998). The twin EU/MAST/MODB and MED-

ATLAS projects provided quality controlled data sets

of temperature and salinity in the Mediterranean Sea

and produced an updated version of the horizontal

climatologies and combined error field estimates

(MODB Group, 1996; MEDATLAS Consortium,

1997).

The EU/MEDAR/MEDATLAS II project has

improved the volume of available physical data

and extended the database to include some biolog-

ical and geo-chemical parameters in the Mediterra-

nean and Black Seas (MEDAR Group, 2002). The

project involved the majority of the scientific

institutions of the bordering countries, thereby

obtaining the best coverage of biochemical data

in the whole Mediterranean. The core parameters

comprise hydrographic data relating to temperature,

salinity, dissolved oxygen, seawater nutrients

(nitrates, phosphates and silicates), pH, alkalinity

and chlorophyll-a.



Fig. 2. Maps showing the locations of the hydrographic stations globally assembled in the MEDAR/MEDATLAS II database: (a) bottle casts

(Nansen/Niskin), (b) CTD casts, (c) MBT and XBT probes.
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The MEDAR/MEDATLAS II database consists of

286,397 vertical profiles, including bottle, CTD, MBT

and XBT casts. Fig. 2 illustrates the distribution of the

hydrological stations by data type, while Fig. 3 shows

the distribution per year. Despite the good coverage of

the Mediterranean Sea, the space and time distribu-

tions of the considered parameters are rather hetero-

geneous. The bottle stations display a fairly regular

coverage of the western and eastern basins, with the

exception of the southern coastal region in the Eastern

Mediterranean, but the majority of them contain

temperature and salinity data, exclusively. The CTD

stations cover the period from the early seventies

onward (Fig. 3), providing a major concentration in

some regions of the Mediterranean Sea. The temper-

ature and salinity profiles obtained with CTD probes

reach down to the bottom layer and are useful to

detect small variations of the temperature and salinity
Fig. 3. Temporal distribution of the hydrological stations since the beginni

CTD (black scale), bottles (grey scale) and bathythermographs (white sca
fields. In contrast, the MBT and the XBT profiles

extend vertically to a depth of about 250 and 700 m,

respectively. These measurements, being less accurate

(f0.1 jC) than the conventional measurements

obtained by reversing thermometers (f0.02 jC) and
CTD probes (f0.005 jC), can capture the seasonal

variability in the upper thermocline or changes in the

intermediate layer only in the presence of significantly

strong dynamics.

Together with the historical MEDAR/MEDAT-

LAS II database, the most recent data set collected

in limited areas of the Mediterranean Sea within the

framework of the MTP II/MATER project has also

been considered (Maillard et al., 2002). The EU/

MTP II/MATER database deals with an additional

3141 CTD profiles, 634 XBT probes and 1327

bottle casts of multidisciplinary biochemical samples

collected during a series of oceanographic cruises
ng of the last century that were used for the climatological analyses:

le).
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from 1996 to 1999. It provides for the first time a

good resolution in the vertical distribution of oxy-

gen and nutrients (nitrate, phosphate and silicate) in

the Algerian basin, in the Strait of Sicily and in the

southern Adriatic. Hydrographic bottle casts were

collected also in the Ionian Sea, in the Levantine

basin and in the Aegean Sea.

The quantity of hydrological casts analysed in this

work, i.e. with the exclusion of the stations pertinent

to the Black Sea and the adjacent region in the

Atlantic Ocean (Fig. 2), is synthesized in Table 1.

The overall distributions of hydrological stations

(Nansen/Niskin bottles, CTD, XBT and MBT) for

temperature, salinity, dissolved oxygen, nutrients (ni-

trate, phosphate, silicate) and chlorophyll-a in the

Mediterranean Sea used to reconstruct the spatially

averaged vertical profiles addressed in this work are

shown in Fig. 4. The density of hydrological stations

decreases from North to South; the distribution of

casts with chlorophyll-a measurements shows that

the large majority of the data is located in the

Western Mediterranean (along the Catalan, Spanish

and Algerian coastlines) and in the Adriatic Sea; few

stations cover the offshore regions in the Eastern

Mediterranean.

2.2. Data quality control within MEDAR/MEDATLAS

II project

The data quality control adopted within the

MEDAR/MEDATLAS II data management work

was based on specific protocol (Maillard et al.,
Table 1

Number of hydrographic stations globally assembled for the

Mediterranean Sea within the framework of the MEDAR/MED-

ATLAS II and MTP II/MATER projects that were used for the

climatological analyses

Data type Data sets no. Profiles no. Period

Bottle 1633 52,068 1908–1999

CTD 561 29,663 1970–1999

MBT and XBT 894 141,110 1908–1999

Total 3088 222,841

Bottle cast parameters are depth, temperature, salinity, oxygen,

phosphate, nitrate, nitrite, ammonium, silicate, pH, alkalinity, and

chlorophyll-a.

CTD cast parameters are depth, temperature, salinity and some-

times, oxygen.
2001) designed according to international methods

and standards (UNESCO, 1993). The procedure was

as follows: (i) data and metadata (ancillary informa-

tion) are checked and reformatted in a unique format,

(ii) numerical checks are performed by the compar-

ison of the incoming data with prescribed ranges

(e.g. broad ranges values) and reference statistics

(e.g. spatially averaged vertical profiles and standard

deviations), and (iii) the behaviour in the water

column and the acceptability of consecutive values

are checked testing the hydrostatic stability and

searching for spikes and artefacts. Successively, a

quality flag is added to the station header (meta-data

information), and to each of measured numerical

values also.

The temperature and salinity data have been fully

quality checked in this way. For the biochemical

data, a preliminary analysis of the major sources of

existing data was performed to determine broad

range values, which could then be confidently used

to qualify incoming data from historical or unknown

field investigations.

The major difficulty in the process of data

validation arises from the fact that the marine

environment exhibits some trends and/or interannual

variations. The incoming data might or might not fit

the existing climatologies (MODB Group, 1996;

MEDATLAS Consortium, 1997; Levitus et al.,

1998), which are representative of the mean and

variance of the oceanographic fields but is time-

independent. Consequently, the model for data val-

idation described above may fail and trend evalua-

tions should be included to improve the methods for

data quality control. However, these requirements

are quite difficult to fulfil due to the scarcity of

systematic information and the lack of long time

series in many areas. Therefore, the final action of

flagging inconsistencies was decided visually and

corrected manually, i.e. subjectively, to account for

quality control flags that may be incorrect due to

the characteristics of the used climatologies, which

might not be adequately representative. The data

with quality flag 1 (i.e. good data) and quality flag

2 (i.e. outside one standard deviation of the used

climatologies) were retained for the following anal-

yses. From the total number of profiles that were

available for each parameter (Table 1), we finally

retained about 99% of the temperature, 98% of the



Fig. 4. Distribution of sampling stations originated in the context of the EU/MAST/MEDAR-MEDATLAS II and EU/MTPII/MATER projects

for (a) temperature, (b) salinity, (c) dissolved oxygen, (d) nitrate, (e) phosphate, (f) silicate, and (g) chlorophyll-a used to reconstruct the

averaged vertical profiles addressed in this work.
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Fig. 4 (continued ).
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Fig. 5. Mediterranean regions defined according to the schematic representation of the upper thermohaline circulation in (a) Western

Mediterranean (redrawn from Millot, 1999), (b) Eastern Mediterranean (redrawn from Robinson et al., 1991; Malanotte-Rizzoli et al., 1999) and

(c) Adriatic Sea (redrawn from Mosetti, 1983).
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salinity, 97% of the dissolved oxygen, 94% of the

nitrate, 98% of the phosphate, 97% of the silicate,

and 98% of the chlorophyll-a profiles.
3. Methods of analysis

3.1. Mediterranean regions defined according to

general circulation patterns

Detailed hydrographic surveys conducted during

the last two decades have assessed reliable schemes

of the sub-basin scale thermohaline circulation and

water mass pathways. Mesoscale phenomena have

been traced by means of fragmentary evidence from

specific surveys. Some gaps still exist, specifically

over large areas in the southern regions of the

Eastern Mediterranean. However, the dynamics in

the regions have been recently filled with comple-

mentary information from model simulations and

satellite images (Wu and Haines, 1998; Marullo et

al., 1999). The schemes shown in Fig. 5 roughly

represent the typical permanent features in the upper

layer (0–200 m). On the basis of these schemes, the

Mediterranean Sea has been subdivided into sub-

regions (Fig. 5), which exhibit typical features (e.g.

regions mostly affected by convective mixing vs.

other regions where advective processes prevail).

Fig. 6 and Table 2 summarise the nomenclatures

used in the text and the basic physiography of the

sub-regions defined above. It should be stressed that
Fig. 6. Map of the Mediterranean Sea showing the geographical limits an
the utilised circulation diagrams represent the upper

sub-basin scale dynamics, exclusively. One may

consider that the two deep/internal thermohaline

cells in the western and eastern basin certainly

possess larger scale features; therefore, the above

sub-regions oversample the deep dynamics and they

can be also considered to characterise the spatial

variability that affect the deep layers.

3.2. Spatially and seasonally averaged vertical

profiles at standard depths

Spatially and temporally averaged vertical pro-

files of physical and chemical parameters (i.e.

temperature, salinity, dissolved oxygen, nitrate,

phosphate, silicate and chlorophyll-a concentrations)

were constituted considering hydrological casts

within the above-defined regions, separately and

over seasonal periods. Table 3 summarises the total

amount of hydrological stations available in each

region and for each considered parameter to con-

duct the present analysis. Thirty-four standard levels

(0, 5, 10, 20, 30, 40, 50, 75, 100, 125, 150, 200,

250, 300, 400, 500, 600, 700, 800, 900, 1000,

1100, 1200, 1300, 1400, 1500, 1750, 2000, 2500,

3000, 3500, 4000, 4500, 5000), which resemble the

major standard levels defined in the Climatological

Atlas of the World Ocean (Levitus et al., 1998) and

in the MEDAR/MEDATLAS II protocols (Maillard

et al., 2001), were defined to obtain more accurate

‘‘images’’ of the water column structure.
d the nomenclatures of the regions defined in Fig. 5 (cf. Table 2).



Table 2

Geographic limits and basic physiography of the Mediterranean regions defined according to the schematic thermohaline circulation features (cf.

Fig. 5)

Code Region Lat N (min) Lat N (max) Lon E (min) Lon E (max) Depth (m) Volume (km3)

Western Mediterranean

DF2 Gulf of Lions 41 00V 43 36V 01 00V 06 18V 2642 117,629

DF3 Liguro-Provenc�al 41 00V 45 00V 06 18V 09 18V 2791 151,632

DF4 Ligurian East 42 48V 45 00V 09 18V 11 00V 1146 3592

DS2 Balearic Sea 38 30V 41 00V �01 00V 04 30V 2653 105,501

DF1 Algero-Provenc�al 39 18V 41 00V 04 30V 09 18V 2791 140,658

DS1 Alboran Sea 35 00V 37 30V �05 36V �01 00V 2583 48,954

DS3 Algerian West 35 36V 38 30V �01 00V 04 30V 2728 208,249

DS4 Algerian East 36 30V 39 18V 04 30V 08 24V 2799 209,205

DT1 Tyrrhenian North 39 18V 42 48V 09 18V 13 48V 3991 185,963

DT2 Tyrrhenian East 39 18V 41 18V 13 48V 16 16V 3451 26,888

DT3 Tyrrhenian South 38 00V 39 18V 10 00V 16 16V 3446 114,422

DI1 Sardinia Channel 36 00V 39 18V 08 24V 10 00V 2529 24,477

DI3 Sicily Strait 30 00V 38 00V 10 00V 15 00V 1611 54,624

Eastern Mediterranean

DJ1 Adriatic North 42 00V 46 00V 12 10V 13 50V 63 548

DJ2 Adriatic Middle 41 18V 46 00V 13 50V 16 16V 258 4344

DJ3 Adriatic South 40 36V 44 00V 16 16V 20 00V 1211 24,425

DJ6 Ionian North–West 38 00V 40 30V 16 16V 18 05V 2758 36,387

DJ4 Ionian North–East 38 00V 40 30V 18 05V 22 30V 3647 75,994

DJ7 Ionian Middle West 35 10V 38 00V 15 00V 19 00V 3991 290,358

DJ8 Ionian Middle East 35 10V 38 00V 19 00V 22 30V 4653 239,530

DJ5 Ionian South 30 00V 35 10V 15 00V 22 30V 3949 422,804

DH1 Aegean North 38 00V 41 12V 22 30V 27 00V 1747 23,088

DH2 Aegean South 35 10V 38 00V 22 30V 27 00V 4424 72,987

DH3 Cretan Passage 30 00V 35 10V 22 30V 27 00V 4007 264,455

DL1 Levantine North 33 50V 38 00V 27 00V 32 10V 4227 291,136

DL2 Levantine North–East 34 35V 38 00V 32 10V 38 00V 2452 47,918

DL3 Levantine South 30 00V 33 50V 27 00V 32 10V 3133 238,281

DL4 Levantine South–East 30 00V 34 35V 32 10V 38 00V 2650 116,332
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The months allocated to each season were as

follows: January–March for winter, April–June for

spring, July–September for summer, and October–

December for autumn. Vertical temperature, salinity

and dissolved oxygen profiles were computed sea-

sonally for the entire water column in all the

Mediterranean regions, while for nutrients seasonal

means were considered reliable for the first 0–200

m and annual means in the layer below. However,

in some regions where the winter convection may

play a major role in vertical water column homog-

enisation, as in the Gulf of Lions, in the Adriatic

Sea and in the Rhodes gyre area, the amount of the

available data allowed us to calculate seasonal

profiles over the entire water column.
The observed levels for each hydrographic cast

were converted to the standard depths using a

weighted parabolic interpolation method (Reiniger

and Ross, 1968). The final composition of the

climatological profiles included the averaged verti-

cal profiles along with the relevant computed stan-

dard deviation. In order to avoid the influence of

extreme and possibly erroneous values or large

biases derived from the coastal stations, the statis-

tical analysis was reiterated once. After computing

primary means and standard deviations, the data

departing from the mean by more than one standard

deviation, in absolute value, were rejected. The

rejected data were less than 20–30% of the total

measurements. The graphic representation of the



Table 3

Total number of hydrological casts used to calculate the spatially averaged vertical profiles of TEMP=temperature, PSAL=salinity according to

the practical salinity scale, DOX1=dissolved oxygen, NTRA=nitrate, PHOS=phosphate, SLCA=silicate, and CPHL=chlorophyll-a, in the

different regions of the Mediterranean Sea (data from CD-ROMs MEDAR/MEDATLAS II, 2002 and MTP II/MATER, 2001)

Code Region TEMP PSAL DOX1 NTRA PHOS SLCA CPHL

Western Mediterranean

DF2 Gulf of Lions 13,859 12,625 10,517 4998 6498 11,613 11,955

DF3 Liguro-Provenc�al 16,800 16,380 12,281 15,345 12,350 12,650 11,739

DF4 Ligurian East 3254 3180 3127 38 1288 498 0

DS2 Balearic Sea 7768 7523 6296 4937 4710 6484 6497

DF1 Algero-Provenc�al 3694 3641 3499 2053 2507 2455 2536

DS1 Alboran Sea 15,374 14,235 10,361 9148 10,304 9687 10,578

DS3 Algerian West 11,909 9482 6150 7456 7318 6642 9797

DS4 Algerian East 7670 6417 4250 4253 4199 2739 4023

DT1 Tyrrhenian North 10,495 10,386 9172 7026 8622 6508 1059

DT2 Tyrrhenian East 1475 1470 1231 0 822 0 0

DT3 Tyrrhenian South 7804 6662 5784 4573 4705 4472 10

DI1 Sardinia Channel 4134 3640 2784 1176 1681 1162 3

DI3 Sicily Strait 10,410 9934 9557 8545 8513 8398 6951

Eastern Mediterranean

DJ1 Adriatic North 8253 8169 6129 5896 5406 6129 638

DJ2 Adriatic Middle 4832 4721 2868 2581 2451 3323 428

DJ3 Adriatic South 7379 6906 4611 4041 4193 4079 1230

DJ6 Ionian North–West 1834 1670 1591 597 795 597 0

DJ4 Ionian North–East 4023 3848 3624 2998 3150 3233 1156

DJ7 Ionian Middle West 17,226 16,694 13,727 13,386 13,347 14,196 5

DJ8 Ionian Middle East 7608 7078 7035 6007 6007 5610 7

DJ5 Ionian South 5953 5879 5832 4496 4464 3777 25

DH1 Aegean North 6784 6362 6144 4183 4950 4717 3014

DH2 Aegean South 10,558 10,230 10,100 9737 9777 9580 5549

DH3 Cretan Passage 8353 8256 8148 7826 6119 7871 14

DL1 Levantine North 7992 7698 7650 5794 6791 5436 22

DL2 Levantine North–East 1640 1636 1642 932 933 1181 0

DL3 Levantine South 5312 5159 5156 2410 3280 4089 1434

DL4 Levantine South–East 9151 9136 8941 6563 7107 6418 5081

Total 221,544 209,017 178,207 146,995 152,287 153,544 83,751
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spatially averaged vertical profiles of dissolved

oxygen and nutrients, as shown in the following,

have been obtained after a three-point ‘‘running

average’’ smoothing filter.
4. Results and discussion

4.1. Western Mediterranean regions

The spatial variability in the Western Mediterra-

nean is discussed by comparing the averaged vertical

profiles in three regions: the Gulf of Lions (region-

DF2), the Tyrrhenian Sea (region-DT1) and the Alger-

ian basin (region-DS4).
The Gulf of Lions is mainly characterised by a

permanent cyclonic circulation and manifests strong

seasonal variations of the physical and biochemical

properties (Fig. 7) due to convective movements and

deep mixing during the wintertime. The seasonal

thermocline extends to a depth of 50 m in summer

(Fig. 7a); it is deeper in autumn reaching down to 100

m. In summer, stratification conditions and the pre-

vailing northwesterlies allow the spreading of the less

saline AW (Fig. 7b) transported by the Ligurian

Current (Millot, 1999). In winter, the deep convection

sets the homogenisation of the water column (Fig. 7a)

bringing saline water from the intermediate layer close

to the surface (Fig. 7b). Typical values indicate a

salinity increase of about DS=0.55F0.32 at the sur-



Fig. 7. Seasonally averaged vertical profiles of (a) temperature, (b) salinity, (c) dissolved oxygen, (d) nitrates, (e) phosphates, and (f) silicates in

the NW region of the western Mediterranean (DF2—Gulf of Lions). The insets indicate the shallower portion of the profiles.
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face and DS=0.16F0.09 at a depth level of 100 m; on

the contrary, the salinity decreases (f0.04F0.03) in

the LIW layer, which occupies the 200- and 800-m

depth interval.

Similar patterns also appear in the oxygen and

nutrient profiles (Fig. 7c–f). In winter, a rather high

ventilation (oxygen content>5.4 ml l�1) and enrich-

ment of nutrients (f2.1 mmol m�3 for nitrate and

f0.14 mmol m�3 for phosphate) is evident in the

upper water column, whilst an almost nutrient deplet-

ed layer is established in summer and autumn. In

summer, the upper water column is topped by rela-

tively low-oxygen layer; a shallow oxygen maximum

located at 40–50 m retains the same concentration as

in winter. However, biological activity cannot be

neglected, and the oxygen increase derives from the

general phytoplankton bloom that occurs at the be-

ginning of spring (Coste et al., 1972). Nutrients are

consumed between winter and summer and phos-

phates appear utilised more rapidly. During the strat-

ification period, the highest nutrient concentrations

appear at the surface and sharply decreases to a depth

of about 5–10 m; this is clearly due to the Rhone river

discharge that constitutes the major runoff to the

western basin (Béthoux et al., 1992). The permanent

nutricline is well established at 100–150 m during the

stratification seasons, whilst it moves upward to the

base of the euphotic zone in winter. Deep waters

reveal an oxygen minimum (O2 f4.2–4.6 ml l�1)

at about 500 m associated with the LIW layer; below

this layer, abnormally high nutrient concentrations

(NO3=8.1 mmol m�3; PO4=0.40 mmol m�3; Si=8.5

mmol m�3) result from terrestrial inputs, and from the

mineralization processes related to the oxidation of the

organic matter precipitating from the euphotic zone

(Béthoux et al., 1992).

Seasonally averaged vertical profiles of tempera-

ture and salinity in the Algerian basin and in the

Tyrrhenian Sea are depicted in Figs. 8 and 9, respec-

tively. The temperatures in the upper water column

display similar behaviour in the two regions over the

entire annual cycle. In summer, the surface waters are

essentially stratified and attain the same temperature

values; in the winter months, the thermocline disap-

pears almost completely leading to the formation of a

vertically homogenised water column down to the

bottom; the surface temperatures reach climatological

values of f14.0 jC in the Tyrrhenian Sea and f14.5
jC in the Algerian basin. Note also the strong north–

south gradient, considering the very low climatolog-

ical value of f13 jC in the northern convection

region (Fig. 7a). The salinity profiles reflect the

advective explanation of salinity changes in the West-

ern Mediterranean given by Millot (1999); it is mainly

dictated by the westward propagation of Atlantic

water, which results relatively fresher in the Algerian

basin than in the Tyrrhenian Sea.

In the intermediate layer, the water column struc-

tures between 250 and 750 m emphasise the presence

of relatively high temperature and salinity values

indicating the LIW. These features are much more

pronounced in the Tyrrhenian basin (Fig. 9) than in

the Algerian basin (Fig. 8), in agreement with the

circulation pattern of the LIW schematically depicted

by Millot (1999) in his Fig. 2. However, in the

Tyrrhenian Sea the LIW properties change during

the year displaying a maximum of salinity in autumn.

In winter, the salinity in the LIW core decreases (Fig.

9b) due to the vertical mixing in the nearly permanent

cyclonic gyre (Sparnocchia et al., 1994).

Hydrographic properties in the deep part of the

Tyrrhenian Sea (Tyrrhenian Deep Water—TDW) ex-

hibit higher climatological temperature and salinity

values (Dtf0.17 jC; DSf0.04) than those observed

for the WMDWat the formation site. These results are

in agreement with the observations of Sparnocchia et

al. (1999), which indicated that significant amounts of

Eastern Mediterranean transitional and deep waters

flow through the Strait of Sicily below the LIW into

the Tyrrhencuian basin where they sink and mix with

the ambient Western Mediterranean waters.

Fig. 10 addresses the spatial variability of the

hydro-chemical properties in the Western Mediterra-

nean, showing the differences between the annually

averaged vertical profiles for the three regions men-

tioned above. The purpose of this analysis is to assess

the role of the upper/external and the deep/internal

‘conveyor belts’ in defining the biochemical charac-

teristics of the water masses throughout the Western

Mediterranean. The oxygen minimum layer is found

at f500 m and it is more pronounced in the Algerian

basin, in agreement with the decrease in the salinity of

the LIW core, because more time is needed for the

LIW to flow into the Algerian basin after its recircu-

lation in the Tyrrhenian Sea. In the layer below, the

oxygen content shows more pronounced positive



Fig. 8. Seasonally averaged vertical profiles of (a) temperature, and (b) salinity in the southern region of the western Mediterranean (DS4—

Algerian basin). The insets indicate the shallower portion of the profiles.
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anomalies in the northwestern basin, indicative of the

region prone to the deep convection. The WMDW

formed there moves into the Algerian basin and then

into the Tyrrhenian Sea. The profiles of nutrients (Fig.
Fig. 9. As for Fig. 8 but for th
10b–d) exhibit remarkable spatial variations. The

upper waters overlying the permanent nutricline

(<200 m) are generally poor in nutrients; however,

their values are higher in the Gulf of Lions. In the
e Tyrrhenian Sea (DT1).



Fig. 10. Superimposed annually averaged vertical profiles of hydrographic parameters for selected regions (see inset map) in the western

Mediterranean: (a) dissolved oxygen, (b) nitrate, (c) phosphate, and (d) silicate.
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other regions, the photic zone exhibits lower nutrient

concentrations, close to the detectable limits, general-

ly attributed to phytoplankton consumption and the

scarce supply of nutrient-rich waters from the deep

layer. The vertical profiles of nutrients are almost

mirror images of those of the dissolved oxygen. The

high spatial variability mostly reflects the advective

process of the involved water masses. The highest

values of nitrate and phosphate concentrations (Fig.

10b and c) are atf500 m, i.e. at the same depth of the

oxygen minimum, and are higher in the Algerian

basin than in other areas. These features may elucidate
some questions raised by many authors about the

preferential pathway of the LIW in the Western

Mediterranean (Millot, 1999; Sparnocchia et al.,

1999); the climatological fields of the oxygen and

nutrient concentrations confirm the results obtained

from the analysis of the salinity profiles earlier. The

silicates in the deep waters (>500 m) always exceed 7

mmol m�3 throughout the year (Fig. 10d). The highest

values above 9 mmol m�3 in the Algerian basin imply

long residence times and poor ventilation, whilst

lower silicates (f8 mmol m�3) in the convection

region are representative of the WMDW of more
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recent formation. The poor estimates for this param-

eter in the deep Tyrrhenian basin are in large part due

to the lack of data in this region.

The chlorophyll-a data contained in the databases

are scarce and did not allow the elaboration of

seasonal profiles for all the regions in the Western

Mediterranean due to gaps in the spatio-temporal

distributions. In order to infer the seasonal variation,

we present the vertical profiles relative to the Gulf of

Lions (Fig. 11a), which exhibits strong differences

with respect to other regions, while Fig. 11b illustrates

the spatial variability among the three regions indi-

cated in the inset map during spring.

In the Gulf of Lions, the highest surface phyto-

plankton biomass develops in winter and spring due to

the violent mixing and vertical injections of nutrient-

rich deep waters in the open-sea convective region;

the vertical profiles also show sustained phytoplank-

ton activity at depth in winter, while during the rest of

the year, the depletion of dissolved inorganic nutrients

in the photic zone reflects low chlorophyll-a concen-

trations. In late winter and early spring, the phyto-

plankton growth is indicated in the subsurface waters,

as shown by the peaks of the chlorophyll-a maximum

at f10 m. Peak concentrations are found at depths of
Fig. 11. Superimposed averaged vertical profiles of chlorophyll-a: (a) sea

regions indicated in the inset map.
50–70 m in summer and in autumn, the so-called

Deep Chlorophyll Maximum (DCM) typical of the

oligotrophic character of the Mediterranean Sea (Crise

et al., 1999), corresponding to the subsurface oxygen

maximum. The basic behaviour of the vertical chlo-

rophyll-a distribution, characterised by the presence

of the DCM, is also maintained in other regions (Fig.

11b). The vertical profiles shown in Fig. 11b refer

only to spring, since the database contains very little

chlorophyll-a data relating to the summer, and does

not contain any data at all for winter and autumn.

Away from the Gulf of Lions, the DCM seems much

weaker and deeper (f50–75 m) and closely follows

the depth of the nutricline.

4.2. Eastern Mediterranean regions

4.2.1. The Adriatic Sea

The Adriatic Sea has been subdivided into three

sub-basins, which exhibit different general oceano-

graphic characteristics (Fig. 5c). A collection of an

unprecedented amount of hydrological data in the

Southern Adriatic Sea allows a more refined analysis

than that performed by Zavatarelli et al. (1998) of the

seasonal variability of water mass structures and
sonal variations in the Gulf of Lions; (b) spring climatology for the
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biochemical properties. Fig. 12 shows the seasonally

averaged vertical profiles of temperature, salinity,

oxygen and nutrients in the southern region (DJ3).

The temperature and salinity profiles (Fig. 12a and b)

manifest a three-layer thermohaline structure. In the

surface layer (0–150 m), the temperature profiles

reflect basically the seasonal cycle. The surface waters

are periodically exposed during wintertime to convec-

tive processes (Ovchinnikov et al., 1985) able to

homogenise the entire water column to a temperature

of f13.5 jC. In spring, the seasonal thermocline

develops at approximately 75 m and extends to 100

m in summer. At the surface, an excess of the

relatively fresh waters advected from the north sus-

tains the very low static stability during winter months

(Artegiani et al., 1997). The positive anomalies of

temperature and salinity located between 100 and 400

m identify the LIW, which manifests its salinity

maximum in autumn. The distinguishing feature in

the deep layer is the decrease of temperature and

salinity, which testifies either a large contribution of

the cold and less saline (but dense) waters from the

northern shelf in replenishing the deep trench in the

Southern Adriatic Sea or a sufficient buoyancy loss of

the less saline surface water during wintertime con-

vection that would permit mixing to large depths.

The dissolved oxygen and nutrient profiles (Fig.

12c–f) display characteristics which result from the

convection activity in this region during wintertime.

In winter, more oxygenated water masses extend from

the surface down to f600 m (Fig. 12c) due to the fast

convective ventilation; in contrast, less ventilated and

nutrient-rich (Fig. 12d–f) waters reside beneath. In

summer, it seems that the contribution of oxygen from

atmosphere is not able to overcome the biological

consumption. The occurrence of pronounced subsur-

face oxygen maxima at a depth of about 30 m

accompanied by the minimum nitrate values at the

same depth are, however, mostly indicative of strong

biological activity. Below 50 m, the concentrations

show a strong gradient zone towards low values of

dissolved oxygen and high values of nutrients. The

nutrient enrichment in the intermediate and deep

layers (Fig. 12 d–f) reflects the advection of the

LIW (Civitarese et al., 1998), which manifests its

maximum in autumn as in the case of the salinity

values. In addition, contrary to the results showed by

Zavatarelli et al. (1998), in large part due to the lack of
data, the convective mixing during winter has been

demonstrated to be an important mechanism for the

significant transfer of nutrients to the surface layer and

the development of the spring phytoplankton bloom in

the centre of the gyre (Gacic et al., 2002).

Interestingly, the oxygen profiles show in general

an increase in the 800–1000-m depth interval during

spring and summer periods accompanied by a de-

crease in the nutrients. This is an indication of freshly

ventilated and dense waters advected from the north-

ern shelf region rather than dense waters formed by

convection to a depth greater than 600 m. These

waters flow southwards driven by a bottom density

current and may reach the southern latitudinal sections

later in the year (Artegiani et al., 1997). There, having

a density higher than the ambient water masses, they

partly sink into the deep layer at the shelf break

(Bignami et al., 1990; Manca et al., 2002) and partly

flow against the continental slope. Both branches

constitute the main component of the deep Adriatic

outflow (ADW) over the sill depth (f850 m) through

the Strait of Otranto (Manca and Giorgetti, 1998).

Subsequently, the ADW sinks into the adjacent Ionian

Sea and fills the bottom layer of the Eastern Mediter-

ranean (Schlitzer et al., 1991).

The bottom water in the southern Adriatic exhibits

low oxygen and high nutrient values due to the longer

residence time of this water mass in the deep trench at

f1200 m. The silicates show a pattern similar to that

of the other nutrients; the highest silicate values

(f10–15 mmol m�3) imply a long residence time

and poor ventilation.

4.2.2. The Ionian Sea

The Ionian Sea stands out as the region of the

Eastern Mediterranean mainly characterised by the

transit and transformation of the major water masses,

i.e. the relatively fresh AW, the highly saline LIW and

the colder and denser EMDW, which characterise the

general thermohaline circulation in the upper, inter-

mediate and deep layers, respectively (Malonotte-

Rizzoli et al., 1997). In the Southern Ionian (region-

DJ5, Fig. 6), the upper waters are mostly typified by

the transit of the AW and the LIW that drive the well-

known anti-estuarine circulation, whilst the properties

of the deep waters are essentially determined by the

deep/internal ‘conveyor belt’ driven by the dense

waters of Adriatic origin. The spatially averaged deep



Fig. 12. Seasonally averaged vertical profiles of (a) temperature, (b) salinity, (c) dissolved oxygen, (d) nitrates, (e) phosphates, and (f) silicates in

the southern Adriatic (DJ3). The insets indicate the shallower portion of the profiles.
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profiles calculated from the data available in this

region are shown in Fig. 13.

In the surface layer (0–150 m), the lowest salinity

indicates AW that, after passing the Strait of Sicily,

undergoes substantial modification along the way

towards the Levantine basin. The seasonal thermo-

cline extends down to 50–75 m (Fig. 13a); the most

prominent feature appears during the stratified seasons

when the excess of evaporation isolates less saline

AW in the sub-surface layer at f50 m (Fig. 13b).

Below 100 m, the water column exhibits almost

permanent conditions of stratification mostly sus-

tained by the sharp salinity gradient. The seasonal

oxygen cycle (Fig. 13c) exhibits a subsurface maxi-

mum in summer and in autumn at about 50 m. The

nutrient distributions (Fig. 13d and e) show that the

photic layer is almost nutrient depleted throughout the

year without appreciable seasonal variations indicat-

ing weak vertical mixing from the deep layer in winter

months. However, the feeble mixing and ventilation

processes occurring during the wintertime cause the

nutrients to become available in the photic layer

where they are quickly utilised in phytoplankton

production processes that in the Ionian may occur

rather early in the year (Napolitano et al., 2000).

Moreover, the subsurface production has been seen

in model simulations to occur below the thermocline

also in June with a maximum of biomass in addition

to that of the phytoplankton bloom in spring, giving

conditions of higher oxygen concentrations and very

low nitrate contents in the subsurface layer (Fig. 13c–

e). The silicates (Fig. 13f) display some artefacts in

the upper layer in winter and summer despite the

selection of the data with specific quality flags, while

in the other two seasons the profiles overlap, showing

a behaviour that is very similar to those of nitrates and

phosphates.

The intermediate layer is dominated by the LIW

(f200–600 m), typified by the salinity maximum

that develops below the well-pronounced thermocline.

The salinity in the LIW layer displays strong seasonal

variability; in summer and autumn it spreads west-

ward towards the Strait of Sicily purer than in the

other seasons. The decrease of salinity manifests

during the seasons prone to the mixing and it is

certainly due to the vertical exchange with the less

saline AW above. An upper limit of about 8 years has

been estimated for the apparent travel time of LIW to
the Strait of Sicily from CFC ages distribution

(Roether et al., 1998). The water masses below the

LIW layer (f600–1200 m) present almost steady

seasonal conditions, mostly characterised by the slow

decrease of both temperature and salinity, due to the

mixing of the LIW with the relatively fresh EMDWof

Adriatic origin (Schlitzer et al., 1991). This layer,

named the transitional layer in recent literature (Malo-

notte-Rizzoli et al., 1997), is mostly characterised by

the ‘oldest’ water mass and the highest nutrient

content, essentially due to a high oxygen consumption

rate and very low convective renewal (Roether and

Well, 2001).

In the deep layer, one would expect almost steady

seasonal conditions with the exception of the convec-

tive regions; on the contrary, the more heterogeneous

deep waters have multiple sources, which include the

Adriatic, the Aegean and, on some occasions, the

Rhodes Gyre region (Sur et al., 1992). The major

complication in the assessment of the value of the

temperature and salinity climatologies is the effect of

the profound changes in the status of the Eastern

Mediterranean which have occurred since the early

1990s (Roether et al., 1996). The large deviations

below 1200 m, as shown in Fig. 13a and b, reflect

water intrusions due to the EMT, and the seasonal

variations depend on when the cruises were carried

out.

Retrospective analyses of the historical deep pro-

files have been conducted by many authors (Özsoy

and Latif, 1996; Lascaratos et al., 1999; CIESM,

2002) considering different regions in the Eastern

Mediterranean, with the objective of distinguishing

the climatic event and in particular with the attempt to

identify further events that could have influenced the

properties of the most important water masses in the

past regime. In this study, the temperature and salinity

data pertinent to the entire Ionian and Levantine

basins were grouped separately in 1-year intervals

since 1950 and volume-averaged in the depth interval

from 1200 to the bottom (i.e. the deep layer mainly

influenced by the transient event; Roether et al., 1996)

to produce a time series. In Fig. 14, we illustrate the

time sequence of the averaged potential temperature

and salinity in the deep Ionian Sea. It is notable that,

with the exception of some suspect values of salinity

in terms of accuracy, the salinity field has fluctuated at

least three times in the last 50 years, i.e. in the 1960s,



Fig. 13. Seasonally averaged vertical profiles of (a) temperature, (b) salinity. Annual-averaged vertical profiles of (c) dissolved oxygen, (d)

nitrates, (e) phosphates, and (f) silicates in the southern region of the Ionian Sea (DJ5—South Ionian). The insets indicate seasonal variations in

the shallower portion of the profiles.
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Fig. 14. Long-term changes in (a) potential temperature (jC) and (b) salinity. Number of data points (c) in the Ionian deep waters (>1200 m)

obtained by grouping the hydrological profiles annually. The vertical bars denote one standard deviation confidence intervals. The linear

regression lines and the r2 correlation coefficients are indicated.

B. Manca et al. / Journal of Marine Systems 48 (2004) 83–116 105
in the 1970s and in the 1990s, starting with the last

increase in 1986. However, an overall trend of about

0.001 per year can be inferred for the salinity. The

temperature shows a positive trend with an annual

increment of about 0.003 jC per year. In order to

reach firm conclusion in using the climatologies for

future narrow range checks in the deep layer, we

propose the combined use of seasonal climatologies
for the upper and intermediate layer, while the annual-

averaged vertical profiles may be adopted for the deep

waters; the actual climatological values can be further

adjusted by trends.

4.2.3. The Levantine basin and the Rhodes gyre

A number of studies based on quasi-synoptic

basin-wide surveys conducted in the Levantine basin
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have shown that the thermohaline circulation is

mainly characterised by a cyclonic region in the

north and a series of anticyclones in the south

(POEM Group, 1992 and Fig. 5b). In the northern

cyclonic region, under prolonged winter conditions,

the upper water column presents a well mixed layer

which extends down to about 200 m. Typical iso-

pycnals at surface are in the range of 29.00–29.05

kg m�3; therefore, a moderate dense water forms, i.e.

the LIW, regarded as the most important water mass

of the Mediterranean (Özsoy et al., 1993). Deeper

and more efficient mixing conditions were observed

during severe winter leading to the formation of a

variety of Eastern Mediterranean deep water, the

Levantine Deep Water (Sur et al., 1992), which

results warmer and saltier than the EMDW. In this

region, during winter, the nutricline reaches the

photic zone bringing relatively nutrient-poor deep-

water masses close to the surface for biological

consumption. These features in addition to a very

limited external input of nutrients essentially make

the Levantine basin one of the most oligotrophic

regions of the Mediterranean (Yilmaz and Tuǧrul,

1998). On the other hand, stratified conditions pre-

vail in the southern region; under the influence of

anticyclonic motion, the pycnocline deepens to

f450 m, creating fairly constant distributions of

high temperature, salinity and dissolved oxygen,

and low nutrients (Krom et al., 1992). In the deep

layer, no seasonal variations and spatial differences

were noticed in nutrient concentrations, apart from a

weak eastward oxygen decrease and silicate increase

(Kress and Herut, 2001).

Fig. 15 depicts the climatological profiles in the

northern region of the Levantine basin. In the upper

layer, climatological temperatures span over a wide

range from 16 to 25.5 jC (Fig. 15a). The salinities

at the surface reflect the conspicuous effect of the

high evaporation rate, reaching values higher than

39.2 in summer and in autumn. During the warm

seasons, the highly saline Levantine Surface Water

(LSW) forms in the surface layer up to f50 m. In

the layer below, a strong halocline exists between

the LSW and the AW; the latter may be recognised
Fig. 15. Seasonally averaged vertical profiles of (a) temperature, (b) salin

phosphates, and (f) silicates in the NE region of the eastern Mediterranean

the shallower portion of the profiles.
in the subsurface layer by the minimum of salinity

(<39.0) at f75 m (Fig. 15b). In winter and spring,

the salinity decreases due to winter mixing of the

LSW with the less saline water of Atlantic origin

that upwells in the Rhodes cyclonic gyre. However,

most of the salt accumulated at the surface by

strong evaporative processes is transferred into the

layer below (0–500 m) due to the intensification of

the Rhodes gyre and continuous water column

overturning.

In the deep layer, below 1000 m, the large

difference in the seasonal profiles of temperature

and salinity mostly derives from the dense water of

Aegean origin. As for the Ionian Sea, we investigat-

ed the evolution of the water mass properties in the

deep Levantine basin (1200–bottom) by constructing

time series of potential temperature and salinity from

yearly volume-averaged vertical profiles (Fig. 16).

Evidence of a warming trend and an associated

salinity increase emerges from these analyses; how-

ever, the linear correlations were not significant. On

the other hand, despite the larger error bars during

the era of the bottle casts, two very distinct episodes

of large fluctuations in salinity can be noted, i.e. in

the 1960s and in the 1990s. The latter starts in 1987

as in the Ionian Sea. It has been speculated that,

while the second episode in the early 1990s is

clearly related to the EMT, the one which occurred

in the early 1970s seems to originate in the Levan-

tine basin where it has shown the maximum signal

(Theocharis et al., 2002). In brief, the climatological

characteristics of the physical properties (temperature

and salinity) show seasonal differences that depend

on the EMT. However, this may be largely due to the

fact that a great part of the seasonal data were

obtained from specific surveys conducted more re-

cently, i.e. following the appearance of the EMT,

whereas very little relevant data is available for the

earlier years in the historical database. Therefore, for

future application of the climatological profiles in

data quality checks related to the deep waters in the

Eastern Mediterranean, we propose the use of re-

gional climatologies computed on an annual basis

from the entire data set.
ity, and (c) dissolved oxygen. Annually averaged of (d) nitrates, (e)

(DL1—North Levantine). The insets indicate seasonal variations in
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Fig. 16. As for Fig. 14 but for the Levantine basin.
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Fig. 15c–f provides a general overview of the

vertical distributions of oxygen and nutrients. In the

upper layer, seasonal variations of the primary nutrient

elements follow hydrographic features appropriate for

a cyclonic region. In winter, the dissolved oxygen is

of comparable magnitude as in other convective

regions (e.g. the Gulf of Lions and the southern

Adriatic gyre), emphasising the effect of the surface

ventilation, whilst at depth, the observed profiles
differ greatly with respect to other basins. During

the stratified seasons, the concentrations present a

shallow oxygen maximum at about 50 m, poor in

nutrients due to photosynthetic consumption. A sharp

nutricline essentially characterises the transition to the

deep layer; the tendency of the nutricline to disappear

during winter is less pronounced than in other con-

vective regions. In the northern Levantine, the con-

vective movements usually reach the intermediate
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layer and a limited mixing with the nutrient-enriched

and less saline deep waters occurs (Yilmaz and

Tuǧrul, 1998).

Spatial differences of biochemical properties dis-

tribution from west to east have been demonstrated

by many authors on the basis of basin-wide clima-

tological observations from earlier cruises (Miller et

al., 1970). These differences indicate a longitudinal

gradient of increasing oligotrophy in terms of phy-

toplankton production and stocks of biomass from

the Ionian towards the easternmost part of the

Levantine basin. Conceptual and statistically models

applied to large quasi-synoptic databases (Denis-

Karafistan et al., 1998) as well as coupled hydrody-

namic–ecological model simulations (Crise et al.,

1999) have reconstructed the East–West trophic

gradient in the Mediterranean. Here, we are able to

quantify the main spatial characteristic of trophic

levels in the Eastern Mediterranean from vertical

climatologies.

Fig. 17 shows composite profiles of oxygen,

nutrients and chlorophyll-a calculated in three select-

ed regions of the Eastern Mediterranean: two regions

are in the northern and southern Levantine basin, and

are mainly affected by cyclonic and anticyclonic

eddies, respectively; the third region is in the Southern

Ionian mainly characterised by lateral advection. The

employed plotting method is useful to confirm the

spatial differences among these regions due to differ-

ent dynamics.

Some preliminary elements of the seasonal vari-

ability in the upper water column, mostly attributed

to photosynthetic consumption, have been discussed

above; here, some key elements of the spatial char-

acterization of deep-water masses emerge from the

comparison of the deep profiles which reflect differ-

ent ecosystems and dynamics. In the deep layer, the

dissolved oxygen concentrations decrease gradually

from the Ionian towards the southern Levantine and

are lowest in the northern Levantine (Fig. 17a). This

is a clear manifestation of the spreading of the

EMDW that has been supplied by the Adriatic

inflow. In the Ionian, below a broad oxygen mini-

mum at mid depths (f1000 m), the concentrations

increase slightly towards the bottom indicating more

ventilated bottom waters. This increase, still evident

in the southern Levantine, disappears in the north

where the deep convective mixing rarely extends
down to 1000 m in the Rhodes gyre (Özsoy et al.,

1993), indicating a rather ‘older’ and stagnant situ-

ation in the deep layer.

Nutrient concentrations exhibit remarkable differ-

ences with depths and regions. The photic layer

(f120 m) exhibits almost nutrient-depleted condi-

tions; on an annual basis the photosynthetic con-

sumption seems higher in the Levantine basin than

in the southern Ionian. In the layer beneath, the

nitrate concentrations increase sharply (Fig. 17b),

reaching extreme values that result higher in the

southern Ionian (f5.7 mmol m�3) than in the

Levantine basin (f4.7 mmol m�3). This enhances

the trophic gradient in the intermediate layer attrib-

uted to the spreading of LIW and subsequent export

of nutrient-associated materials into the Ionian Sea.

However, the enrichment of the LIW by nitrate as it

moves westwards cannot be excluded, because of

the mineralization of the detritus from the upper

layer and mixing with deep waters (Crise et al.,

1999). Moreover, the nitracline is shallower (200–

750 m) in the Ionian than in the Levantine convec-

tive region (200–1000 m). In contrast, the phos-

phates (Fig. 17c) are higher in the Levantine

(f0.25 mmol m�3) than in the southern Ionian

(<0.18 mmol m�3).

The link between nitrates and phosphates has

also been briefly explored by N/P molar ratios

calculated from the volume-averaged concentrations

in the deep layer (>1500 m). They result 27.17 for

the southern Ionian, 18.36 for the northern Levan-

tine and 14.71 for the southern Levantine basin (the

averaged concentrations are listed in Table 5). From

a systematic standpoint, these values are certainly in

contrast to the well known N/P ratio anomaly in the

Eastern Mediterranean Sea (Krom et al., 1991;

Kress and Herut, 2001). It should be stressed that

the primary aim of this study is the construction of

climatological profiles for checking the quality of

future incoming data and at the present time, the

scope was not to establish whether the phosphorous

is a limiting factor for the pelagic waters across the

Eastern Mediterranean. In order to elucidate these

discrepancies, we have simply divided our data set

in two periods: (i) from the beginning of historical

data up to 1985, and (ii) from 1985 onwards (i.e.

from the starting of basin wide systematic observa-

tions conducted in the Eastern Mediterranean within



Fig. 17. Annually averaged vertical profiles of hydrographic parameters: (a) dissolved oxygen, (b) nitrate, (c) phosphate, (d) silicate, and (e)

chlorophyll-a concentrations in three selected regions of the Eastern Mediterranean (see inset map).
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the framework of the POEM programme). In the

northern Levantine basin, the nitrate concentrations

before 1985 result appreciably lower and phosphate

higher than those obtained during the more recent
expeditions, i.e. after 1985. The reason is not known

and may be due to the limited accuracies of the

measurements and poor spatial coverage. On the

other hand, the nitrates and phosphates in the Ionian
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have resulted to be of comparable magnitude. Civ-

itarese et al., 1998 have hypothesised that the large

excess of nitrates in the Ionian Sea could be a direct

consequence of the enriched dense waters of Adriatic

origin that may support high molar ratios in the

Eastern Mediterranean.

Comparable profiles are observed in the silicate

content (Fig. 17d) that may be explained by slower

decay of siliceous biogenic materials than nitrogene-

ous components (Yilmaz and Tuǧrul, 1998). The

silicate gradient zone extends down to f1000 m,

the depth level which defines the upper boundary of

the EMDW; however, the general thermohaline circu-

lation in the deep layer does not permit to distinguish

EMDW masses of different ages from silicate con-

centrations.
Table 4

Spatially averaged water properties in four regions of the Western Medite

Water mass Temperature (jC) Salinity

(psu)

Oxygen

(ml l�1)

Gulf of Lions—DF2

Surface water

(0–5 m)

17.61F2.30 (14,218) 37.88F0.45 (9472) 5.44F0.24

LIW (400 m) 13.17F0.11 (3101) 38.48F0.03 (2306) 4.48F0.17

WMDW

(z1500 m)

13.04F0.02 (3218) 38.42F0.01 (3473) 4.60F0.07

Tyrrhenian North—DT1

Surface water

(0–5 m)

18.90F2.54 (11,208) 37.91F0.25 (2867) 5.55F0.26

LIW (500 m) 13.88F0.13 (593) 38.65F0.03 (391) 4.29F0.13

TDW

(z1500 m)

13.21F0.04 (277) 38.47F0.02 (185) 4.32F0.13

Algerian East—DS4

Surface water

(0–5 m)

19.56F2.52 (7684) 37.12F0.14 (1112) 5.31F0.33

LIW (500 m) 13.30F0.09 (988) 38.52F0.02 (459) 4.14F0.12

WMDW

(z1500 m)

13.04F0.04 (778) 38.42F0.02 (548) 4.49F0.12

Alboran Sea—DS1

Surface water

(0–5 m)

17.85F0.616 (18,874) 36.57F0.28 (7122) 5.44F0.33

LIW (500 m) 13.07F0.08 (2014) 38.45F0.04 (1588) 4.21F0.17

WMDW

(z1500 m)

13.08F0.03 (176) 38.44F0.01 (170) 4.50F0.09

Average and standard deviation for physical and biochemical parameters (th

which essentially characterize the water column structure. The regions are
*The deepest values are at 1400 m.
The averaged maxima of chlorophyll-a vary spa-

tially and they range on an annual basis between 0.05

and 0.20 mg m�3. A distinct chlorophyll-a maximum

is observed in all regions, and it is shallower in the

northern Levantine basin than in the other regions, in

agreement with the major dynamical features (Yacobi

et al., 1995).
5. Summary and conclusions

Seasonally averaged vertical profiles of tempera-

ture, salinity, dissolved oxygen, nutrients (nitrate,

phosphate and silicate) and chlorophyll-a have been

computed for different regions of the Mediterranean

Sea, following the joint effort in rescuing, quality
rranean

Nitrate

(mmol m�3)

Phosphate

(mmol m�3)

Silicate

(mmol m�3)

(2182) 1.45F2.10 (352) 0.13F0.12 (757) 1.37F1.01 (820)

(610) 6.31F0.58 (55) 0.34F0.08 (208) 6.26F1.02 (87)

(1214) 7.78F0.51 (17) 0.39F0.04 (184) 8.16F0.71 (128)

(576) 0.24F0.22 (110) 0.08F0.07 (282) 2.17F0.59 (168)

(179) 5.91F0.56 (32) 0.31F0.07 (61) 6.85F0.79 (29)

(139) 7.32F0.74 (10) 0.42F0.08 (20) 7.73F0.66 (12)

(340) 0.05F0.10 (207) 0.04F0.05 (307) 0.99F0.33 (90)

(168) 8.90F0.40 (36) 0.40F0.07 (81) 7.58F0.89 (26)

(287) 8.28F0.11 (39) 0.39F0.05 (73) 9.29F0.27 (29)

(1877) 0.44F0.49 (733) 0.11F0.11 (1046) 1.33F1.20 (642)

(320) 8.49F0.89 (126) 0.37F0.07 (121) 8.36F1.22 (112)

(21) 9.13F3.91 (6)* 0.41F0.06 (8)* 8.381F0.99 (7)

e number of data used are indicated within brackets) for three layers,

those defined according to the scheme in Figs. 5 and 6.
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checking and archiving hydrographic and biochem-

ical data within the EU/MEDAR/MEDATLAS II

and EU/MTPII/MATER data management activities.

The regions are defined according to the schematic

representation of the sub-basin scale dynamics,

mostly representative of the upper/external thermo-

haline cell circulation. This method overcomes the

pure definition of climatologies based on a regular

grid, which, if coarsely defined, may be inadequate

to resolve the complicate geometry of the Mediter-

ranean basin. On the other hand, high-resolution

gridded climatologies may result poor in statistics

due to a limited number of hydrological casts in

some oceanic domains.

The inhomogeneous distribution of historical data

as well as coastal data can introduce biases in the

seasonally averaged vertical profiles, resulting in

enlarged and unrealistic variations along the vertical.

For this reason, an iterative process in computing first-

order statistics and annual means for the deep waters

have been used, considering that some anomalous

values exist in the databases. Data departing from

the mean by more than one standard deviation were

rejected for the computed climatologies. In addition,
Table 5

As for Table 4 but in three regions of the Eastern Mediterranean

Water mass Temperature (jC) Salinity (psu) Oxygen

(ml l�1)

Ionian South—DJ5

Surface water

(0–5 m)

20.26F2.49 (6208) 38.40F0.19 (545) 4.85F0.20

LIW (250 m) 14.72F0.18 (2390) 38.85F0.06 (284) 4.67F0.13

EMDW

(z1500 m)

13.70F0.02 (878) 38.69F0.02 (410) 4.40F0.11

Levantine North—DL1

Surface water

(0–5 m)

21.72F2.20 (8816) 39.16F0.10 (1995) 5.06F0.26

LIW (125 m) 15.69F0.44 (4479) 39.02F0.05 (1087) 5.05F0.20

EMDW

(z1500 m)

13.77F0.04 (1973) 38.73F0.05 (972) 4.10F0.17

Levantine South—DL3

Surface water

(0–5 m)

23.05F2.26 (5890) 38.97F0.39 (1116) 5.00F0.40

LIW (125 m) 15.60F0.29 (2461) 38.97F0.06 (311) 5.03F0.15

EMDW

(z1500 m)

13.70F0.03 (632) 38.72F0.04 (309) 4.22F0.11

*The deepest values are at 1400 m.
data relevant to particular periods have revealed large

differences with respect to the past climatologies, as

for example, the large climatic shift in the temperature

and salinity caused by the EMT. Analyses of measure-

ments made since the early 1950s allowed to evidence

warming trends and salinity increases in the Ionian

and Levantine basin, which have resulted to be of the

same order of magnitude as similar changes observed

by Béthoux et al. (1990) in their pilot study in the

Western Mediterranean.

A synthetic description of the dominant features in

the vertical distributions of the hydrographic fields is

presented on a seasonal basis from the climatological

profiles in the upper waters (0–200 m). The hydro-

logical structures along the vertical reflect the water

mass distributions and their circulation patterns with

satisfying accuracy. The chemical profiles follow the

well-known ventilation mechanisms of the convection

regions in the Gulf of Lions, in the southern Adriatic

Sea and in the northern Levantine basin. In addition,

several important aspects of the advective processes

that transport water masses among the adjacent basins

are easily identified from the transformation of water

characteristics.
Nitrate

(mmol m�3)

Phosphate

(mmol m�3)

Silicate

(mmol m�3)

(531) 0.23F0.29 (103) 0.04F0.04 (244) 1.22F1.01 (139)

(279) 3.24F0.73 (49) 0.10F0.04 (108) 3.22F0.97 (68)

(418) 4.89F0.37 (103) 0.18F0.04 (146) 8.65F0.49 (95)

(1395) 0.21F0.24 (450) 0.06F0.05 (513) 0.89F0.78 (465)

(720) 0.62F0.54 (237) 0.08F0.07 (313) 1.36F0.99 (262)

(1191) 4.59F0.92 (351) 0.25F0.07 (383) 8.94F1.47 (396)

(1240) 0.21F0.42 (157) 0.09F0.04 (444) 1.86F1.70 (329)

(296) 1.13F0.63 (54) 0.09F0.05 (152) 1.92F1.23 (127)

(385) 4.12F1.20 (90) 0.28F0.09 (129) 8.55F1.65 (96)*
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Table 4 summarises the layer-averaged hydro-

graphic properties and nutrient concentrations calcu-

lated for four regions in the Western Mediterranean,

i.e. the Gulf of Lions, the Tyrrhenian Sea and the

Algerian basin, discussed in the text. The Alboran

Sea, through which the entire Mediterranean Sea

exchanges water with the Atlantic Ocean across the

Strait of Gibraltar, has been also included. In Table 5,

a summary of the most important water mass proper-

ties and their vertical and spatial differences in three

regions of the Eastern Mediterranean, i.e. the Southern

Ionian, the northern Levantine basin and the southern

Levantine basin, is presented. The hydrochemical

properties in the marginal basins of the Eastern

Mediterranean, i.e. in the southern Adriatic Sea and

in the Strait of Sicily are summarised in Table 6. The

characteristics and transformations of the main water

masses mentioned in the text (i.e. AW, LIW, TDW,

WMDW and EMDW) can be traced from the source

regions through the basin interior by a comparative

analysis of the averaged values. The water column has

been schematised in three layers, which essentially

characterise the thermohaline circulation. The surface

layer (0–5 m) may be considered representative of the

AW, the properties in the LIW layer are those

corresponding to the depth of the salinity maximum

and finally, the properties in the deep layer (i.e. the

layer essentially occupied by the TDW, WMDW and

EMDW) are those calculated for depths greater than
Table 6

As for Table 4 but in two marginal regions of the Eastern Mediterranean:

Water mass Temperature (jC) Salinity (psu) Oxygen

(ml l�1)

Adriatic South—DJ3

Surface water

(0–5 m)

16.58F2.53 (14,218) 37.93F0.69 (9739) 5.47F0.26 (

LIW (200 m) 13.63F0.18 (1351) 38.70F0.04 (1039) 4.97F0.22 (

ADW

(z1000 m)

12.88F0.05 (812) 38.59F0.01 (768) 4.89F0.18 (

Sicily Strait—DI3

Surface water

(0–5 m)

19.23F2.59 (11,709) 37.47F0.20 (3476) 5.25F0.37 (

LIW (400 m) 14.02F0.13 (1823) 38.75F0.02 (678) 4.30F0.13 (

EMDW

(z1500 m)

13.83F0.04 (12) 38.73F0.01 (10) 4.21F0.01 (

*The deepest value is at 1200 m.

**The deepest value is at 1000 m.
1500 m where the waters exhibit rather homogeneous

behaviour during the entire annual cycle.

The layer-averaged water mass properties and the

averaged vertical profiles may be used as a basis for

validating incoming data from operational oceanog-

raphy and to initialise coupled physical–biological

models. The full set of spatially averaged hydrolog-

ical profiles can be found and downloaded from the

World Wide Web data server at the OGS (http://

doga.ogs.trieste.it/medar/climatologies/).

New optimisation criteria may reduce the effects of

errors and uncertainties in quality control of historical

data of unknown origin before incorporating them into

large databases. Trend evaluations could be effective

in reducing subjective choices, especially in the deep

waters, when sufficiently long time-series will be

available to the scientific community.
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Özsoy, E., Hecht, A., Unluata, U., Brenner, S., Sur, H.I., Bishop,

J., Latif, M.A., Rozentraub, Z., Oguz, T., 1993. A synthesis

of the Levantine Basin circulation and hydrography, 1985–

1990. Deep-Sea Res., Part 2, Top. Stud. Oceanogr. 40,

1075–1119.

Picco, P., 1990. Climatological Atlas of the Western Mediterranean.

ENEA, Roma. 224 pp.

Pinardi, N., Korres, G., Lascaratos, A., Roussenov, V., Stanev, E.,

1997. Numerical simulation of the interannual variability of the

Mediterranean Sea upper ocean circulation. Geophys. Res. Lett.

24, 425–428.

POEM Group (The), 1992. General circulation of the Eastern Med-

iterranean Sea. Earth-Sci. Rev. 32, 285–308.

Prieur, L., Sournia, A., 1994. ‘Almofront-1’ (April –May 1991): an

interdisciplinary study of the Almaria-Oran geostrophic front,

SW Mediterranean Sea. J. Mar. Syst. 3–5, 187–203.

Reid, J.L., 1979. On the contribution of the Mediterranean Sea

outflow to the Norwegian –Greenland Sea. Deep-Sea Res.

26A, 1199.

Reiniger, R.F., Ross, C.K., 1968. A method of interpolation

with application to oceanographic data. Deep-Sea Res. 15,

185–193.

Robinson, A.R., Malanotte-Rizzoli, P. (Eds.), 1993. Physical

Oceanography of the Eastern Mediterranean. Deep-Sea Res.,

Part 2, Top. Stud. Oceanogr., vol. 40, pp. 1073–1332.

Robinson, A.R., Golnaraghi, M., Leslie, W.G., Artegiani, A.,

Hecht, A., Lazzoni, E., Michelato, A., Sansone, E., Theocharis,
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Abstract

Rare noisy observations of the dissolved and suspended Cs137, and the dissolved Sr90 collected for years 1985 and 1994,

respectively, are utilized through an inverse method to estimate the radionuclide pollution and the mixing time scale, namely the

age, of the White and Kara Seas. We demonstrate how uncertainties, such as measurement noise, inhomogeneous station

disposition and others depress the identification utility of the radioactive observations in the Arctic Seas to validate regional

radioecological models. The special approach estimates the current and mean radionuclide pollution from the rare observations.

We found the mean integral amount of cesium (strontium) pollution of the White Sea (in 1985) and Kara Sea (in 1992) did not

exceed f 70 (41) TBq and f 16 (9) TBq, respectively, and radioactive background of these seas is low in comparing to the

Black and Barents Seas. Estimations of the age confirm the fact of the rapid ventilation of the Kara Sea, but not the White Sea.

The age ranges from 1–2 years for the Kara Sea till 5–6 years for the White Sea. That factually says about the possibility of the

long-term accumulation of radionuclides in the White Sea.
D 2004 Elsevier B.V. All rights reserved.
Keywords: Cs137; Sr90; Inverse methods; Age; Renewal; Mixing processes; Kara Sea; White Sea

1. Introduction (Novaya Zemlya), dumped the nuclear wastes in
The problem of radionuclide pollution of the Arctic

Seas is of considerable interest from the theoretical,

practical and political points of view. The following

circumstances determine such an interest:

� First of all, the former SovietUnion used theSiberian

Arctic as the polygon for the testing nuclear weapon
0924-7963/$ - see front matter D 2004 Elsevier B.V. All rights reserved.

doi:10.1016/j.jmarsys.2003.05.002
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shallow areas of the Arctic Seas and poured liquid

radioactive wastes of radiochemical plants, such as

Mayak-30, Chelyabinsk-90 and others directly into

Siberian rivers flowing to the Arctic Ocean (see, for

example, the so-called ‘‘Yablokov Report’’, Yablo-

kovet al., 1993).Thus, theRussianArcticSeascanbe

considered as a demonstrative example of how

artificial radioactivity is dispersed in nature and

depresses coastal ecosystems.
� A lot of non-utilized old nuclear submarines are also

kept in the Russian Arctic. The last fact certainly
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produces a dangerous threat for the civil population

of the Russian Siberia, American Alaska and

Canadian North. Although the former Soviet Union

broke up more than 10 years ago, for the present

time there is no total clarity where, when and how

much radioactive wastes were dumped.
� It is generally accepted that the major contributor to

the Arctic waters radioactive contamination are

nuclear-fuel reprocessing discharges from the

British Nuclear Fuels Plant at Sellafield on the

northeast coast of the Irish Sea and, to a lesser

degree, from the French plant at Cap de la Hague on

the Normandy coast (see, for example, Livingston,

1988). These sources have caused a significant input

of artificial radionuclides to the Arctic (Kershaw

and Baxter, 1995). The analysis of isotope pathways

provides vast information on the large-scale circu-

lation variability at seasonal and interannual scales.

Thus, it seems to be very important to get well-

grounded estimations of radionuclide pollution of

water, land and air in the Arctic Region.

Another possibility is to use artificial isotopes as

tracers offering a unique opportunity to observe di-

rectly the ventilation process of the Arctic Seas. These

tracers clearly mark the penetration of radionuclide

from sea surface to deep layers by both subduction

and deep convection, across-shore transport of fresh

water, mixing and stirring of water mass by currents,

wavelike structures and meso-scale eddies. The trac-

ers clearly indicate the qualitative picture of these

ventilation pathways, but the quantitative interpreta-

tion is complicated by the same property that leads to

their utility: concentrations vary over both space and

time. Therefore, the second goal of the present inves-

tigation is to develop a mathematical method for the

estimation of mixing time scales for water quality. We

will estimate the age characterizing the long-term

trend in behavior of radionuclide pollution.

The remainder of the paper is structured as follows.

Sections 2–4 discuss the theoretical aspects of the so-

called utility of radionuclide measurements for model

validations, estimations of radionuclide pollution of

sea region and open boundary modeling applied in

these goals. We will demonstrate that even for models

with high forecast skill we can expect estimates for

only limited model input because, in the White and

Kara Seas, the quality of radioactive observations is
usually low (due to high measurement errors) and the

number of available observations is poor. To over-

come these lacks we develop the original approach

producing the balance equations and estimations of

the integral amounts of radionuclide in a sea region

from the rare observations.

Section 5 is devoted to discussion of the mixing

time scales, which can be useful for the analysis of the

radionuclide background variability in the Russian

Arctic Seas. Although presently there are a lot of

different definitions connecting tracer distribution and

tracer-independent transport properties of seawater,

not all of them are suitable for the analysis of

radionuclide observations. Reasons for choice of the

applied method are given in Section 5.

Sections 6 and 7 involve the result of estimating

integral balances for the dissolved Cs137 and Sr90 in

the White Sea for 1985 and the same radionuclides

with the suspended Cs137 in the Kara Sea for 1992.

The age of the lower (deep) layer (from 30 to 300 m)

of the White Sea and for the whole Kara Sea basin is

estimated.

Section 8 discusses the sensitivity of estimated

integral balances in the White and Kara Seas. We

theoretically pointed out that our results are robust to

variations of model input, such as the river discharge,

inflow and outflow fluxes. The integral estimations

also demonstrate the robust feature to variations of

observation sampling lengths. Section 9 summarizes

the obtained results.
2. Identification utility of radionuclide

observations

The goal of the present section is to explain

theoretically how much model input can be extracted

(identified) from (by) the radionuclide observations.

This measure may be called ‘‘the identification utili-

ty’’. Our estimations will demonstrate that for the

sparse and noisy observations, such as the concen-

trations of Cs137, Cs134 and Sr90, the volume of useful

hydrodynamic information about currents, turbulent

mixing, etc., accompanying these observations, is not

large even for a quite representative numerical model

applied to identify free model input.

The identification utility depends on the quantity of

used isotopes and in general can be estimated by
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several non-dimensional numbers. First two numbers

are

(i) g1—the ratio of the assimilation period (sassim) to
the predictability period (spred)

g1 ¼
sassim
spred

ð2:1Þ

where sassim and spred are the time periods, within

which observations are assimilated by a model

and without which the model losses the forecast

skill, respectively; and

(ii) g2—the ratio of the predictability period to the

correlation time scale of radionuclide concentra-

tion field scor

g2 ¼
spred
scor

ð2:2Þ

The last non-dimensional number indicates the

quality of observations and model ability to filtrate

noise. This is the ratio of the noise variance r2 to the

square of mean concentration (I2):

g3 ¼
r2

I2
ð2:3Þ

Using all these non-dimensional numbers we esti-

mate the identification utility in the following way.

Let the time interval between successive assimilations

(the discretization interval) be Dt. The number of

observations assimilated to identify model output is

estimated by

P ¼ sassim
Dt

P0 ð2:4Þ

here, P0 is the number of observations utilized in a

single assimilation event.

The following relationship between the model

input parameter quantity (K) and the quantity of

assimilation events within the assimilation period

(P) is pointed out in the theory of statistical estima-

tions (Stratonovich, 1973; Vapnik, 1983 and others)

K ¼ f ðg3ÞP ð2:5Þ

where the function f(g3) is determined by the speci-

ficity of a used model and our request to obtain the

robust estimations in the root mean square sense.

However, for g3b1, independently from a used

model, f(g3)f 0.5–0.6 (Vapnik, 1983). There are no
exact estimations of this function for g3f 1. The

empirical estimations of Stratonovich (1973) for a

large level of noise is f(g3)f 10� 2–10� 3.

The value of Dt correlates with scor as

Dt ¼ 0:2H0:3ð Þscor ð2:6Þ

Estimation (2.6) reflects a clear physical idea: to

resolve any chaotic or stochastic process of correlation

scale scor, at least three observations along the length

of this scale are requested.

Originally, relationship (2.6) was suggested by

Broomhead and King, 1986 for the reconstruction of

dynamical attractors (the robust regimes) from the

temporal observations series. Bytkovsky and Kravt-

sov (2001) have generalized this approach for pro-

cesses with the wideband spectrum containing a

dominant frequency. That allowed applying Eq.

(2.6) to the real geophysical processes.

Substituting Eq. (2.6) into Eq. (2.4) and taking into

account Eqs. (2.1), (2.2), (2.3) and (2.5) we get

K ¼ ð3H5Þf ðg3ÞP0g1g2 ð2:7Þ

Eq. (2.7) determines the identification utility of

radionuclide observations. If the number of isotopes is

more than 1, we need to multiply K by this number.

Let us apply the general ideas discussed above to

estimate a model input, for example, such as horizon-

tal and vertical viscosity coefficients used in the

model. We illustrate our approach for the Kara Sea

and choose spred, sassim, scor and P0 in the following

way.

It is typical for circulation models that the model

prediction time spred be estimated as (Kravtsov, 1989;

Robinson et al., 1996; Chu et al., 2002)

spredf
2

klyap þ I2bound
� � ln� e

rint

�
ð2:8Þ

where klyap is the leading Lyapunov exponent; Ibound
2

and rinit
2 are uncertainties of initial and open boundary

conditions; e is an accepted prediction error (the

tolerance).

The leading Lyapunov exponent strongly depends

on the spatial resolution of a model and prediction

metrics, i.e. on how we measure the prediction error.

The simplest way is to determine the prediction

metrics as a root mean square error between the

prediction and observations. How can the leading
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Lyapunov exponent be estimated for a numerical

model? The best way is to apply the ensemble

prediction technique (Toth and Kalnay, 1997). For

semi-closed marginal seas such as the Kara or Barents

Sea, the prediction skill of a high-resolution model

determined by the prediction time is not expected to

exceed 40–60 days (Robinson et al., 1996). Low-

resolution (climatic) models have a higher prediction

skill up to 1 year. However, the prediction skill of

climatic models considerably deteriorates while tran-

sition from seasonal to inter-annual predictions (Rob-

inson et al., 1996). Thus, our estimation of the

prediction time equals to 1 year.

The value of assimilation period sassimf 1 month

is determined by the length of summer navigation

period in the Kara Sea when the sea is ice-free.

Usually, for the real marine radioecological obser-

vations P0f 2–100 depending on a geographical

region. The low and upper boundaries of this estima-

tion correspond to the real situations in the Russian

Arctic Seas and in European Seas, such as the Irish

Sea or English Channel, where the total number of

radionuclide observations is high, up to several

thousands. This conclusion is confirmed by the anal-

ysis of the Data Base of Marine Environment Labo-

ratory in Monaco (International Atomic Energy

Agency) and Regional Data Bank ‘‘Contamination

of Arctic Basin’’ (Arctic and Antarctic Research

Institute, Saint-Petersburg). For the Kara Sea we take

the lowest estimation, i.e. P0f 2, because here the

total number of observations collected in the sea has

never exceeded a few dozen for a single navigation

period.

The correlation time scor strongly depends on the

spatial resolution of the numerical model and assim-

ilated observations. Basing on estimations of Pavlov

and Pfirman (1995) and accounting that now there are

no high-resolution radionuclide observations in the

Kara Sea, we take scorf 2 years.

Two kinds of error contribute into the variance r2:
measurement errors of radiochemical analytical tech-

niques and unresolved scales. The first kind of error

can easy be estimated. If we measure the concentra-

tion of a radionuclide dissolved in marine water, the

measurement error in mean does not exceed 50%. For

example, error in determination of the dissolved Cs137

concentration is about 10–15%. For the suspension

form this error may be much larger, up to 100–150%.
The contribution of unresolved scales strongly

depends on a geographic region and the horizontal

resolution of an observation grid. Accounting that

most radioecological observations were realized on

the grid with low spatial resolution, we suggest that

the impact of this error is not less than 100–150%.

Therefore, let us take that in mean g3f 1. This

estimation may be improved through the effective

filtration of radionuclide data and reducing measure-

ment error of radiochemical methods.

So, to estimate climatic values of the viscosity

coefficients for a high-resolution model we should

take g1f1/2, g2f 1/2, f (g3)f 10� 2 and P0f 2.

Substituting these values in Eq. (2.7), we get Kb1,

i.e. we cannot use the radionuclide observations

collected within a 1-month assimilation period to

estimate the climatic model input. This is a quite

reasonable result.

Let us limit the model prediction to 1 month,

filtrate the radionuclide observations and estimate

the mean coefficients only for the assimilation period.

Here, g1f1, g2f 1, f (g3)f 0.5, P0f 2. That gives

Kf 1 and Kf 2 for one and two radionuclides,

respectively. Thus, there are high chances that the

model can be verified through radionuclide observa-

tions in the Kara Sea.

Of course, our estimations may vary from case to

case. However, in general we cannot expect their

order to be considerably improved.
3. Reconstruction utility of radionuclide

observations

Usually, the radionuclide data are collected only

within a short observation period, the length of which

depends on weather in a region, the financial cost of

a ship voyage and observations. Often observations

are rare and sometimes even solitary. That in general

makes impossible to provide the estimate of climatic

radioactive background in a sea. There is an impor-

tant problem to be decided. What kind of estimations

may be realized from rare and noisy radionuclide

observations?

First, if the observations are rare and noisy, the best

way is to reduce from spatial distributed estimations

to integral estimations. That is explained in the

following way.
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Let the concentration of a radionuclide at z*th

horizon c(x?,z*,t) be decomposed as

cðx?; z*; tÞ ¼
XM
m¼1

Amðt; z*ÞWmðx?; z*Þ; x?; zoV

ð3:1Þ

where Wm is a set of basis functions or modes

(m = 1,. . .,M), x?=(x,y) is the horizontal spacing, and

V is the calculation domain bounded by the bottom

topography and surface sea elevation.

Knowledge of the spectral coefficient Am calculat-

ed from the observations allows determining the

radionuclide concentration in any point (x?,z) of V.

The technique to calculate the spectral coefficients

and to estimate the optimal number of the basis

functions MoptVM in Eq. (3.1) was developed by

Ivanov et al. (2001) and Chu et al. (2002). Usually,

Moptf (0.25–0.5)P0.

It was pointed out by Ivanov et al. (2001) that for

the integral amount of radionuclide in sea

Qðz*Þ ¼
XMoptV

m¼1

Amðt; z*ÞD
S

Wmðx?; z*Þdx? ð3:2Þ

the optimal number of mode MoptV should be consid-

erably less than Mopt. Here, S is the domain generated

by the intersection of the bottom topography surface

and the plane z* = const. Therefore, the estimate of Q

needs only in knowledge of a portion of spectral

coefficients Am.

Ivanov et al. (2001) developed the effective meth-

od for determining only this portion of coefficients

through filtrating contributions of other modes num-

bered from (MoptV + 1) to Mopt. Therefore, if even the

quality and quantity of radionuclide observations do

not allow to reconstruct the spatial structure of c, more

coarse integral estimations are quite available.

Second, usually the integral estimations (Eq. (3.2))

indicate the current radioactive background of the sea.

However, in practice the climatic estimate is the most

important thing. In order to obtain such estimations

from the current observations we suggest to combine

the linear regression model (Eq. (3.2)) and radioactive

balance equations.

Specificity of radionuclides to decay with time and

the fact that before nuclear bomb tests in the Russian

Arctic the integral amount of radionuclides in the
Kara, White and Barents Seas was scornfully small

in comparing with 1980–2000 allow to introduce the

mean amount of radionuclides in seawater for the

reference period T= t� t*, where t is ‘‘the current

time’’ when observations were collected, and t* is the

moment of time, before which the radioactivity in the

Arctic Seas was very low.

Choosing t* equal to August 15, 1960 and inte-

grating the balance equation for a radionuclide from t*

to t, we easy obtain the correlation of the mean Q̄ ¼
1
T
mtt*QðtVÞdtV and ‘‘the current’’ Q(t). We will apply

such an approach for the climatic estimate in the

White and Kara Seas.
4. Open boundary modeling

Another problem is how to apply Eqs. (3.1) and

(3.2) for estimating Q in a domain with an open

boundary. To do so the basis functions Wm need to

be specified.

Let a sea region be bounded by the surface

S[Sopen. Here, S and Sopen are the rigid and open

segments of the boundary, respectively. Accordingly

to Eremeev et al., 1994, the basis function Wm(x?,z*)

in Eq. (3.1) can be calculated as the eigenfunctions of

the following spectral problem

D?Wm x?; z*ð Þ ¼ �kmWm x?; z*ð Þ; ð4:1Þ

where km are appropriate eigenvalues, D? is the plane

Laplacian operator.

The homogeneous conditions on the rigid seg-

ments of the boundary can be taken as

BWm

Bn
¼ 0 ð4:2Þ

where n is the external normal to the boundary.

Sometimes if inflow or outflow is dominated by

advection, conditions (4.2) are also sufficient to be

applied for open boundary modeling (Eremeev et al.,

1994; Buffoni et al., 1997). They stated that at the

open segment of the boundary, there is no diffusive

flux, so that the isotopes leave the basin or pump into

it only under the action of advection.

More sufficient open boundary conditions for open

boundary modeling were developed in Chu et al.

(2003). Accordingly to their approach the Robinson
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boundary conditions are introduced on the open

boundary

Bc

Bn
þ aðlÞc ¼ 0 ð4:3Þ

here, a(l) is the regularization function approximated

by the power polynomials along the boundary and

estimated by the observation within the region; l is a

point moving along the open segment.

Using Eq. (4.3) allows formulating the open

boundary conditions for Eq. (4.1) in the following

form:

BWm

Bn
þ aðlÞWm ¼ 0 ð4:4Þ

If a hydrodynamic model accompanies radionu-

clide observations, we can specify the regularization

function a from the model. An approach to specify a(l)
without knowledge of advection across the open

segment of the boundary is described in Chu et al.

(2003).

All details of such an approach can be found in that

paper. However, the general recommendations for

using Eqs. (4.2) and (4.4) can be formulated as

follows. Boundary condition (4.4) is more preferable

than Eq. (4.2) if the level of observation noise is very

high, i.e. g3z 1. It is inherent for the Kara Sea. For

weak noises, when g3b1 we should apply Eq. (4.2)

because it is more computational feasible and at the

same time does not reduce the reconstruction accuracy

considerably. In the present paper we use both Eqs.

(4.2) and (4.4) for calculating the basis functions Wm

for open boundary domains.
5. The age

Because we may estimate only coarse character-

istics of radionuclide concentration fields but not

spatial distribution of isotopes, only one mixing time

scale can be introduced to characterize the dynamical

features of water mass. The definition given here are

of simple conceptual nature.

Let us define this time scale as

sage Tð Þ ¼
Z t

t*

dQ=ds s�t*ð Þds
QðtÞ ð5:1Þ
or in the following form

sageðTÞ ¼ T 1� Q̄=Q tð Þ
� �

ð5:2Þ

sage(T) reduces into the age introduced by Hirst (2000)
(see also Prandle, 1984) if T!l. Note Eq. (5.2)

characterizes the large-scale variability of the seawater

and/or a radionuclide field in a sea region.

Two comments are principal to be done before

using Eq. (5.2). Because a priori sagez 0, Q̄ <Q(t).

This limits using Eq. (5.2) only for Q with monoton-

ically behavior.

Another specificity of Eq. (5.2) is that for T!l,

in general sage!l. This confirms the local feature of

sage.
More universal conception of age in marine mod-

eling was developed by Deleersnijder et al. (2001) and

Delhez and Deleersnijder (2001). However, its appli-

cation requests higher quantity of observations than

we have.

Let us apply the theoretical approach developed in

Sections 4 and 5 for estimating radionuclide pollution

and the age in the White and Kara Seas.
6. The White Sea

The White Sea is a semi-enclosed basin to the

south of the Arctic Circle (between 63j47V and

68j4VN). This sea was the closed region of the former

USSR because of actively use for the conservation of

old nuclear submarines and ships. Therefore, in com-

paring with other European Seas the hydrology and

ecology of the White Sea were not well studied.

We will demonstrate how the approach described

above could be useful to improve understanding

hydrology and pollution of the White Sea. New

estimations of cesium and strontium pollution of the

White Sea are made. Using cesium-137 and stron-

tium-90 as the indicator of water and radionuclide

exchanges between different layers of the sea we will

also estimate the mean time for the water renewal of

its deep part.

6.1. Hydrological regime

The complex coastal geometry of the sea and its

topography determine the generally accepted division
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of the White Sea into several districts (see Fig. 1). The

detailed survey of the White Sea hydrological regime

can be found, for example, in Sukhovey (1986).

A deep-water part of the White Sea includes Pool

and Kandalakshkskiy Bay where the depth reaches

330 m. The north part of the sea is shallower, with

depths less than 50 m. The deep-water exchange with

the Barents Sea is here restricted by a sill in the

Throat with a depth of about 40 m. This circum-

stance specifies a two-layer vertical structure of the

White Sea water body: existence of surface and depth

water masses separated by a permanently existing

pycnocline.

The salinity of the upper 30–40 m layer (UL) does

not exceed 27–28xdue to the significant impact of

fresh river water. The White Sea has a positive

freshwater balance with an annual river runoff of

about 215 km3. More than 75% of this amount is

contributed by Mezen, Onega and Dvina rivers. The
Fig. 1. Disposition of radioecological stations (black circles) in the White

Association ‘‘Taifun’’ (Vakulovsky et al., 1988).
seasonal variation of water inflow from these rivers

has one distinct maximum during the spring melting

in May to beginning of June. During this period the

White Sea receives about 60–70% of its annual

average river-off water. The rest of the year is marked

by relatively low river flows, except a minor increas-

ing in autumn, just before the winter freeze. In

contrast, the rivers flowing in the Kandalakshskiy

Bay have a relatively invariant seasonal distribution

of water discharge. In addition to the large river

runoff, the difference between precipitation and evap-

oration in the White Sea is positive as well. The

surplus of incoming freshwater exceeding 200 km3

per year flows into the Barents Sea. On the other

hand, there is an intensive mixing of White Sea and

Barents Sea water masses in the Throat. The resultant

dense water mass fills the deep part of the White Sea

by descending the bottom slope and partially displac-

ing the deep water towards the sea surface. Such a
Sea. The measurements were provided by the Scientific Industrial
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process of the White Sea water renewal takes place

every winter season.

6.2. Data array

The most detailed observations of radionuclide

pollution of the White Sea were provided by Vaku-

lovsky et al. (1988). During the summer period of

1985 they have measured concentrations of the dis-

solved Cs137 and Sr90 on 11 radioecological stations.

All the used field data are presented in Table 1.

Station dispositions are shown in Fig. 1.
Table 1

Measurements of Cs137 and Sr90 concentrations in the White Sea

water in 1985

Station Date of Horizon of Concentration, Bq/m3

number sampling sampling, m
Cs137 Sr90

1–27 August 9 0 16

18 19

3–27 August 9 0 15

30 18

50 20

5–27 August 9 0 12

13 18

30 18

175 August 10 0 12 10

11 20 11

9–26 August 11 0 18 11

30 17

79 19 11

122 August 12 0 11 13

20 16 10

40 14 10

60 21

80 15

100 21 11

126 August 13 0 13 10

30 19 11

90 17 10

150 18 9

200 18 11

94 August 14 0 13 10

50 16 10

100 19 11

150 17 10

200 16 10

18 August 18 0 15 10

20 18

39 15 9

107 August 20 0 17 12

86 August 22 0 13 8
6.3. Inverse model

The following mathematical model was used to

calculate the mean amount of radionuclides Cs137 and

Sr90 in the upper (UL) and lower (LL) layers of the

White Sea. This model accounted the peculiarities of

the hydrological regime in the sea described in Section

6.1 and some assumptions on radionuclide dynamics.

The impact of direct global fall-outs from the

atmosphere and radionuclide swallowing by marine

biota was a priori neglected. As it was shown by us and

other investigators for the western Arctic Seas (Mati-

shov et al., 1994; Danilov et al., 1996), the global

atmospheric fall-outs contribute less than several

percents in total inflow both of the dissolved Cs137

and Sr90. Also, in our opinion, marine biota accumu-

lates scornfully small amount of the dissolved Cs137

and Sr90 (see, for example, Eremeev et al., 1993, 1995).

Also we proposed that there are not strong radioactive

sources on the bottom of the White Sea. This assump-

tion is substantiated by numerous scientific publica-

tions (see, for example, Matishov et al., 1994).

It would be natural to utilize the known estimations

of the fluxes from Sellafield and La Hague nuclear

reprocessing plants. It is an unquestionable fact that

these sources have given rise to activities generally in

the Arctic waters and particularly at the entrance to the

Barents Sea. However, a question arises: what part of

these activities gets through into the White Sea.

Besides, the Barents Sea artificial radioactivity has

been induced not only by the Sellafield and La Hague

fluxes. Therefore we account for the total Barents Sea

radionuclide input, which in general is the resultant of

all the existing sources, into the White Sea through the

Throat.

Then, the balance equations connecting the current

on August 1985 and the mean between 1960 and 1985

amounts of the dissolved Cs137 and Sr90 can be

written as

Qi
UL

T
þ W̄ i � mULdi1Q̄

i
UL þ cQ̄i

LL � 1� gdi1ð ÞF̄i

¼ kiQ̄i
UL ð6:1Þ

Qi
LL

T
� mLLdi1Q̄

i
LL � cQ̄i

UL þ 1� hdi2ð ÞḠi ¼ kiQ̄i
LL

ð6:2Þ
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Table 2

The mean radioactive balance of the White Sea in 1985

Isotope Fluxes Cs137 Sr90

and quantities

in 1985
UL

(0–30 m)

LL

(30–300 m)

UL

(0–30 m)

LL

(30–300 m)

Total amount

[TBq]

13.8 56.4 9.5 31.9

With the river

runoff

[TBq/year]

1.25 – 0.84 –

Inflow from

the Barents

Sea

[TBq/year]

– 33.4 – 16.7

Outflow into

the Barents

Sea

[TBq/year]

27.6 – 16.5 –

Accumulated

by sediments

[TBq/year]

1.2 3.8 – –

Natural decay

[TBq/year]

0.36 1.47 0.24 0.78

L.M. Ivanov et al. / Journal of Marine Systems 48 (2004) 117–131 125
Qi
ULðtÞ ¼

X8
m¼1

Z 30m

0m

Ai
mðt; zÞD

SðzÞ
Wmðx?; zÞdx?dz ð6:3Þ

Qi
LL tð Þ ¼

X8
m¼1

Z 300m

30m

Ai
mðt; zÞD

SðzÞ
Wmðx?; zÞdx?dz

ð6:4Þ

Qi
ULðtÞz0; Q̄i

ULz0 ð6:5Þ

Qi
LLðtÞz0; Q̄i

LLz0 ð6:6Þ

where QUL
i , QLL

i and Q̄UL
i , Q̄LL

i are the current and

mean amounts of ith isotope in the upper (0–30 m)

and lower (30–300 m) layers, respectively; i = 1,2

correspond to the dissolved Cs137 and Sr90; dij—
Croneker symbol; ki is the natural decay period for

the ith isotope; cQLL
i —parameterized inflows of ith

isotope due to displacing the deep water towards the

upper layer; (1� g) is a ratio of Cs137 concentrations

in the seawater flowing out and in the White Sea;

(1� h) is the same as (1� g), but for Sr90; mUL and

mLL characterize sedimentation of the dissolved Cs137,

t corresponds to August 15, 1985, T= 25 years, F̄ i, Ḡi,

W̄ i are fluxes of the ith isotope through the Throat,

between UL and LL in this strait and with river runoff,

respectively. The following estimations for c, g and h
have been obtained from non-negativity condition for

QUL
i , QLL

i : cz 0.5; g= 0.4; h = 0.5; [(1� g)/c]z 1.

The balance model (Eqs. (6.1–6.6)) is described in

detail by Margolina (2000).

The regularized solution of Eqs. (6.1–6.6) was

numerically obtained by the classical Tikhonov’s

method applied to the variation problem

X11
p¼1

X5
j¼1

ci x
p
?; zj; t
� �

�
X8
m¼1

Ai
mðt; zjÞWmðxp

?; zjÞ
" #2

! min

ð6:7Þ

with a priori limitations formulated as Eqs. (6.1–6.4)

and inequalities (6.5) and (6.6). Summing in Eq. (6.7)

is made over all the utilized radioecological stations

and horizons. In detail, the Tikhonov’s method is

discussed in Engl et al. (1996). We used open bound-
ary conditions (Eq. (4.2)) in the Throat and empiri-

cally determined MoptV = 8.

6.4. Radionuclide pollution of the White Sea

Table 2 summarizes quantitative estimations of the

radioactive balance components from Eqs. (6.1–6.7).

These results revealed the following peculiarities

of the White Sea cesium and strontium pollution.

First, the major portions of radioactive cesium and

strontium are pumped into the White Sea from the

Barents Sea through the Throat. Second, the total

amount of Cs137 in the White Sea water body is

considerable less than the one evaluated for the Black

Sea basin after the Chernobyl accident. Third, radio-

active cesium in the White Sea is accumulated in

bottom sediments due to transition of the dissolved

Cs137 onto suspension. Basing on balance value on

sedimentation rate in assumption on the 25-year-long

cesium sedimentation in the upper 10 cm bottom layer

of the White Sea, we can roughly estimate the largest

possible amounts of Cs137 to be accumulated in sedi-

ments of the White Sea deep part with the mean

concentration up to 10–15 Bq/kg. That agrees with

Matishov et al. (1994).
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6.5. The age

Knowledge of radionuclide exchange between the

upper and lower layers of the White Sea allows

estimating the seawater age. It was presented in Sec-

tion 6.1 that ‘‘old’’ deep water of the sea is periodically

replaced by ‘‘new’’ Barents Sea water. The simplest

(but not quite accurate) estimations immediately give

that the mean replacement time is about 2 years if this

time is determined through the ratio of the annual

amount Sr90 in the LL to outflow of this isotope from

the Barents Sea. In reality, the ‘‘old’’ deep White Sea

water permanently mixes with more ‘‘new’’ water of

the Barents Sea during a year. Therefore, the part of

‘‘new’’ water is also pushed out from the LL.

We use the radioactive Sr90, which is more soluble

than Cs137, as an ‘‘ideal’’ tracer for the estimation of

the seawater age (sage
1 ), whereas the radioactive Cs137

characterizes the age of the cesium field (sage
2 ).

Using Eqs. (5.1) and (5.2) both the ages are

estimated as

s1agec5 years s2agec4 years ð6:8Þ

So, the analysis of the characteristic mixing scales

for the White Sea indicates the existence of two

evolution processes in the sea. First, the salt heavy

Barents Sea water transports the radionuclide Sr90 and

Cs137 into the deep part of the White Sea. The mixing

process renewal the deep water in the White Sea

approximately every 5 year. Other processes stimulate

removing activity from the sea basin. However, in

comparing with Sr90, Cs137 is quite rapidly connected

by sediments and suspension and then accumulated on

the sea floor.

In comparing to the southern North Sea and the

English Channel where the mean age reached 1 year

(Delhez and Deleersnijder, 2001), the White Sea is a

less ventilated basin. Our estimation is more close to

the result obtained by Prandle (1984) for the age of

the whole North Sea.
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7. The Kara Sea

7.1. Geographical description

The Kara Sea represents the semi-enclosed ocean

basin located between the Barents and Laptev Seas,
and adjoins the Arctic Ocean proper to the north (Fig.

2). The detailed survey of the Kara Sea hydrological

regime can be found in Sukhovey (1986). The western

boundary of sea passes along the eastern shores of

Novaya Zemlya and Vaigach Island, crossing the

Matochkin Shar, Kara Gate and Yugorsky Shar

Straits. The Kara Sea is separated from the Laptev

Sea by the Northern Land Archipelago, with the

boundary passes along the eastern periphery of the

Shokal’sky and Vil’kitsky Straits. The northern and

southern boundaries of the Kara Sea proceed from

Kol’zat Cape to the Arktichesky Cape in the Northern

Land and along the mainland coast, respectively.

The Kara Sea floor is mainly a series of platform

stepping downward from the southeast to the north

and west. The most prominent features are Saint Anna

(up to 610 m deep) and Voronin (up to 450 m deep)

Troughs as well as the Novosemel’skaya depression

(about 400 m deep) along the Novaya Zemlya coast.

Between the former two is the Central Kara Plain with

depths less than 50 m. In general, a shelf zone with

depths less that 200 m constitutes about four fifths of

the Kara Sea area and volume.

The coastline of the Kara Sea is complicated and

irregular. It is formed by rugged eastern shores of

Novaya Zemlya with numerous fiords, and main-

land coast intended by the Baidaratskaya and Ob’

Gulfs and three large bays, Gydansky, Yenisey and

Pyasinsky.

A significant feature of the Kara Sea is the large

input of freshwater from rivers, the largest of which

are the Ob’, Yenisey, Pyasina, Pur and Taz. The total

fresh water input of the Kara Sea is about 1523 km3.

Three sources of radionuclide pollution of the Kara

Sea present potential dangers: (1) transport of more

polluted Barents Sea waters through the Kara Gate

Strait, (2) pollution caused by run off of Siberian

rivers and (3) liquid and solid radionuclide wastes

dumped in the shallow-water coast of Novaya Zem-

lya. We will estimate the mean radioactive back-

ground of the Kara Sea, the short- and long-term

trends in behavior of isotopes and impacts of potential

sources of the Kara Sea radionuclide pollution.

7.2. Data array

In order to detect radionuclide sources from the

field of artificial radioactivity, as well as to estimate



Fig. 2. Disposition of radioecological stations (black circles) in the Kara Sea. Vessel ‘‘Victor Byinitski’’, the voyage 1992.
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the age for the Kara Sea, we utilized observations of

the dissolved and suspended Cs137 and dissolved Sr90

collected during the Russian–Norwegian 1992 expe-

dition on the stations disposed as in Fig. 2. Table 3

presents all the used field data.

The integral amounts of Cs137 and Sr90 were

calculated for the domain bounded by Novaya Zem-

lya and Russian Siberian coasts from 57jE to 100jE
and the open boundary along 77jN from 67jE to

100jE (Fig. 2). To construct the radioactive balance

we a priori utilized information on the annual cur-

rents modeling in the Kara Sea provided by Dr. M.

Kulakov (the Arctic and Antarctic Research Institute,

Russia), and the following climatic outflow and

inflow components of the Kara Sea water balance

(Table 4).
7.3. Inverse model

Radioactive cesium and strontium in the Kara Sea

can come from several sources. A few major ones

include effluents from other areas transported to the

Kara Sea from the Barents Sea through the Kara Gate

Strait; river runoff containing eroded fall-out from the

land and leached materials from nuclear waste sites;

released radioactive contaminants from nuclear mate-

rials dumped in the Kara Sea since 1959. Here the

same comments about possibility of accounting for

known fluxes from reprocessing wastes discharged

into northwest European waters, as for the White Sea

are valid. As it was commented by Guéguéniat et al.

(1997) in the case of La Hague contribution to the

radioactive contamination, one needs to have a longer



Table 4

Climatic inflows and outflows for the Kara Sea

Inflow (Sv) Outflow (Sv)

R̄1 the Kara Gate Strait 0.3 R̄4 the Vil’kitsky Strait � 0.2

R̄2 the Ob’ river 0.012 R̄5 the open boundary � 0.13

R̄3 the Enisey river 0.018

Table 3

Measurements of Cs137 and Sr90 concentrations in the Kara Sea

water in 1992

Station Date of Horizon of Concentration, Bq/m3

number sampling sampling
Cs137 Sr90

N01 August 21 0 8.1 3.8

28 11.2 3.6

70 6.3 3.8

170 12.6 5.6

N02 August 23 0 5.3 3.7

80 4.6 3.7

190 10.8 3.8

N03 August 25 0 3.5

80 4.7

323 6.4

N04 August 27 0 5.5 11.4

70 12.1 5.3

250 18.3 6

N05 August 28 0 3.8 8.3

7 3.7 12.1

85 10.1 4.5

120 10.7 4.8

N06 August 29 0 3.3 6.7

16 11 5.1

N07 August 30 0 7.7 5.5

75 11.9 4

170 9.8 4.5

N08 August 31 0 6.5 4.3

70 9.3 4

124 8.8 3.9

N09 September 1 0 7.6 6.3

10 10 5.7

20 12.7 3.8

N10 September 3 0 7.2 3.1

50 10.4 3

115 8.6 3.5

N11 September 5 0 7.3 3.8

40 7.7 3.5

87 7.8 3.6
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time series of analyses to assess the dilution between

the entrance to the Barents Sea and the entrance to the

Kara Sea. Thus, the composite flux into the Kara Sea

through the Kara Gate Strait was incorporated in the

model. The decrease of radioactivity is influenced by

isotope outflow through the Vil’kitsky Strait and open

sea boundary, as well as sedimentation for Cs137 and

accumulation by the marine biota for Sr90.

Accordingly to Danilov et al. (1996) we a priori

neglect isotope fluxes from atmosphere and from

dumped containers with the liquid radioactive wastes.

Also, it is confirmed by our experience for the Black

Sea (Eremeev et al., 1994, 1995), the Kara Seas
(Danilov et al., 1996) and the White and Barents Sea

(Margolina, 2000) that in comparing with other phys-

ical absorption processes marine biota accumulates

negligible amount of Cs137 and Sr90.

Accounting these approximations let us formulate

the balance equations for the Kara Sea in the follow-

ing form:

Qi

T
¼ R̄1c̄

i
gate þ R̄2c̄

i
riv � kiQ̄i þ F̄i; ð7:1Þ

QiðtÞ ¼
X8
m¼1

Z 200m

0m

Ai
mðt; zÞD

SðzÞ
Wmðx?; zÞdx?dz;

ð7:2Þ

c̄igatez0 ð7:3Þ

c̄irivz0 ð7:4Þ

Q̄iz0 ð7:5Þ

Qiz0 ð7:6Þ

Here Qi and Q̄i is the ‘‘current’’ and climatic integral

amounts of ith isotope, respectively; i= 1, 2 and 3

correspond to the dissolved Cs137, Sr90 and the

suspended Cs137, respectively; c̄gate
i , c̄riv

i are the mean

concentration of ith isotope in the Kara Gate Strait and

estuaries of the Enisey and Ob’ rivers; F̄i is the

outcoming of the ith isotope from the Kara Sea. S is

the area generated by the intersection of the bottom

topography surface and the plane z = const.

The regularized solution of Eqs. (7.1–7.6) was

numerically obtained by the classical Tikhonov’s

method applied to the variation problem

X11
p¼1

X7
j¼1

ci x
p
?; zj; t

� �
�
X8
m¼1

Ai
mðt; zjÞWmðxp

?; zjÞ
" #2

!min

ð7:7Þ
with a priori limitations formulated as Eqs. (7.1) and

(7.2) and inequalities (7.3)–(7.6). Summing in Eq.



Table 6

The activity ratio for the Kara Sea in 1992

Location Activity ratio

Ob’ and Enisey river estuaries 0.5

The Kara Gate Strait 2.36

The open boundary 1.21

The mean over the sea surface 0.79

The mean over the sea volume 1.30
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(7.7) is made over all the utilized radioecological

stations and horizons. In detail, the Tikhonov’s meth-

od is discussed in Engl et al. (1996). We used open

boundary conditions (Eq. (4.4)) and empirically de-

termined MoptV = 8.

7.4. The radionuclide pollution of the Kara Sea

Table 5 summarizes the results of estimations of

incoming and outcoming radioactivity for the Kara

Sea.

Analyzing the presented results, the following

conclusions can be made.

First, the radioactive contamination of the Kara Sea

is lower in comparing with the Barents and Black

Seas. To be more specific, the mean integral amount

of dissolved cesium-137 in these seas is about 390

TBq (Margolina, 2000) and 2500–3000 TBq (Ere-

meev et al., 1995), respectively.

Second, the principle contributor of the Kara Sea

radioactivity background is the Barents Sea through

the Kara Gate Strait. Note that the annual incoming

radioactivity through this Strait is much larger than

the integral amount of isotopes in the sea. Therefore,

we may expect that the Kara Sea should be well
Table 5

Radioactive pollution of the Kara Sea in 1992

Fluxes and Cs137 Sr90

quantities in 1992
The

dissolved

form

The

suspended

form

The

dissolved

form

Integral amount (TBq) 15.8 0.20 8.62

Through the Kara

Gate Strait [TBq/year]

53.6 0.24 23.4

With the Enisey and

Ob’ river water

[TBq/year]

1.84/3.80a 0.028 3.87/38.0a

Through the Vil’kitsky

Strait, the open

boundary and due to

transition into the

suspended form

(for Cs137) [TBq/year]

30.1 0.3 24.1

Due to natural decay

[TBq/year]

0.5 0.007 0.3

a Here we also give the previous estimations obtained from

personal communication with Dr. A.I. Nikitin (the Scientific

Industrial Association ‘‘Taifun’’).
‘‘ventilated’’ through the open boundary and the

Vil’kitsky Strait.

Third, the previous estimations of the Ob’ and

Enisey contributions in the Kara Sea radioactive

background are overestimated at least by one order.

7.5. The age

Similar to the discussed above for the White Sea,

the appropriative ages were estimated as

s1agec1� 2years and s2agec1year ð7:8Þ

Note, that our estimations (Eq. (7.8)) agree very

well with the results of Pavlov et al. (1993) who

estimated the ventilation rate of the Kara Sea as 3.5

years, estimates of the mean residence time of water

on the Siberian shelves from tritium/helium data of

3.5F 1.5 years (Schlosser et al., 1994) and computa-

tions of a freshwater residence time for river input of

2.5 years in the Kara Sea provided by Hanzlick and

Aagaard (1980).

All these estimations confirm our assumption on

high ventilation features of the Kara Sea and indicate

that any pollution initially localized within a limited

area of the Kara Sea be rapidly delocalized and

transferred into the Arctic Ocean.

Another interesting result on the vertical mixing of

the Kara Sea water mass can be revealed through the

analysis of activity ratio determined as m = c̄1/c̄2. Table
6 lists the activity ratio calculated for different areas of

the Kara Sea.

Analyzing this table we note that the river waters

are rich in Sr90. More salt and radioactive water of the

Barents Sea contents more considerable amount of

Cs137. The activity ratio of this water equals to 2.36

and indicates its carrying a tracer signal from the

Sellafield discharges (Livingston, 1988; Kershaw and

Baxter, 1995). However, the mean activity ratio for

the Kara Sea surface equals to about 0.79. It is close to
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the activity ratio for the estuaries of Ob’ and Enisey

rivers equal to 0.5. More rich in Cs137 Barents Sea

water are mixed only in deep layers.
8. Sensitivity of inverse modeling

The inverse calculations discussed in Sections 6

and 7 are generally to obtain the best solution using

the r.m.s. criteria. Thus, an important question arises:

how high is sensitivity of the obtained estimations to

variations of observation sampling lengths, level of

noise corrupting the data and the model input, such as

the river discharge, inflow and outflow fluxes?

Both inverse models (6.1) – (6.7) and models

(7.1)–(7.7) resulted into solving ill-posed systems of

linear algebraic equations (SLAE). The coefficients

and right-hand sides of these systems are determined

by the model input and the data. Any perturbations of

both the model input and the data, i.e. reducing

observation sampling lengths, can result in a new

solution. Thus, the special methods stabilizing the

solution should be applied.

In these goals the present study utilizes the Tikho-

nov’s regularization technique. It is well known (Engl

et al., 1996) that a priori the regularized solution of

any SLAE is robust to small perturbations of system

coefficients and right hand side of such a system. The

robustness to finite size perturbations of the system

can be improved through reducing the spatial resolu-

tion of the reconstructed field (Ivanov et al., 2001).

In principle, our estimations are expected to be most

sensitive to limited observation sampling sizes and

level noise corrupting observations. However, Ivanov

et al. (2001) found that the integral amount of radio-

nuclides and chemical substances in the Black andKara

Seas are weakly sensitive to variations of length of

observation samplings and ratio of noise to signal up to

0.5–1.0. Note that this conclusionmay be not true if we

reconstruct the spatial structure of radionuclide fields.
9. Conclusions

In this paper we have aimed to demonstrate that

even the rare and noisy radioecological observations

can be useful for the analysis of the long- and short-

term trends in behavior of marine radioactivity. How-
ever, we call in question identifying a significant free

model input from the radionuclide data which are now

accessible for the Arctic Seas. We theoretically de-

fined the so-called identification utility of such radio-

nuclide observations (Eq. (2.7)) and demonstrated that

even for regional numerical models with a good

forecast skill this value is low.

From our point of view it is more perspective to

apply the rare and noisy radioecological observations

for the construction of the radioactive balance for the

sea or its part. We developed the special approach

allowing to do this even from ‘‘solitary’’ observations.

This approach is reduced to the analyzing of linear

regression models with a priori limitations formulated

as the balance equations and positive features of

balance variables.

The ages characterizing variability of the seawater

and radionuclide fields were estimated from knowl-

edge of separate components of radionuclide balance.

The obtained estimations range approximately from 1

to 5 years for the Kara and White Seas, respectively.

That demonstrates the existence of the long-term

trends in radionuclide pollution of the White Sea

while the Kara Sea is a well-ventilated region.
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Abstract

Using satellite ice drift and ice concentration data, observed sea surface temperature and sea level pressure data we

have developed a statistical sea ice model (ISMO) and computed the vectors of ice velocity for the period 1899–2000

and ice concentration for the period 1966–2000. On the basis of the ISMO results, we estimate the sea ice fluxes

through the main straits of the Arctic Ocean and simulate trajectories of the ice drift from the locations of potential

sources of contaminants. The ISMO is verified by comparing with the observational results of the sea ice fluxes and

extents, and with the historical drift data from the International Arctic Buoy Programme. For example, the relation

between the observed (not satellite data) and calculated April ice extent in the Nordic seas for the period 1966–1998

(R= 0.57) has good agreement, and the pathways of simulated and observed trajectories are quite close; origins derived

from calculated backward trajectories are generally consistent with actual buoy drifts. We also compare the modelling sea

ice flux through Fram Strait with the estimation using ice motion from satellite passive microwave data for the period

1978–1996, finding a significant correlation (R= 0.71) between the calculated and observed time series of the monthly

area flux. We estimate the average sea ice export from the Arctic Ocean through Fram Strait and the strait between

Svalbard and Franz Josef Land over the 35-year simulated record (1966–2000) as 639,000 and 70,000 km2 year� 1,

respectively. Estimation of the ice flux from the Kara Sea to the Barents Sea through the strait between Franz Josef Land

and Novaya Zemlya gives 104,000 km2 year� 1 for the same period. The average sea ice import from the Kara, Laptev

and East Siberian seas to the Arctic Ocean over the same period is about 332,000 km2 year� 1. The average sea ice

export from the Arctic Ocean through the strait between Wrangel Island and Cape Barrow is 7000 km2. The difference

between the annual mean ice fluxes estimated by ISMO and most previous estimations for Fram Strait is 0.1–30%. We

investigate the seasonal and interannual variability of the sea ice flux through the main straits of the Arctic Ocean, and

show strong seasonal variability and significant variations from year to year (e.g., in Fram Strait from a minimum of

435,000 km2 year� 1 in 1985 to a maximum of 940,000 km2 year� 1 in 1995). Calculation of forward trajectories shows

that sea ice from most potential sources of contaminant can reach the open Polar Basin and Fram Strait. Contaminated

sea ice from potential sources in the Kara and Laptev seas can reach Fram Strait within 2–4 years, and from the East

Siberian, Chukchi and Beaufort seas within 6–11 years. Based on simulated trajectories from different potential sources
0924-7963/$ - see front matter D 2004 Elsevier B.V. All rights reserved.

doi:10.1016/j.jmarsys.2003.11.024
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in the Arctic Ocean, we conclude that the most important regions for monitoring contaminants are Fram Strait and the

Barents Sea Opening.
D 2004 Elsevier B.V. All rights reserved.
Keywords: Arctic Ocean; Marginal seas; Sea ice flux; Sea ice drift; Contaminants; Modelling

1. Introduction results in partial cleansing of this region and in pollu-
The study of ice conditions and pollutant transport

in the Arctic Ocean is one of the most important lines

of inquiry in modern polar oceanography and ecology.

These investigations are of primary practical impor-

tance as well as theoretically significant for the

development of the theory of ice formation, mecha-

nisms of pollutant transport and climate variations in

the Arctic Ocean. A knowledge of the specific fea-

tures of ice conditions in the Polar Basin and marginal

seas is necessary to resolve the problems of human

activity and polar ecology.

The geographical position and climatic features of

the Arctic seas mean that their ecological balance is

sensitive to disturbance by inputs of man-made pol-

lutants. The Arctic seas represent natural accumula-

tion and transport zones between regions of active

exploitation of natural resources and pollution and the

ecologically clean regions of the central Polar Basin.

Processes involved in transport, transformation and

accumulation of contaminants from different potential

sources are particularly important in assessing the fate

of potential pollutant releases.

Transport via sea ice, which occurs in the Arctic

seas throughout the year, is one of the major mech-

anisms of transport and redistribution of pollutants

(Weeks, 1994; Pfirman et al., 1995; Chernyak et al.,

1996). Sea ice may be contaminated by atmospheric

deposition or by entrainment from the marine envi-

ronment (Pfirman et al., 1997a). Deposition of atmo-

spheric pollutants (Melnikov, 1991) transported in

Arctic haze is likely to increase the contaminant load

of the snow and ice (Pfirman et al., 1995).

The ice cover of the Arctic seas is contaminated by

many types of pollutants: from oil hydrocarbons

(Izmailov, 1988) to suspended matter transported with

river runoff (Komov and Spichkin, 1981). The drift and

melting of polluted ice contribute to redistribution of

the concentrations of pollutants in seawater. Thus, the

export of drifting ice from the region of its formation
tion of the region where the ice melts (Pavlov and

Stanovoy, 2001). On ice melting, pollutants are re-

leased and come to the sea surface with the meltwater.

The basic problem guiding research into the pro-

cesses of Arctic Ocean contamination via sea ice lies

in the estimation of ice area and volume flux through

the boundaries, trajectories and regions of origin of

the polluted sea ice.

Sea ice motion derived from buoys in the Interna-

tional Arctic Buoy Programme (IABP), beginning in

1979, and the observational sea ice data derived from

the satellite passive-microwave record from the

SMMR and SSM/I, beginning October 1978, have

given a large amount of data on the drift and the

spatial and temporal variability of the sea ice cover in

the Arctic Ocean. The data collected within these

programs initiated a large number of studies of ice

motion and variability of ice conditions in the Arctic

Ocean, including the problem of pollutant transport by

sea ice.

Colony and Thorndike (1984) have applied the

procedure of optimal interpolation to obtain a spa-

tially smoothed field of motion from the buoy-data

and thus derived the field for mean ice motion of the

Arctic Ocean. Earlier, Thorndike and Colony (1982)

have tried to find a relationship between the ice

velocity, geostrophic winds and mean ocean currents

based on data from the buoys. The authors have

shown that in the central Polar Basin the relationship

between ice velocity and geostrophic wind is very

strong. At a distance of 400 km or more from the

coasts, the squared correlation coefficient (U2) be-

tween geostrophic wind and ice velocity is about

0.75F 0.05 in winter and spring and 0.80F 0.06 in

summer and autumn. However, within 400 km of the

coasts, U2 is generally smaller with values of

0.50F 0.20 in the winter and spring. During the

summer and autumn, these low correlations persist

near the Canadian Archipelago and north of Spits-

bergen, but north of Alaska, U2 reached 0.80F 0.10
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(Thorndike and Colony, 1982). Similar results have

been presented by Serreze et al. (1989) in a more

detailed analysis of the relationship between geo-

strophic wind and sea ice motion in the Canadian

Basin for 1979–1985.

This result is not unexpected, since in the shelf

zone, with its complicated coastline and the presence

of islands, geostrophic balance in the ice velocity can

be weakened or completely absent. At the same time,

ice motion data in shelf areas are most important for

investigation of ice fluxes and transport of polluted

sea ice.

Based on the research of Thorndike and Colony

(1982), Colony and Thorndike (1984, 1985) and

observational drift data from the International Arctic

Buoy Programme, many studies concerning the prob-

lems of pollutant transport in the Arctic Ocean have

been carried out. For example, Colony (1986) mod-

elled transport of oil by sea ice in the Chukchi and

Beaufort Seas; Pfirman et al. (1997b) presented a

method of reconstructing the forward and backward

trajectories of sea ice in the Arctic Ocean and showed

the use of these reconstructed trajectories for under-

standing of Arctic sediment flux; Rigor and Colony

(1997), using in addition a simple empirical relation

between ice thickness and ‘‘freezing degree days’’

(Zubov, 1943), simulated sea ice production and

export of the polluted ice from the Laptev Sea in

the period from 1979 to 1993.

Buoy positions have high spatial accuracy and

temporal resolution. However, the spatial distribution

is generally rather coarse, so that buoy data provide

only a highly restricted view of the temporal and

spatial variability of the large-scale sea ice drift pat-

terns. Buoy data provided by the IABP cover mostly

the central part of Arctic Ocean, so in significant areas

of the Siberian seas, where there are potential sources

of pollution, the buoy data are absent.

Another method of deriving the ice motion is the

analysis of sequences of images obtained from polar-

orbiting satellites (e.g. Ninnis et al., 1986; Emery et

al., 1991, 1997a,b; Kwok et al., 1998; Martin and

Augstein, 2000). Kwok et al. (1998) and Martin and

Augstein (2000) reported a good correlation between

ice vectors derived from the satellite passive-micro-

wave imagery and those derived from buoy data.

The high spatial and temporal resolution and rela-

tively large number of ice motion data from satellite
images allow these data to be applied in the study of

regional processes, such as the sea ice fluxes through

straits in the Arctic Ocean (Martin and Augstein,

2000), the transport of ice by the East Greenland

current (Martin and Wadhams, 1999) and the trans-

port of contaminants (Emery et al., 1997b; Korsnes

et al., 2002).

In Korsnes et al. (2002), the attempt has been

made to reveal the statistical relation between atmo-

spheric forcing and ice motion, derived from the

satellite images, in the Kara and Barents seas, and in

Fram Strait. Ice statistical model (ISMO) developed

in this paper allowed the authors to reconstruct ice

drift, estimate the sea ice fluxes through the straits in

the Kara and Barents seas, and Fram strait for the

1899–1998, and also calculate the most probable

trajectories of the ice drift from the potential sources

of pollution in the Kara Sea for the same period. In

spite of the fact that these estimations have been

made assuming climatic monthly ice extend and

100% concentration, the obtained results were quite

realistic.

This study is a continuation of the paper of

Korsnes et al. (2002). We have expanded computing

domain to all Arctic Basin and Arctic seas and have

made attempt to find relationship between atmospher-

ic parameters and ice concentration. Based on the

modelling results, we have given estimate of annual

and interannual variability of sea ice flux cross the

main straits of the Arctic seas. We also have simulated

the trajectories of sea ice drift from regions of poten-

tial pollution sources in the Arctic seas using velocity

vectors of ice drift and ice concentration that obtained

as a result of modelling.
2. Data and methods

These estimates are based on the improvement and

implementation of the ice statistical model (ISMO)

developed at the Norwegian Polar Institute (Korsnes

et al., 2002). At the present time, ISMO can be used

for simulating ice drift (as in Korsnes et al., 2002) and

ice concentration. Moreover, the domain of the model

was extended and now includes the entire Arctic

Ocean and its marginal seas. Thus, it has allowed us

to make a more correct estimate of the ice flux

through the main straits of the marginal seas of the



Fig. 1. Observed (top) and simulated (bottom) ice drift and ice concentration for January 1993.
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Fig. 2. Observed (top) and simulated (bottom) ice drift and ice concentration for July 1993.
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Arctic Ocean. We applied this model to the simulation

of the seasonal and interannual variability of the ice

conditions in the Arctic Ocean. Implementation of this

model allows us to simulate ice conditions not only

for the period when satellite observations were avail-

able, but also for the decades when such observations

were absent.

For the statistical analysis, we used the following

observational data:

Monthly mean gridded sea level atmospheric pres-

sure (SLP) fields for the northern hemisphere (20–

90jN) over the hundred-year period from 1899 to

2000 (spatial resolution 5j latitude and longitude).

For the period 1947–2000, we used the NCEP/NCAR

SLP data set, http://dss.ucar.edu/datasets/ds010.1/.

The time series from 1899 until 1947 is produced

by Proshutinsky et al. (1999) in a reanalysis of the

pressure field over the Arctic.
Fig. 3. The average error for ice concentration
Mean monthly sea surface temperature (SST)

comes from NCEP/NCAR data set for the period

1966–2000 (spatial resolution 5j latitude and lon-

gitude).

Monthly mean sea ice drift information was de-

rived from the Special Sensor Microwave/Imager

(SSM/I) data set and was available for the period

from 1988 to 1994 from the EOS Distributed Active

Archive Center (DAAC) at the National Snow and Ice

Data Center, University of Colorado, Boulder, CO.

The spatial resolution of the sea ice drift data set is 1j
latitude.

Monthly averaged sea ice concentrations were

derived from the DMSP SSM/I Daily and Monthly

Gridded Sea Ice Concentration. These data are avai1-

able from 1978 through 2000, gridded at a resolution

of 25� 25 km and were obtained from the EOSDIS

NSIDC Distributed Active Archive Center (NSIDC
. 1Location of selected point for Fig. 4.

 http:\\www.dss.ucar.edu\datasets\ds010.1\ 


Fig. 5. Comparison between observed (broken line—Vinje, 2001a)

and simulated (solid line—present results) April ice extents for the

period 1966–1998.

Fig. 4. Difference between observed (broken line) and simulated

(solid line) ice concentration at the point where the average errors

for the validation period (1993–2000) reach their maximum. The

location of this point is given in Fig. 3.
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DAAC), http: / /nsidc.org/NSIDC/CATALOG/

ENTRIES/nsi-0002.html/.

For the calculation, we use the 88� 96 rectangular

grid overlays the North Pole with equal area projec-

tion. The spatial resolution is 0.5 j latitude. All these

observational data have been interpolated into the

88� 96 rectangular grid using the Kriging method

(Cressie, 1990, 1991). SST and SLP data have been

interpolated onto each grid point in the domain, and

ice concentration and components of ice velocity have

been interpolated onto the grid points corresponding

the ocean surface. The region of missing ice concen-

tration and ice motion data is fully covered by

interpolated data surrounding the data hole. Thus,

for the statistical analysis we have obtained monthly

average fields of atmospheric data (SST and SLP) and

sea ice data (ice concentration and ice drift) on the

same grid.

Spatial variations of air pressure (gradients) pro-

duce wind, which is the main driving force for ice

drift. However, in contrast Thorndike and Colony

(1982), Thomas and Rothrock (1993), Martin and

Augstein (2000) and others, who have used a rela-

tionship between ice motion and geostrophic wind

with a seasonally dependent drag factor and turning
angle, we have used the linear estimator mp(t) of the
ice drift for each position p of observations and time t

of the monthly mean ice drift:

mpðtÞ ¼ ApxpðtÞ þ bp ð1Þ

The vector xp(t) has, in this case, five components

representing pressure at the grid point nearest to the

point p, and the pressure at the four grid points

surrounding this centre pressure grid point. These five

components are thought to include information about

the local wind and wind curl. The matrix Ap and the

vector bp minimize the average (or total) observed

prediction error squared, i.e.:

X
ta0

j mpVðtÞ � mpðtÞ j2¼
X
ta0

j mpVðtÞ � ApxpðtÞ � bp j2

where mpV(t) is observed drift velocity at position p and

time t (which is within the set O of times of observa-

tions).

The matrix Ap statistically includes the effects of

many parameters such as drag coefficients, ice thick-

ness, the effect of coasts and others; the vector bp
statistically includes information about the mean

ocean current at each grid point.

 http:\\www.nsidc.org\NSIDC\CATALOG\ENTRIES\nsi-0002.html\ 


Fig. 6. Examples of simulated forwards trajectories (blue lines) and actual trajectories (red lines) of buoy drift (top), and examples of simulated

backwards trajectories (blue lines) and actual trajectories (red lines) of buoy drift (bottom) in the different regions of Arctic Ocean. The buoys

numbers correspond with the numbers from the data on the CD, IABP and Arctic Buoy Data, 1979–1999, version 1.0, MEDS-SDMM 2000

http://iabp.apl.washington.edu).
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Using Eq. (1) and the values of the matrix Ap and

vector bp obtained for each grid point, we have

reconstructed the vectors of ice drift for each grid

point for each month of the period when we have had

SLP data, i.e. from 1899 to 2000.

In the development of ISMO, following the ap-

proach suggested in Chen and Chen (1999), we have

used a multiple linear regression model to establish

the statistical linkage between the ice concentration

and both SST and the spatial structure of the SLP in

the each point of simulating domain.

We consider ice concentration C to be a sum of two

components:

C ¼ Ccl þ Can

where Ccl is the climatic concentration for each month,

and Can is the anomaly of the ice concentration.

For anomalies of ice concentration, we use follow-

ing linear function:

Can ¼ FðTs;P;Px;Py;Pxx;Pyy;PxyÞ

where F is the linear function, Ts is the anomaly of

SST and P is the anomaly of SLP. Px , Py, Pxx , Pyy, Pxy

are derivatives with respect to coordinates x and y.

The first two derivatives are responsible for the

wind vectors. The last three derivatives are respon-

sible for the wind field vorticity, divergence and

convergence.

Therefore, we have a linear regression equation

(Eq. (3)) for the anomalies of ice concentration for

each point of our simulation domain. We have divided

the SSM/I ice concentration data into two periods: the

period 1978–1992 for model development and the

period 1993–2000 for model validation. Using

anomalies of ice concentration calculated from SSM/

I data for the period from 1978 to 1992 and also

anomalies of SST and SLP for the same period, we

have obtained the coefficient of the linear regression

equation (Eq. (3)) for each grid point. These coef-

ficients allow us to simulate ice concentration anoma-

lies in the each grid point depending on the anomalies

of SLP and SST (Eq. (3)). According to Eq. (2), we

have combined the values of ice concentration anoma-

lies Can and the climatic ice concentration Ccl calcu-

lated from SSM/I data.

Finally, we have calculated the ice concentration

for the each grid point. Using the obtained coeffi-
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cients, Eqs. (2) and (3), we have reconstructed the sea

ice concentration for each month of the period when

we have had both SST and SLP data, i.e. from 1966 to

2000.
3. Verification

Figs. 1 and 2 show examples of the comparison

between simulated and observed ice condition (ice

drift and ice concentration) for winter and summer

1993. Observed and simulated ice conditions in gen-

eral are quite close.

In January 1993, the maximum ice drift velocities

based both on the observational data and the simula-

tion results were seen in Fram Strait, in the north of

the Barents Sea and in the Kara Sea (Fig. 1). Ice efflux

prevailed from the Kara Sea, through the straits

between Franz Josef Land and Novaya Zemlya, and

between Franz Josef Land and Severnaya Zemlya. In

the Laptev, East Siberian, Chukchi and Beaufort seas

the sea ice drifted from west to east. In Baffin Bay, the

sea ice drifted from north to south. In the central part

of the Arctic Ocean and in the coastal zone of the

Kara, Laptev and East Siberian seas, ice drift was

practically absent. The ISMO has reproduced well all

of these features. However, the calculated velocities of
Table 2

Observations of ice reaching Fram Strait

Station Initial position Time intervala

NP-1 89jN, 0jE May to December 1937

Arlis 2 74jN, 162jE July 1961 to January 1965

1905 83jN, 36jE February to May 1979

1915 85jN, 37jE November 1979 to April 1980

1926 86jN, 9jE November 1979 to February 1980

1900 83jN, 14jE March to May 1981

1936 82jN, 3jE February 1981

1899 84jN, 21jE April to July 1981

3816 84jN, 45jE May to December 1982

3819 88jN, 50jE May to December 1982

3800 90jN May 1981 to March 1982

3817 84jN, 19jE May to August 1982

3814 88jN, 93jE May 1981 to February 1982

C&Th—results of Colony and Thorndike (1985).

ISMO—the results of the Ice Statistical Model.
a The time interval ends when station crosses 81jN (exits Fram Strait
b The modeled interval was chosen such that 25% of the futures were le

upper bound. These model results are for s = 30 days.
the ice drift are lower than observed, by 10–15% on

average. The calculated ice concentrations in the

Barents and Greenland seas are higher than observed,

by 10–15% on average.

The ice drift in July 1993 was cyclonic (Fig. 2). The

centre of the cyclonic rotation was in the northern part

of the Laptev Sea. The maximum ice drift velocities

were observed in the central part of the Arctic Ocean.

The ice drift through Fram Strait was very weak. The

model has also reproduced very well all these features

of the structure of the ice drift. However, in the winter

period, the calculated velocities of ice drift are slightly

less than observed. The position of the ice edge zone

and ice concentration based on the observational data

and modelling results are quite similar. However, in

the Kara and the Barents seas, the calculated ice

concentration is higher than observed, by about 10%.

The average error for ice concentration was calcu-

lated as the difference between observed and simulat-

ed values for the period of model verification (1993–

2000). The averaged errors are almost everywhere less

then 15% for ice concentration (Fig. 3). This is very

similar to the accuracy of the observed data. The

largest errors are distributed in the zone of the summer

ice edge in the Nordic seas and the East Siberian,

Chukchi and Beaufort seas (Fig. 3). Significant errors

in the sea ice concentrations also occur in the central
50% intervalb

(C&Th)

Observed time

(months) (C&Th)

Calculated time

(months) (ISMO)

9–21 7 8

51–81 42 71

4–10 3 5

5–10 5 7

4–10 3 4

1–2 2 2

1–2 1 1

4–10 4 4

5–10 7 9

7–14 7 10

10–22 10 14

4–10 3 4

12–25 9 13

).

ss than the lower bound and 25% of the futures were greater than the



V. Pavlov et al. / Journal of Marine Systems 48 (2004) 133–157 143
part of the Barents Sea, to the north and east of

Svalbard and to the east of Greenland. This is prob-

ably connected with the fact that the heat flux from

warm Atlantic waters, which are distributed in these

areas, is not taken into account in the model. In the

future, we are planning to include this effect in ISMO

to improve its accuracy.

However, even in zones where the average errors

reach their maximum (15–20%), the ISMO reprodu-

ces the annual and interannual variability quite well.

Fig. 4 shows the variability of ice concentration in the

northwest part of the Barents Sea at the point where

the average error reaches its maximum for the model-

verification period. The minimum ice concentration,

based on both the observational and modelling results,

was in 1995, and maximum ice concentration in

winter 1998. The calculated periods of sea ice absence

in the summer are nearly coincident with the obser-

vational. Average observed ice concentration for this

period is 0.23 (standard deviation 0.32), mean simu-

lated ice concentration is 0.32 (standard deviation

0.30). The average error of the model at this point is

17%. The correlation coefficient between observed

and model ice concentration at this point is 0.65

(significance level f 10� 4).

We have also compared modelling results with the

observational (not satellite) data of Vinje (2001a),

which have not been used in the model development.

Fig. 5 shows the variability of the ice extent in the
Fig. 7. Time series of monthly winter (October–May) ice area flux through

broken line—results of Kwok and Rothrock (1999).
Nordic seas based on the observational (Vinje,

2001a) and our modelling data for the period

1966–1998. The correlation coefficient between ob-

served and calculated April ice extent is quite high

(R = 0.57, significance level f 10� 3). Linear trends

of the observed and simulated April ice extends are

similar.

To examine the simulated vectors of ice drift, we

have used the trajectories of five drifting buoys started

at different times and at different positions in the Arctic

Ocean (Fig. 6). We have not used IABP data to

construct the ISMO and therefore it is possible to use

them to test our results. We have tested the accuracy of

the simulated vectors of ice drift by comparing with

the actual trajectories of the buoys and calculated

forward and backward tracks. For example, Fig. 6

shows the actual trajectories of the five buoys as red

lines and the calculated forward and backward trajec-

tories from the model results as blue lines. Numbers,

positions, start time and travel time of the each buoy

are shown in Table 1. We have calculated forward and

backward tracks during actual travel time of the each

buoy. The simulated and observed trajectories are quite

close. For buoys 1896, 1901, 1939 and 3611, the

differences between the actual end position and the

simulated end position (forward trajectory) are 149,

311, 139 and 30 km correspondingly (Table 1). For

buoy 2388, the difference between the actual and

predicted position is very large (2331 km). It can be
Fram Strait, 1978–1996. Solid line—model results (present study),

 http:\\www.iabp.apl.washington.edu 


Table 3

Winter (October through May) ice area flux (103 km2) through Fram Strait, 1978–1996

Year October November December January February March April May Total Average

ISMO K&R ISMO K&R ISMO K&R ISMO K&R ISMO K&R ISMO K&R ISMO K&R ISMO K&R ISMO K&R ISMO K&R

1978–1979 64.8 76 105.6 98 61.1 56 92.1 73 68.8 72 75.3 66 63.5 73 77.0 91 608.1 605 76.0 76

1979–1980 46.7 23 93.5 103 50.2 123 52.0 71 36.6 75 31.6 47 57.1 57 39.6 17 407.2 516 50.9 64

1980–1981 87.8 102 72.0 83 98.8 138 98.2 136 56.2 74 92.2 78 63.0 85 31.3 66 599.5 762 74.9 95

1981–1982 73.1 43 96.5 92 80.8 104 76.1 93 50.0 101 33.4 95 57.5 95 50.1 37 517.4 661 64.7 83

1982–1983 43.8 � 8 82.8 74 91.4 119 100.1 160 77.1 87 79.9 84 60.0 90 27.2 25 562.2 630 70.3 79

1983–1984 62.0 88 70.7 107 60.6 102 75.0 62 65.0 116 48.5 86 59.6 70 32.1 20 473.5 650 59.2 81

1984–1985 45.9 38 42.7 53 29.8 � 21 60.7 73 45.7 92 44.8 75 67.4 85 27.7 57 364.8 452 45.6 57

1985–1986 42.1 95 61.9 99 97.9 109 47.9 79 31.1 73 42.6 93 50.6 74 45.1 64 419.2 686 52.4 86

1986–1987 83.1 120 111.0 100 17.7 44 13.6 30 75.9 93 63.2 77 33.1 82 34.3 21 432.0 566 54.0 71

1987–1988 43.4 66 42.5 94 92.8 83 59.3 60 36.0 63 73.8 105 94.8 129 29.1 67 471.8 666 59.0 83

1988–1989 41.7 59 75.6 105 76.9 112 74.1 108 99.3 106 96.8 115 63.5 96 55.8 52 583.7 755 73.0 94

1989–1990 46.7 110 58.0 71 76.5 104 29.6 52 102.1 122 101.0 106 62.0 63 46.6 60 522.6 689 65.3 86

1990–1991 83.1 78 79.5 75 103.4 123 81.1 91 44.8 37 63.2 53 94.3 78 51.1 51 600.5 587 75.1 73

1991–1992 66.4 98 72.6 97 83.8 116 87.4 108 77.4 97 105.3 104 51.9 88 54.0 66 598.8 774 74.9 97

1992–1993 52.1 78 53.2 86 99.5 106 112.8 127 115.6 129 116.2 95 71.6 90 66.3 75 687.3 787 85.9 98

1993–1994 67.7 86 8.9 51 139.9 90 125.6 128 33.6 70 122.2 143 84.8 115 35.7 47 618.3 731 77.3 91

1994–1995 95.9 128 50.5 99 143.4 128 138.5 129 127.2 160 124.7 120 120.9 117 44.9 26 846.0 906 105.8 113

1995–1996 71.1 44 46.0 62 93.9 110 45.9 93 62.2 92 48.8 85 55.3 89 34.9 55 458.1 632 57.3 79

Average 62.1 73 68.0 86 83.2 97 76.1 93 66.9 92 75.7 90 67.3 87 43.5 50 542.8 670 67.9 84

S.D. 17.6 35 25.6 18 32.1 38 32.6 34 28.9 28 30.7 24 20.1 19 13.8 21 116.4 108 14.5 13

ISMO—the results of the Ice Statistical Model.

K&R—the results of Kwok and Rothrock (1999).
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Fig. 8. Mean monthly ice area flux through Fram Strait, 1978–

1996. Solid line—model results (present study), broken line—

results of Kwok and Rothrock (1999).
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related with large errors in simulated vectors of the ice

drift near North Pole, where vectors derived from

SSM/I data are absent and for statistical analysis we

have used interpolated vectors. The other reason for
Fig. 9. Time series of average ice area flux through Fram Strait over the

(present study), broken line—results of Kwok and Rothrock (1999).
such a large difference is the anomalously high veloc-

ity of the East Greenland Current in that year. If we

extend this forward trajectory 18 months longer than

the actual buoy travel time, its trajectory will be very

close to the actual trajectory of buoy 2388 (dotted blue

line in Fig. 6, top). Simulated backward trajectories

(Fig. 6, bottom) are also close to actual buoy trajecto-

ries for buoys 1896, 1901, 1939 and 3611 (Table 1).

The differences between the starting position of these

buoys and position at the end of the predicted back-

ward trajectory are 299, 145, 224 and 61 km corre-

spondingly. For buoy 2388, this difference is large

again (809 km).

Colony and Thorndike (1985) give comparison

between the travel time obtained from their model

and actual travel time of several buoys and drifting

stations. We have also calculated the travel time for the

same buoys and drifting stations and compared our

results with observed and model estimations of Colony

and Thorndike (1985). The results of this comparison

are given in Table 2. The ISMO gives travel times close

to Colony and Thorndike (1985), but agrees slightly

better with the observed times (see Table 2).

For simultaneous verification of the two compo-

nents (ice drift and ice concentration) of the ISMO, we
winter (October–May) for 1987–1996. Solid line—model results



Fig. 10. Simulating domain and positions of transects. Mean annual

sea ice area flux averaged for the period 1966–2000: Area flux/

STD (103 km2).
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have compared the variability of Fram Strait ice flux

based on the results of the ISMO and the results of

Kwok and Rothrock (1999), hereafter K&R. We

discuss the monthly, seasonal and interannual vari-

ability of the ice flux estimates across Fram Strait. We

have used the gate 81jN, the same as ‘‘gate a’’ in

K&R. Fig. 7 shows the monthly winter (October–

May) area flux from 1978 to 1996. The time series of

the monthly area flux in K&R and ISMO are close

(correlation coefficient between these two time series

is 0.71, significance level f 10� 4). The difference

between K&R and ISMO results is mostly positive

(see Table 3), but in general, variability is about the

same. Therefore, the minimum total ice area flux

through this gate is in winter 1984–1985 (452,000

and 364,800 km2, K&R and ISMO, respectively). The

maximum was obtained in the winter 1994–1995 in

both estimations (906,000 and 846,000 km2, K&R

and ISMO, respectively). Average value for the whole

period of comparison (1978–1996) according to K&R

is 670,000 km2, and the ISMO gives 542,800 km2.

The difference between these two values (128,000

km2) is very close to the standard deviation of both

the results (108,000 km2and 116,000 km2, K&R and

ISMO, respectively).

Fig. 8 shows the comparison between K&R and

ISMO results of the mean month area fluxes in the

wintertime (October–May) for the period 1978–

1996. Both results give a maximum in December

(97,000 km2—K&R and 83,000 km2—ISMO), and

a minimum in May (50,000 km2—K&R and 43,000

km2—ISMO). In general, ISMO estimations are less

than K&R results. The maximum difference is in

February (23,000 km2) when ISMO gives local min-

imum of the ice area. The same minimum in January–

February and local maximum in March of the seasonal

sea ice transport through Fram Strait was calculated

by Harder et al. (1998) using a numerical model.

The comparison between the results of K&R and

ISMO for the total winter (October–May) area fluxes

each year (1978–1996) is shown in the Fig. 9. The

features of variability of these comparable results are

fairly close. Both series have similar linear trends and

similar positions of the minimum and maximum

values. But the K&R estimation is 15–20% higher

than ISMO result. The reason for this difference

probably lies in the assumption of 100% ice concen-

tration within the 15% ice edge, in the calculation of
the ice area flux by K&R. By contrast, we have used

the full range (0.05–1.0) of the ice concentration

which was simulated by ISMO.

The presented comparisons have shown quite good

agreement of the ISMO results with the observational

data, and with the results of other models.
4. Results and discussion

4.1. Arctic Ocean transboundary fluxes

The ISMO model was applied to the estimation of

sea ice exchange between the marginal Arctic seas

which have potential sources of pollution and the

Polar Basin. The simulations were made for seven

transects (Fig. 10). A positive value implies a flux

from the Arctic Ocean. These estimates are based on

the modelling results for ice concentration and ice

drift during the period 1966–2000.

The sea ice flux through these seven transects has a

strong seasonal variability (Fig. 11). In Fram Strait

(Transect 1), themaximum import of the sea ice into the

Greenland Sea (more than 2500 km2/day) takes place



Fig. 11. Seasonal variability of the sea ice flux through the transects averaged for the period 1966–2000 (km2/day). Geographical locations of

the numbered transects are given in Fig. 10.
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during the winter from December through April. After

May, the ice flux decreases sharply and in July reaches

its minimum (less than 500 km2/day). In the strait

between Svalbard and Franz Josef Land (Transect 2),

the ice flux on average over the year has the same

direction (from the Polar Basin to the Barents Sea). The

simulated minimum values (about 50 km2/day) are in

September and the simulated maximum values (more

than 300 km2/day) are in May. In the strait between

Franz Josef Land and Novaya Zemlya (Transect 4) in

the summer months, from June to September, the

average ice flux is close to zero. In the other seasons

of year, it is directed from the Kara Sea to the Barents

Sea reaching maxima (about 600 km2/day) in April,

November and December. In the straits between Franz

Josef Land and Severnaya Zemlya (Transect 3), and

Severnaya Zemlya and the Novosibirskie islands

(Transect 5), the ice fluxes are directed into the Polar

Basin over the whole year, except during three summer

months, thus the maximum ice flux in November–

January from the Kara Sea is 500–700 km2/day and

from the Laptev Sea is 1000–1400 km2/day. In the

summer, there is a small ice flux to the Kara Sea

through the strait between Franz Josef Land and

Severnaya Zemlya (from 0 to 100 km2/day). In the

strait between Severnaya Zemlya and the Novosi-

birskie islands in summer, the average ice flux is close
Table 4

Comparison of annual flux estimates through the transects

Transect Period Previous results, area

flux (103 km2/year)

Transect 1 1966–2000 –

1978–1996 919

1988–1994 584

1990–1996 1100

1993–1994 715

1976–1985 830

1979–1984 840

1976–1984 1210

1967–1977 750

Transect 2 1966–2000 –

1988–1994 75

1978–1996 (October–May) 47

Transect 3 1966–2000 –

1978–1996 (October–May) � 65

Transect 4 1966–2000 –

1978–1996 (October–May) 126

1988–1994 86
to zero. The opposite situation is seen on the northern

boundaries of the East Siberian and Chukchi seas.

Through the transects between the Novosibirskie

islands and Wrangel Island (Transect 6) and also

between Wrangel Island and Cape Barrow (Transect

7), the maximum ice fluxes into the Polar Basin are

seen in the period fromMay to June. In wintertime, the

export of sea ice from the East Siberian Sea to the Polar

Basin is much less, and on the northern boundary of the

Chukchi Sea the ice flux changes direction and the

export of sea ice from the Polar Basin to the Chukchi

Sea during this period reaches 200–400 km2/day.

Mean annual climatic ice fluxes over the 35-year

simulated record (1966–2000) are presented in Fig. 10.

The average sea ice export from the Arctic Ocean

through Fram Strait (Transect 1) is 639,000 km2 year� 1

(average winter (October–May) flux is 569,000 km2

year� 1, standard deviation is 103,000 km2), and

through the strait between Svalbard and Franz Josef

Land (Transect 2) is 70,000 km2 year� 1 (average

winter flux is 54,000 km2 year� 1, standard deviation

is 32,000 km2). The summer months (June–Septem-

ber) contribute about 11% and 23% of the ice area to the

annual area exported Transect 1 and Transect 2, re-

spectively. Estimation of the ice flux from the Kara Sea

to the Barents Sea through the strait between Franz

Josef Land and Novaya Zemlya (Transect 4) gives
Sources of the

previous results

ISMO results, area

flux (103 km2/year)

– 639

Kwok and Rothrock (1999) 617

Korsnes et al. (2002) 640

Vinje et al. (1998); Vinje (2001b) 681

Martin (1996) 720

Thomas and Rothrock (1993) 584

Moritz (1988) 612

Vinje and Finnekasa (1986) 600

Vinje (1982) 649

– 70

Korsnes et al. (2002) 67

Kwok (2000) 55

– � 87

Kwok (2000) � 82

– 104

Kwok (2000) 112

Korsnes et al. (2002) 88
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104,000 km2 year� 1 (average winter flux is 102,000

km2 year� 1, standard deviation is 51,000 km2). The

summer months contribute only about 1% to the ice

flux from the Kara Sea because of significant year to

year variations in the ice flux direction across this

transect in summer. The average sea ice import from

the Kara, Laptev and East Siberian seas to the Arctic

Ocean over the same period through the straits between

Franz Josef Land and Severnaya Zemlya (Transect 3),

between Severnaya Zemlya and Novosibirskie islands

(Transect 5) and between Novosibirskie islands and

Wrangel Island (Transect 6) are � 87,000 km2 year� 1

(average winter flux is � 89,000 km2 year� 1, standard

deviation is 45,000 km2), � 180,000 km2 year� 1

(average winter flux is � 174,000 km2 year� 1, stan-

dard deviation is 57,000 km2) and � 65,000 km2

year� 1 (average winter flux is � 41,000 km2 year� 1,

standard deviation is 61,000 km2), respectively. For

Transect 3, the summer months contribute only about

2% to the ice flux from the Kara Sea because of annual

variations the ice flux direction, but ice flux averagely

has positive direction (from the Arctic Ocean). The

same variation in summer ice flux is observed across

Transect 5 (less than 1%), but ice flux here has an

average negative direction (to the Arctic Ocean). The

contribution Transect 6 during summer months is 39%

and ice flux has the same direction as the winter and

annual fluxes (from the East Siberian Sea). The average

sea ice export from the Arctic Ocean through the strait

between Wrangel Island and Cape Barrow (Transect 7)

is quite small (7000 km2 year� 1), and has very strong

variability in its direction from year to year. The

average winter flux from the Arctic Ocean is 29,000

km2 year� 1 (standard deviation is 60,000 km2), while

the summer ice flux is 22,000 km2 year� 1 (standard

deviation is 8000 km2) and has the opposite direction.

This figure shows that the ice flux from all the marginal

seas, except the Chukchi and Barents seas, has a

direction into the Polar Basin, so that the average

export to the Polar Basin over a year is 332,000 km2.

The total import to the Greenland, Barents and Chukchi

seas from the Polar Basin is 716,000 km2. The sea ice

import (104,000 km2) from the Kara Sea to the Barents

Sea through the strait between Franz Josef Land and

Novaya Zemlya should also be noted.

Table 4 compares the recent estimates of mean ice

fluxes through the transects T1 to T4 with previous

estimates. The estimates for Transect 1 concur most
closely with the results of Vinje (1982), Moritz

(1988), Thomas and Rothrock (1993), Martin (1996)

and Korsnes et al. (2002). The difference between

these results ranges from 0.1% to 30%. The greatest

difference (about 50%) is between our results and

results of Vinje et al. (1998) and Vinje and Finnekasa

(1986) for Transect 1 (Fram Strait). Possible reasons

for the large ice flux obtained in these previous studies

are discussed in Thomas and Rothrock (1993). In their

opinion, it may be connected to differences in the sea

ice velocities. Vinje and Finnekasa (1986) base their

velocity estimates on buoy data, which is sparse for

the eastern side of the strait, and do not include the

West Spitsbergen Current. In our work, we have

estimated the ice flux by integrating the ice motion

and ice concentration over the 10 points along the

whole flux gate from Svalbard to Greenland. The

estimates for Transects 2, 3 and 4 match the results

of Kwok (2000) most closely. For these transects, the

difference between the ISMO results and previous

estimates ranges from 2% to 21%.

Fig. 12 shows the interannual variability of annual

mean (total, winter and summer) ice area fluxes over

the 35-year simulated record (1966–2000) in the seven

straits mentioned above. In Fram Strait (Transect 1),

there is a significant variations from year to year from a

minimum of 435,000 km2 year� 1 in 1985 to a maxi-

mum of 940,000 km2 year� 1 in 1995. The winter ice

area flux ranges from a minimum of 364,800 km2 in

1985 to a maximum of 846,000 km2 in 1995. The

summer area flux through this transect ranges from a

minimum of 33,000 km2 in 1990 to a maximum of

107,000 km2 in 1999. In Transect 2, variations from

year to year ranges from a minimum of � 3000 km2

year� 1 in 1999 (direction to the Arctic Ocean) to a

maximum of 152,000 km2 year� 1 in 1968. Only in

1999 the total area flux has direction to the Arctic

Ocean (� 3000 km2 year� 1). The winter area flux

ranges from a minimum of 2000 km2 in 1985 to a

maximum of 119,000 km2 in 1968. The summer area

flux ranges from a minimum of 253 km2 in 1994 to a

maximum of 32,000 km2 in 1968. In Transect 3, total

ice area flux has a direction into the Arctic Ocean

during the whole period and has a minimum of 7000

km2 year� 1 in 1969 and a maximum of 203,000 km2

year� 1 in 1983. Only in 1993 the total area flux has

direction from the Arctic Ocean (17,000 km2 year� 1).

The winter area flux ranges from a minimum of 2000



Fig. 12. Interannual variability of annual mean ice flux in the transects for the period 1966–2000 (103 km2). Geographical locations of the

numbered transects are given in Fig. 10. Solid line—winter area flux (October–May); dotted line—summer area flux (June–September);

broken line—total area flux.
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km2 in 1998 (direction from the Arctic Ocean) to a

maximum of 178,000 km2 in 1983 (direction to the

Arctic Ocean). However in summer, the area flux

changes its direction from year to year, ranging from

a minimum of 900 km2 in 1989 to a maximum of

45,000 km2 in 1993 (both directions are from the Arctic

Ocean). In Transect 4, ice fluxes from the Kara Sea to

the Barents Sea practically during the whole period

(except 1967). In 1967, there is a minimum (1000 km2

year� 1) and in 1993 there is a maximum (205,000 km2

year� 1). The winter area flux ranges from a minimum

of 8000 km2 in 1967 to a maximum of 197,000 km2 in

1993. In summer, area flux changes its direction from

year to year and ranges from a minimum of 700 km2 in

1992 to a maximum of 39,000 km2 in 1994 (direction is

to the Arctic Ocean). In Transect 5, the total ice area

flux has a direction to the Arctic Ocean during the

whole period and has a minimum of 54,000 km2

year� 1 in 1966 and amaximum of 308,000 km2 year� 1

in 1968. The winter ice area flux has a direction to the

Arctic Ocean within the whole period and ranges from

a minimum of 40,000 km2 in 1966 to a maximum of

265,000 km2 in 1968. In summer, area flux changes its

direction from year to year, ranging from aminimum of

200 km2 in 1976 to a maximum of 43,000 km2 in 1968

(both directions are to the Arctic Ocean). The ice area

flux through Transect 6 has a high degree of interannual

variability, changing its direction from year to year. The

total area flux has a minimum in 1983 (3000 km2

year� 1) and a maximum in 1989 (199,000 km2

year� 1), with its direction to the Arctic Ocean. The

winter area flux averagely for the period 1966–2000

has a direction to the Arctic Ocean, and ranges from a

minimum of 170 km2 in 1983 (from the Arctic Ocean)

to a maximum of 164,000 km2 in 1990 (to the Arctic

Ocean). Summer area flux changes its direction from

year to year, and ranges from a minimum of 700 km2 in

1972 to a maximum of 70,000 km2 in 1977 (both

directions are to the Arctic Ocean). The ice area flux

in the Transect 7 has also complicate interannual

variability. The total area flux has a minimum in

1995 (900 km2 year� 1), and a maximum in 1996

(134,000 km2 year� 1), both directions are to the Arctic

Ocean. The winter area flux averagely for the period

1966–2000 has a direction from the Arctic Ocean and

ranges from a minimum of 3000 km2 in 1993 to a

maximum of 118,000 km2 in 1987. Summer area flux

during this period has mostly direction to the Arctic
Ocean and ranges from a minimum of 6000 km2 in

1983 to a maximum of 40,000 km2 in 1977.

The analysis of interannual variability has shown

that in Fram Strait and the straits between Svalbard and

Franz Josef Land and between Severnaya Zemlya and

the Novosibirskie islands, the ice fluxes for all intents

and purposes do not change direction during the period

of the simulation (1966–2000). In the other straits, in

isolated years the ice flux changes direction. Especially

strong variability is estimated on the northern boundary

of the Chukchi Sea. Here, the ice flux changes direction

from north to south every 5 to 7 years. On the northern

boundary of the East Siberian Sea, the change of flux

direction is estimated to take place in 1970, 1976, 1977,

1979, 1985 and 1998. An especially large import of ice

from the Polar Basin to the East Siberian Sea (about

90,000 km2) was simulated for 1979.

4.2. Sea ice transport from potential sources of

contaminant

To estimate the drift route of the sea ice from the

areas containing potential sources of pollution in the

Arctic Ocean, trajectories of the ice drift from several

locations were simulated. By way of examples, the

following regions were chosen: in the Kara Sea—the

regions of the Ob and Yenisey rivers mouths and

along the eastern coastal zone of Novaya Zemlya,

where there were earlier sources of contamination

connected with the nuclear trials at the Novaya

Zemlya test site; in the Laptev Sea—the region of

the Lena river mouth; in the East Siberian Sea—the

region of the Kolyma river mouth; in the Chukchi

Sea—the region near the Bering Strait; and in the

Beaufort Sea—the mouth of the Mackenzie river.

For these simulations, the reconstructed ice drift

data for the period 1899–2000 were used. The tra-

jectories were started each month of a year on the

condition that the ice concentration at the starting

position was more than 10%, i.e. most of the trajec-

tories were launched in the arctic wintertime. There is

assumed to be no melting in the present approach so

the following statistics are conditional on ice particles

surviving over the actual time periods. This assump-

tion may be fairly realistic since the drift positions

(release in arctic wintertime) are far from open water.

Fig. 13a,b shows trajectories of sea ice drift from

areas of shallow burial of radioactive waste



Fig. 13. (a, b) Trajectories of sea ice drift from the eastern coast of Novaya Zemlya. (c) Trajectories of sea ice drift from the Ob mouth region.

(d) Trajectories of sea ice drift from the Yenisey mouth region. (e) Trajectories of sea ice drift from the Lena mouth region. (f) Trajectories of sea

ice drift from the Kolyma mouth region. (g) Trajectories of sea ice drift from the region near the Bering Strait. (h) Trajectories of sea ice drift

from the Mackenzie mouth region.
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(Rumyantsev, 1993; Yablokov et al., 1993) at the

eastern coast of Novaya Zemlya. The ice drift trajec-

tories are mainly limited to the western part of the

Kara Sea. And only in the isolated years can the ice

from these areas reach the northern part of the Barents

Sea, mainly through the strait between Franz Josef

Land and Novaya Zemlya. For example, according

the estimations by Korsnes et al. (2002) an ice particle

formed in this area has a probability of 26% of

reaching the Barents Sea within 2 years.

Ice from the Ob mouth region (Fig. 13c) has three

basic drift routes. The most probable trajectory of the

ice drift from this area is to the north, around of

northern coast of Novaya Zemlya, further to the west,

through the strait between Franz Josef Land and
Fig. 14. The most probable routes of ice drift from the potential sources o

monitoring contaminants are marked: (1) Fram Strait; (2) the northern part

(4) the area to the northeast of the Novosibirskie islands.
Novaya Zemlya and to the northern part of the

Barents Sea Opening. Under certain atmospheric

conditions connected with the extreme development

of an anticyclonic circulation above the Arctic Ocean,

the trajectories of ice drift from this area can pass

through the strait between Franz Josef Land and

Severnaya Zemlya and further to Fram Strait, finish-

ing near the coast of Greenland. Under an extreme

cyclonic regime the ice drift trajectories lie within the

central part of the Kara Sea, near the eastern coast of

Novaya Zemlya.

The ice drift from the area of the Yenisey gulf has

two main, approximately equal, routes (Fig. 13d).

During amplification of the anticyclonic regime of

atmospheric circulation, the ice drifts from this area
f pollution given in Fig. 13a–h. The most representative places for

of the Barents Sea Opening; (3) the northern part of the Laptev Sea;



Fig. 15. Changes from year to year of the ice drift travel time from

the area of the Mackenzie river mouth to Fram Strait (Transect 1) in

the last century (1899–2000).
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to the north through the strait between Franz Josef Land

and Severnaya Zemlya island and further to Fram Strait

and coast of Greenland. Under a more cyclonic regime,

the sea ice drifts through the northern part of the strait

between Franz Josef Land and Novaya Zemlya and

further to the northern part of the Barents Sea Opening.

In a few years, the sea ice generated in this area can

reach the northwest part of the Laptev Sea. The ice drift

trajectories from the area of the Lena river delta mainly

pass the Laptev Sea and continue to the northeast and

Fram Strait (Fig. 13e). During amplification of the

cyclonic regime, ice drifting from this area, can reach

the northern part of the East Siberian Sea.

The most probable drift of ice from the region of

the Kolyma river mouth is to north, to Fram Strait and

further along the coast of Greenland (Fig. 13f). The

ice from southern part of the Chukchi Sea drifts along

coast of Siberia, through the De Long Strait, further to

the north and Fram Strait and along the coast of

Greenland (Fig. 13g). The ice from the area of the

Mackenzie river mouth drifts mainly to the west along

the northern coast of Alaska and further to the north of

Wrangel Island up to the central part of the East

Siberian Sea (Fig. 13h). Here, the ice drift changes

direction to the north and continues through the

central Polar Basin to Fram Strait and further along

the eastern coast of Greenland.

Fig. 14 shows the most probable routes of ice drift

from all the above-mentioned potential sources of

pollution. We can see that in the Arctic Ocean and

Nordic seas there are four areas where the trajecto-

ries of ice drift from several potential sources of

pollution converge. It is reasonable to assume that

these areas (the northern part of the Barents Sea

Opening, Fram Strait, the northern part of the Laptev

Sea and the area to the northeast of the Novosi-
Table 5

Travel times of sea ice drift from the potential sources of pollution

to Fram Strait

Location of potential sources of pollution Mean

(years)

Min

(years)

Novaya Zemlya eastern coastal zone 4.3 2

Ob river mouth 4.5 2

Yenisey river mouth 2.1 2

Lena river mouth 4.6 3

Kolyma river mouth 8.8 6

Bering Strait region 10.7 6

Mackenzie river mouth 6.7 4
birskie islands) can be the most representative places

for monitoring contaminants.

The most important are Fram Strait and the north-

ern part of the Barents Sea Opening, because: (a) in

these areas the trajectories of ice drift from the most of

the potential sources of pollution converge; (b) these

areas are accessible for carrying out observations from

vessels during the whole year.

Table 5 shows the travel time (mean and mini-

mum) during which the sea ice from selected poten-

tial sources can reach the region of Fram Strait. For

example, sea ice from the Kara Sea region reaches

Fram Strait from 2 to 4 years (min 2 years) on

average, and while sea ice from the Laptev Sea takes

roughly 4–6 years (min 3 years) to reach Fram

Strait. The longest travel times are from the Kolyma

river mouth and the Bering Strait region. These

estimations have very good agreement with the

results of Pfirman et al. (1997b), which were

obtained based on statistics of the Arctic ice buoy

motions for the period 1979–1994.

In the light of climate change in the Arctic, it is

interesting to consider the interannual variability of the

travel time of ice drift through the Arctic Ocean. Fig. 15

shows the changes fromyear to year of the ice drift travel

time from the area of theMackenzie river mouth to Fram

Strait (Transect 1) in the last century (1899–2000). We
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have obtained a general positive trend of the travel time.

The minimum travel time (4 years) was in the first two

decades of the last century. In the last four decades, the

travel timewas not less than 6 years.Maximumvalues of

the travel time (15–16 years) were obtained at the end of

1940s and mid-1950s. This structure of interannual ice

drift variability might be connected with the increasing

cyclonic circulation in the Arctic.
5. Conclusion

Comparison of the ISMO results with the obser-

vational data and simulating results obtained from the

other models have shown that ISMO gives quite

realistic estimations of the sea ice conditions in the

Arctic Ocean and Nordic seas, and can also be used

for reconstruction of the vectors of ice drift and ice

concentration.

Based on the reconstructions of the sea ice drift and

sea ice concentration for the period 1966–2000, sea-

sonal and interannual variability of the ice fluxes

through the main straits of the Arctic Ocean were

simulated and analysed. The sea ice flux through the

all straits has a strong seasonal variability. The maxi-

mum amplitude of the annual cycle is in Fram Strait

(about 2500 km2/day), and the minimum is in the strait

between Svalbard and Franz Josef Land (270 km2/day).

In almost all the straits, the ice fluxes are sharply

decreased in the summer time but keep their direction

during the whole year. Ice flux from the Chukchi Sea

has opposite directions in winter and summer.

The difference between the annual mean ice fluxes

through Fram Strait estimated by ISMO and most

previous estimations is 0.1–30%. The difference

between estimations for Transects 2, 3 and 4 ranges

from 2% to 21%. Analysis of interannual variability

has shown that only in the East Siberian and Chukchi

seas is there a change in the direction of ice flux

during the simulation period. Such changes in the

Chukchi occurred every 5–7 years. In the other

straits, winter ice flux does not change its direction.

The calculated trajectories of ice drift from areas of

potential sources of pollution allow us to evaluate the

character of pollutant transport and the areas of their

release and redistribution. The simulation of backward

trajectories allows us to reveal the probable area of the

origin of a contaminant. From the results of the ISMO
simulation, we can conclude that sea ice from most

potential sources of contaminant can reach the open

Polar Basin and Fram Strait. Contaminated sea ice from

potential sources in the Kara and Laptev seas can reach

Fram Strait within 2–4 years, and from the East

Siberian, Chukchi and Beaufort seas within 6–11

years. Analysis of the interannual variability of the

sea ice travel time, for example from the Mackenzie

river to Fram Strait has shown a significant positive

trend in the last century.

The results of the simulation can also give useful

information for the selection of the most representative

areas for monitoring contaminants in the Arctic Ocean.

Based on simulated trajectories from different poten-

tial sources in the Arctic Ocean, we can conclude that

most important region for monitoring of contaminants

are Fram Strait and Barents Sea Opening.
Acknowledgements

The authors wish to thank Jane O’Dwyer for her

careful editing of the manuscript, and constructive and

helpful comments. Support for this work, and

attendance at the 34th International Liege Colloquium

on Ocean Hydrodynamics, was provided by the

Transport and Effects Programme, Phase 2 (financed

by the Norwegian Ministries of Environment and of

Foreign Affairs), and by the European Commission

Project CONVECTION, contract no. EVK2-CT-2000-

00058. Partly the work was supported by Barents Sea

Production Licenses 182, 225 and 228 (Norsk Hydro,

Statoil, Agip, Chevron, Enterprise, Petero - contract

No. 9000000465).
References

Chen, D., Chen, Y., 1999. Development and verification of a mul-

tiple regression downscaling model for monthly temperature in

Sweden. In: Chen, D., Hellstrom, C., Chen, Y. (Eds.), Prelimi-

nary analysis and statistical downscaling of monthly temperature

in SwedenSWECLIM (Swedish Regional Climate Modelling

Programme) Department of Physical Geography, Gothenburg

University, Gothenburg, pp. 60–76. C16 Rapport.

Chernyak, S., Rice, C., McConnell, L., 1996. Evidence of currently-

used pesticides in air, ice, fog, seawater and surface microlayer in

the Barents and Chukchi Seas. Mar. Pollut. Bull. 5 (32), 410–419.

Colony, R., 1986. The random transport of oil by sea ice. Water Sci.

Technol. 18, 25–39.



V. Pavlov et al. / Journal of Marine Systems 48 (2004) 133–157 157
Colony, R., Thorndike, A.S., 1984. An estimate of the mean field of

Arctic Sea ice motion. J. Geophys. Res. 89 (C6), 10623–10629.

Colony, R., Thorndike, A.S., 1985. Sea ice motion as a drunkard’s

walk. J. Geophys. Res. 90 (C1), 965–974.

Cressie, N.A.C., 1990. The Origins of Kriging. Mathematical Ge-

ology 22, 239–252.

Cressie, N.A.C., 1991. Statistics for Spatial Data. Wiley, New York.

Emery, W.J., Fowler, C.W., Hawkins, J., Preller, R.H., 1991. Fram

Strait satellite image derived ice motions. J. Geophys. Res. 96

(C3), 4751–4768.

Emery, W.J., Fowler, C.W., Maslanik, J.A., 1997a. Satellite-derived

maps of Arctic and Antarctic sea ice motion: 1988 to 1994.

Geophys. Res. Lett. 24 (8), 897–900.

Emery, W.J., Fowler, C.W., Maslanik, J.A., Pfirman, S., 1997b.

New satellite derived sea ice motion tracks Arctic contamina-

tion. Mar. Pollut. Bull. 35 (7–12), 345–352.

Izmailov, V., 1988. Transformation of oil slicks in the ocean– ice–

atmosphere system. Problems of Chemical Pollution of Water in

the World Ocean. Gidrometeoizdat, St. Petersburg, pp. 1–145.

In Russian.

Harder, M., Lemke, P., Hilmer, M., 1998. Simulation of sea ice

transport through Fram Strait: natural variability and sensitivity

to forcing. J. Geophys. Res. 103 (C3), 5595–5606.

Komov, N., Spichkin, V., 1981. Formation of polluted ice in the

Arctic Seas. Trudi AARI 384, 130–134 (in Russian).

Korsnes, R., Pavlova, O., Godtliebsen, F., 2002. Assessment of

potential transport of pollutants into the Barents Sea via sea

ice—an observational approach. Mar. Pollut. Bull. 44 (9),

861–869.

Kwok, R., 2000. Recent changes in Arctic Ocean sea ice motion

associated with the North Atlantic Oscillation. J. Geophys. Res.

104 (C3), 5177–5189.

Kwok, R., Rothrock, D.A., 1999. Variability of Fram Strait ice flux

and North Atlantic Oscillation. Geophys. Res. Lett. 27 (C6),

775–778.

Kwok, R., Schweiger, A., Rothrock, D.A., Pang, S., Kottmeier, C.,

1998. Sea ice motion from satellite passive microwave imagery

assessed with ERS SAR and buoy motions. J. Geophys. Res.

103 (C4), 8191–8214.

Martin, T., 1996. Sea ice drift in the East Greenland Current. Proc.

of Fourth Symposium on Remote Sensing of the Polar Environ-

ments. Eur. Space Agency Spec. Publ. 391, 101–391.

Martin, T., Augstein, E., 2000. Large-scale drift of Arctic sea ice

retrieved from passive microwave satellite data. J. Geophys.

Res. 105 (C4), 8775–8788.

Martin, T., Wadhams, P., 1999. Sea-ice flux in the East Green-

land current. Deep-Sea Res., Part 2, Top. Stud. Oceanogr. 46,

1063–1082.

Melnikov, S., 1991. Report on heavy metal. Tech. Rep. 2, Arct.

Cent., Univ. of Lapland, Rovaniemi, Finland.

Moritz, R.E., 1988. The ice budget of the Greenland Sea. Tech.

Rep. APL-UW TR 8812, Seattle, 117.

Ninnis, R.M., Emery, W.J., Collins, M.J., 1986. Automated extrac-

tion of pack ice motion from Advanced Very High Resolution

Radiometer imagery. J. Geophys. Res. 91 (C6), 10725–10734.
Pavlov, V., Stanovoy, V., 2001. The problem of transfer of radio-

nuclide pollution by sea ice. Mar. Pollut. Bull. 4, 319–323.

Pfirman, S., Kogler, J., Anselme, I., 1995. Coastal environments of

the western Kara Sea and eastern Barents Sea. Deep-Sea Res.,

Part 2, Top. Stud. Oceanogr. 42 (6), 1391–1412.

Pfirman, S., Kogler, J., Rigor, I., 1997a. Potential for rapid transport

of contaminants from the Kara Sea. Sci. Total Environ. 202,

111–122.

Pfirman, S., Colony, R., Nurnberg, D., Eicken, H., Rigor, I., 1997b.

Reconstructing the origin and trajectory of drifting Arctic sea

ice. J. Geophys. Res. 102 (C6), 12575–12586.

Proshutinsky, A., Johnson, M., Proshutinsky, T., 1999. Arctic atmo-

sphere and ocean oscillations. In: Arctic Oscillations. No46 in

Supplement to EOStransactions, AGU, vol. 80 (November), p.

F212, section A42C-01.

Rigor, I., Colony, R., 1997. Sea-ice production and transport of pol-

lutants in the Laptev Sea, 1979–1993. Sci. Total Environ. 202,

89–110.

Rumyantsev, V.M., 1993. Preliminary results on investigation of

matters of the discharges of radioactive wastes into Barents

and Kara Seas. Proc. of Intern. Meeting on Assessment of Ac-

tual and Potential Consequences of Dumping of Radioactive

Waste into Arctic Seas, Oslo, February 1993.

Serreze, M.C., Barry, R.G., McLaren, A.S., 1989. Seasonal varia-

tions in sea ice motion and effects on sea ice concentration in the

Canadian Basin. J. Geophys. Res. 94 (C8), 10955–10970.

Thomas, D.R., Rothrock, D.A., 1993. The Arctic Ocean ice bal-

ance: a Kalman smoother estimate. J. Geophys. Res. 98 (C6),

10053–10067.

Thorndike, A.S., Colony, R., 1982. Sea ice motion in response to

geostrophic winds. J. Geophys. Res. 87 (C8), 5845–5852.

Vinje, T., 1982. The drift pattern of sea ice in the Arctic with

particular reference to the Atlantic approach. In: Rey, Eds. L.,

Stonehouse, B. (Eds.), The Arctic Ocean. Macmillan, Indian-

apolis, IN, pp. 83–96.

Vinje, T., 2001a. Anomalies and trends of sea-ice extent and atmo-

spheric circulation in the Nordic seas during the period 1864–

1998. J. Climate 14 (3), 255–267.

Vinje, T., 2001b. Fram Strait ice fluxes and atmospheric circulation:

1950–2000. J. Climate 14 (16), 3508–3517.

Vinje, T., Finnekasa, O., 1986. The ice transport through Fram

Strait, Rep., 186:1-39, Norsk Polarinst., Oslo, Norway.

Vinje, T., Nordlund, N., Kvambekk, A., 1998. Monitoring ice thick-

ness in Fram Strait. J. Geophys. Res. 103 (C5), 10437–10449.

Weeks, W., 1994. Possible roles of sea ice in the transport of haz-

ardous material. Arct. Res. U. S. 8, 34–52.

Yablokov, A.V., Karasev, V.K., Rumyantsev, V.M., Kokeyev, M.Y.,

Petrov, O.L., Lytsov, V.N., Yemelyankov, A.F., Rubtsov, P.M.,

1993. Facts and Problems Related to Radioactive Waste Dispos-

al in Seas Adjacent to the Territory of the Russian Federation.

Office of the President of the Russian Federation, Moscow. Also

known as Yablokov Report.

Zubov, N.N., 1943. Arctic Ice. Moscow, Izd. Glavsevmorputi,

Translated by US Navy Oceanographic Office, Springfield.



www.elsevier.com/locate/jmarsys

Journal of Marine Systems 48 (2004) 159–170
Particle tracking method in the approach for prediction of

oil slick transport in the sea: modelling oil pollution

resulting from river input

K.A. Korotenkoa,b,*, R.M. Mamedovc, A.E. Kontarb, L.A. Korotenkob

aThayer School of Engineering, Dartmouth College, 8000 Cummings Hall, Hanover, NH 03755-8000, USA
bP.P. Shirshov Institute of Oceanology, 36 Nakhimovskiy pr., Moscow 117851, Russia

c Institute Geography of Azerbaijan Academy of Sciences, 31 Javida, Baku 370143, Azerbaijan
Received 2 September 2002; received in revised form 10 July 2003; accepted 5 November 2003

Available online 14 March 2004
Abstract

A 3-D hybrid flow/transport model has been developed to predict the dispersal of oil pollution resulting from river

discharges. The transport module of the model takes predetermined current and turbulent diffusivities and uses Lagrangian

tracking to predict the motion of individual particles (droplets), the sum of which constitutes hypothetical oil spills. Currents

and turbulent diffusivities used in the model have been generated by a numerical ocean circulation model (POM) implemented

for the Caspian Sea. The basic processes affecting the fate of the oil spill are taken into account and parameterised in the

transport model. The process of evaporation is modelled with a new technique based on the pseudo-component approach.

The model is used to simulate a continuous oil release from the Volga river into the coastal waters of the north part of the

Caspian Sea. Oil slick movement and risk of contamination of the coastline by beaching oil spills are illustrated for different wind

conditions.
D 2004 Elsevier B.V. All rights reserved.
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1. Introduction measures 1200 km from north to south and 200–450
The Caspian is the largest inland body of water on

the planet, with a surface area of 384,400 km2, volume

of 78,700 km3, and a coastline nearly 7000 km long. It
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km from east to west. The Sea (Fig. 1) extends zonally

from 46.6j to 54.8jE and meridionally from 36.6j to

47.0jN. Over 60% of the Sea is shallower than 100 m.

There are two relatively deep basins (about 600 and

900m, respectively) in the central and southern parts of

the sea. The shelf zone is very wide, and steep slopes

occur only in the two deep basins. The Caspian Sea is

an enclosed sea with major freshwater input from the

Volga River balanced by evaporation. The dynamics of

the Caspian Sea is dominated by mesoscale signals



Fig. 1. The Caspian Sea bathymetry.
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Table 1

Total oil pollution load to the Caspian Sea

Sources Oil, tons/

year

Rivers 75,000

Municipalities 19,000

Industries 28,000

Atmosphere 350

Total 122,350
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triggered by baroclinic processes and interactions with

the very irregular bathymetry. There is however a wide

variety of processes in the sea, e.g., interactions be-

tween shelf and deep basin circulation, deep basin

ventilation, and ice dynamics.

In the Caspian Sea, salinity varies from zero in the

shallow northern part (in vicinity of the Volga river

discharge zone) to 14 ppt in the southeastern part. In

general, salinity increases with longitude and depth.

Mean temperature has large meridional and seasonal

variations of up to 27 jC in summer to zero in winter.

A relatively shallow seasonal thermocline occurs at
Fig. 2. Processes affecting the oil slick (m
depths of 10–40 m, and is absent in winter. Salinity

and temperature in the bottom layer of the two deep

basins are almost constant and average about 13 ppt,

4 jC and 12 ppt, 6 jC, respectively, for the central and
southern basins. Detailed analysis of physical proper-

ties and dynamics of the Caspian Sea are given in

Korotenko et al. (2002).

The Caspian Sea is fed by numerous rivers, but the

Volga River alone contributes about 82% of the

annual input.

The Caspian is considered to have three sections:

north, middle, and south. The extreme northern end is

relatively shallow (f 5 m average depth) when com-

pared to the southern part (900 m average depth). Oil

production, industry, and transportation have caused

severe air, water, and soil pollution problems in the

Caspian region. The Volga is a major (but not the

only) conduits of pollutants to the Caspian Sea in-

cluding oil pollution. The estimated amount of the

input is given in Table 1. According to these data the

total amount of oil discharged by Caspian rivers

reaches about 75,000 tons/year and, among the rivers,
odified from Daling et al., 1990).



K.A. Korotenko et al. / Journal of Marine Systems 48 (2004) 159–170162
the Volga input is the largest one with 95% of the total

petroleum hydrocarbons input.

Once oil is discharged at the sea surface, it is

transported by the flow and affected by many pro-

cesses such as evaporation, emulsification, dissolu-

tion, photolysis, biodegradation, etc., that depend on

the properties of the oil. Fig. 2 shows the most

important such mechanisms affecting an oil slick in

the marine environment. The accurate simulation of

the fate of oil slicks also requires a good knowledge of

the environmental conditions, e.g., winds, currents,

waves, turbulence, salinity, temperature, and solar

insolation. Surface winds and currents are the most

important factors determining the direction and rate at

which an oil slick moves. The physical, chemical, and

biological reactions, which weather or modify oil as it

drifts and spreads, take place over various time scales

ranging from a few hours to months and even years.

The main aspects of this dynamics have been sum-

marised by Mackay and McAuliffe (1988), Spaulding

(1988), and Korotenko et al. (2001, 2002, 2003).

Practical implementations of different approaches

to oil spill modelling can be found in a large number

of papers (e.g. Lehr et al., 1981; Belen et al., 1981;

Proctor et al., 1994; Varlamov et al., 1998; Cekirge

and Palmer, 2001; Korotenko et al., 2001, 2002,

2003).

This paper is structured as follows: In Section 2,

the structure of the model proposed for modelling
Fig. 3. Schematic of principal ele
oil spills and its implementation for the Caspian

Sea are described. Results of simulations of oil

slick resulting from the Volga river discharge for

different wind conditions are analysed in Section 3.

A short summary is given in Section 4.
2. Oil spill model

The presented model uses the random walk (also

called Monte Carlo) technique to follow the motion

of individual particles (oil droplets), the total amount

of which constitutes the oil spill. Models based on the

random walk concept are significantly more effective

(Hunter, 1987) than the finite-difference models

mainly because they describe exactly the advection,

which is a very important transport process for oil

slicks. The model consists of two main modules:

transport and hydrodynamic. The modules are de-

scribed below.

2.1. Transport model

The basic concept of this approach (Fig. 3) is

similar to that of Proctor et al. (1994), except

that oil is initially divided into fractions in order

to describe the evaporation process with more

accuracy.
ments of the hybrid model.



K.A. Korotenko et al. / Journal of Marine Systems 48 (2004) 159–170 163
The main part of the model is Block 5 where

displacements of each particle are estimated by

(Korotenko, 1994):

ðDxiÞj;k ¼ Vi; j Dtj þ ðgiÞj; k
ði ¼ 1� 3; j ¼ 1; 2; . . . ;Nt; kf ¼ 1; 2; . . . ;Nf ;

f ¼ 1; 2; . . . ; 8Þ ð1Þ

The displacements (Dxi)j,k are defined as the

deterministic part of the motion due to the mean

velocity field, Vi, j and the random displacement,

(gi)j,k due to fluctuations of the velocity and denotes

the displacement of the kth particle moving along the

xi axis at the jth instant of time, Nt is the number of

time steps, Dt is the time step, Nf is the number of

particles in each fraction, and the subscript f denotes

a particle fraction.
Fig. 4. Range of contents for hydrocarbon fractions (left) and the percent

(right) (modified from Yang and Wang, 1977).
The distribution of the number of particles in

fractions (hydrocarbon groups) is initially assigned

and distributed randomly depending on the type of oil.

The total number of the particles launched in the

model usually does not exceed 106; nevertheless, the

behavior of the tracked particles proved to be repre-

sentative of the entire spill, even though each droplet

represents only a small part of the total volume of the

oil. Within each fraction, each droplet is also random-

ly distributed to have its own half-life according to the

empirical exponential laws (Fig. 4, right). In practice,

those distributions are assigned randomly by means of

a random number generator giving uniform numbers

chosen uniformly between 0 and 1, and then they are

transformed into an exponential distribution with a

weight dependent on wind speed and oil temperature.

The ‘long-living’ fractions such as C2, C4, C6, C7, and

C8 are randomly exponentially distributed within a
weight changes of individual fraction of light crude oil versus time
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range corresponding to the rather slow effect of total

degradation. Their half-life for total degradation is

chosen to be 250 h (Proctor et al., 1994).

In addition to the regular movements due to the

mean current, oil droplets experience a random diffu-

sion due to the velocity fluctuations, the distribution

law of which is represented by the term, (gi)j, k, the
latter being, in the general case, a function of time and

space. The type of law for (gi)j, k is determined by the

statistical structure of deviations (fluctuations) of the

velocity from its mean value at each time step Dt.

Since these fluctuations are considered independent,

the law for (gi)j, k is thought to be Gaussian (Monin

and Yaglom, 1965). In this case, the (gi)j,k can be

represented as (gi)j, k= cj,k(2Ki, jDt)
1/2, where cj,k is a

random vector normally distributed with an averaged

value of zero and unit standard deviation; Kj,k repre-

sents the diffusion coefficient along the xi axis at time

tj = t0 + jDt. The random vector, cj,k , is obtained with

the use of the random number generator, Block 4,

giving a homogeneous distribution of random numb-

ers between 0 and 1, with consequent transformation

to the Gaussian law in Block 3. The horizontal and

vertical diffusion coefficients, Kx, j, Ky, j, and Kz, j, as

well as the mean current velocity U j
i are provided by

the flow model, Block 8. In the presented version of

the model, the horizontal diffusion coefficients, Kx, j

and Ky,j, were calculated in POM from Smagorinsky

formula, while the vertical diffusivity, Kz, j, was

obtained from the level 2.5 turbulence model (Mellor

and Yamada, 1982).

In the ‘Oil Spill Data’ block, the location and

configuration of source(s), its (their) regime of release

and production rate, and type of oil and hydrocarbon

groups are collected for subsequent initialization in

Block 1, where initial parameters such as the size of

the investigated area, spatial resolution and time steps

are adjusted to those used in the flow model, Block 8.

In Block 2, the particles’ diameter, d0, is assigned

randomly in the range dmax� dmin. The entrainment

rate, QR(d0), is defined as a function of UA and

Hrms. The critical diameter, dc (Aravamudan et al.,

1982), is given by the expression dc = 9.52v
2/3/(g2/3

(1� U0/U)
1/3). The buoyancy force depends on the

density and size of the droplets and the vertical

velocity, w (Proctor et al., 1994), which can be

estimated as w=(gd2(1�U0/U))/18v for small droplets

dV dc, and as w=((8/3)gd(1�U0/U))
1/2 for large drop-
lets d>dc. Hence, the larger droplet sizes are more

buoyant and tend to remain near the sea surface, while

the smaller droplets are less buoyant and could be

transported downwards due to turbulence. Each parti-

cle, droplet or slicklet k belonging to fraction f is

characterized by its size, density, position Xi, j
k , age,

and its own ‘half-life’, the latter being assigned a priori

when the particle is launched.

The transport model includes the effects of evap-

oration, emulsification, and decomposition, the latter

due to biochemical and physical degradation. Algo-

rithms for these effects are incorporated in Block 6,

and they are parameterized in terms of ‘half-life’ time

filters, which compare current time and the ‘half-life’

time assigned for each particle. Only particles that

occur within the subsurface ‘evaporation layer’ of

thickness, zev (0.1 m), experience evaporative decay,

while particles at all depths in the water column

experience disintegration.

The model takes into account the beaching of oil: If

the oil droplet reaches the coastline, it is marked as

beached. In this case, the droplet is fixed at the point

where it reached the beach; otherwise, the droplet is

reflected back to sea and remains in the computational

process.

Finally, data of coordinates Sj={(X1;X2;X3)j} are

stored in Block 7, the latter being also used for

identification of space cells where each particle is

found at time tj. The particle concentration C(x,y,z,t) in

a cell is defined in Block 9 as the number of particles

found in the cell relative to the volume of the cell. In

this block, the particles remaining in the water col-

umn, at the sea surface, beached, and decayed are

counted separately and inventoried in an updated

summary.

Operationally, the hybrid model is controlled

primarily by ‘‘Oil Spill Model’’ Dialog with a map

of the Caspian Sea shown in Fig. 5. The model is

started with ‘‘Update and Run’’ button, which reads

in bathymetry, predetermined current velocities, and

model and source parameters. A source position is

determined by the mouse pointer location; in doing

so the Lat/Long coordinates and instantaneous depth

will be displayed. The user may choose whether the

spill is bulk or continuous, and specifies the period

of spill in the later case. Once the model is running,

the user may also specify the wind and wave con-

ditions as well as choose which fraction (evaporated,



Fig. 5. Main Dialog of the oil spill model.
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beached, deposited, etc.) must be displayed during

the calculations. It should be noted that once ‘‘Up-

date and Run’’ button is clicked, it runs a separate

graphic window displays real-time motion of drop-

lets. The concentration recalculated from particle

density and oil fraction distributions during the

spilling process are displayed at the map and in

correspondent frames at the upper right corner of

the main Dialog. A special Properties Dialog, which

appears by clicking ‘‘Setup Hydrocarbon Groups’’

button, allows the user to input type and properties

of oil.

2.2. Flow module

A high-resolution circulation model is required to

describe the complex hydrodynamics and thermohy-

drodynamics of coastal waters and provide appro-

priate simulations of the detailed influence of

evaporation, river discharge, and synoptic atmospher-

ic forcing. For this purpose, the sigma-coordinate

(terrain-following) primitive equation Princeton O-

cean Model (POM) (Blumberg and Mellor, 1987)
has been implemented (Block 8) with horizontal and

vertical resolutions of respectively, about 5 ft and 1 m

(for upper layer of the sea). The model is first used to

compute the climatological mean flow, Vi
c. This is

done by forcing the model with monthly averaged

wind stresses. In a second step, wind-driven currents,

Vi
d, are computed using synoptic winds for the winter

and summer seasons. In these runs, the surface stress

is calculated using a wind speed dependent drag

coefficient, CA (CA= 1.1�10� 3 for UA V 6.5 m/s

and CA= 0.61�10� 3 for UA>6.5 m/s). The bottom

stress is calculated with a drag coefficient chosen to

be either dependent on grid size or constant, 0.0025,

in case of a grid with low resolution (Blumberg and

Mellor, 1987). Tidal currents in the Caspian Sea are

negligible.

2.3. Implementation of the model for the Caspian Sea

The Princeton Ocean Model coarse grid area

covers the entire Caspian Sea from 38j40V to

47jN and from 47j to 54jE. The grid size is 1/

12j in both longitudinal and latitudinal directions. It



Table 2

Probability (%) of different wind directions in summer

Wind Wind Direction
speed,

m/s
N NE E SE S SW W NW

0 7.24 0.02 0 0 0 0 0 0

0–5.0 4.28 5.48 3.5 5.44 1.87 1.71 1.75 5.46

5.0–7.5 11.53 8.50 3.45 5.45 2.29 1.48 1.60 11.5

7.5–12.5 4.61 1.81 0.56 1.04 0.31 0.15 0.1 5.7

12.5–17.5 0.81 0.14 0 0.04 0.02 0 0 1.87

17.5–22.5 0.04 0 0 0 0 0 0 0.22
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corresponds to the zonal resolution ranging from

6.09 km at 37jN to 7.50 km at 47jN, and a

meridional resolution of 9.02 km. POM has 21

sigma levels and was initialized with seasonally

averaged climatic temperature and salinity fields.

These seasonal characteristics were used as the
Fig. 6. Wind drift component of the currents under southw
initial background condition for the calculation of

short-term variations due to synoptic winds. Spin-

ning up of the model was performed under steady

southward wind 6 m/s during 3 months. The prob-

ability of occurrence of various wind directions in

summer (Table 2) was used for the simulation of

drift currents and oil spreading from the Volga

riverdischarge. Southeastward, southward, and

southwestward winds are the most prevalent winds

for summer. Examples of surface drift currents

generated by steady southward wind of 6 m/s are

presented in Fig. 6. The circulation is strongest in

the extensive shallow shelf areas, taking the form of

coastal jets. This effect was also noted numerically

(Korotenko and Mamedov, 2001; Korotenko et al.,

2001, 2002). The jet-like structure of the surface

currents appears along both the western and eastern

boundaries. Under non-stationary wind forcing,
ard wind at the sea surface (a) and at 2 m depth (b).
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strong changes in the upper layer circulation occur

within a few days in numerical simulations, as has

also been noted numerically by Badalov and Rzhe-

plinsky (1989).

In the model, the Volga river fresh water input is

divided into five passages to simulate fresh water

plume and current velocity more realistically. The

passages are treated as individual sources of fresh-

water which are implemented in the model’s conti-

nuity equations (see Kourafalou et al., 1996). The

velocity field presented in Fig. 6 shows the strong

influence of this river discharge in the north part of

the Caspian Sea.
3. Simulation of oil slick from the Volga river

discharge

Before simulating the transport of oil slicks, a

number of initial parameters had to be specified.

The oil (Gunashly type) was specified by density

qoil = 872 kg/m3, droplet diameters, dmin = 60 Am
and dmax = 600 Am, the evaporation times, and ‘half-
Fig. 7. Time series of the concentration of oil discharged by the Volga River

release.
life times’ Tev1 = 20 h, Tev3 = 30 h, and Tev5 = 10 h for

the fractions C5, C1, and C3, respectively. For the

‘long-living’ fraction, C2, C 4, C6 C 7, and C8, as

mentioned above Tev4 = 250 h. A percentage ratio

between C-fractions, which a priori was set initially

during a distribution of droplets between fractions

for the light crude oil, was the following: C1, C2,

and C8 = 15%; C3 and C4 = 20%; C5 = 5%; C6 = 3%;

and C7 = 7%. These ratios mean that about 40% of

oil is predicted to evaporate within the few first

days.

Since the transport model was designed in a

z-level coordinate system, the simulated velocity

and diffusivity data from POM were converted from

sigma levels to z-levels, and linear interpolation

between the two types of levels was implemented.

The transport model had 400 vertical levels; the

vertical resolution, Dz, was 0.1 m. The transport

and flow models share the same horizontal resolution.

Time steps for flow model were 6 and 180 s

corresponding to the external and internal modes of

POM, respectively, and 1800 and 180 s in simulations

of droplet transport.
for southward wind, 6.0 m/s: in 5 days (left), in 10 days (right) after



Fig. 8. The same as Fig. 7 but in 20 days (left), in 30 days (right) after release.
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As was mentioned above, the total amount of oil

discharged by Caspian rivers is equal approximately

75,000 tons/year (see Table 1). Among the all rivers
Fig. 9. Surface concentration of oil dispersed under different wind
the contribution of hydrocarbons from the Volga is

equal approximately to 95% of the total petroleum

input. This gives the value of 8.13 tons/h, which was
s: southeastward (left) and eastward (right) winds of 6 m/s.



Fig. 10. Surface concentration of oil dispersed under different winds: southwestward (left) and southward (right) winds of 6 m/s.

K.A. Korotenko et al. / Journal of Marine Systems 48 (2004) 159–170 169
used in numerical experiments, doing so this amount

was distributed between the five passages in order to

specify five-mouth river runoff. In each experiment,

the calculations cover a 30-day period and carried out

under different winds with the aim of assessing the

probability of the cross-boundary transport, i.e., trans-

port of oil pollution across borders of FSU1 countries.

Results are presented in Figs. 7–10. Figs. 7 and

8 depict the successive phases of the oil spill moving

under climatic mean current and southward wind 6 m/

s in the 30-day release scenario. Under this wind

condition, oil mostly remains in the Russian zone

and some part, about 25%, of the oil pollution

penetrates into the Kazakhstan zone. As is seen in

Fig. 9, southeastward and particularly eastward direc-

tions of wind are predicted to be the most unfavour-

able for the internal waters and coast of Kazakhstan.

In the case of eastward winds, the minimal time taken

for the oil slick to beach oil is predicted to be about 15

days. Southward and particularly southwestward

directions of wind are the most unfavourable for the

Russian coast.
1 FSU is Former Soviet Union.
Fig. 11 summarizes the computed oil fate as a time

history of oil emitted, oil evaporated, oil dispersed

below the surface, oil beached, and oil deposited at

the bottom for the experiments with the southeast-

ward wind of 6 m/s. Fig. 11 shows an intensive

depositing and beaching of oil accompanied the slick

moving along the shallow zone with a depth of about

5 m. As is also seen, evaporation leads to significant

mass loss for the chosen type of crude oil, i.e., more

than 40%.
Fig. 11. Time series of oil mass components for the experiment

under southwestward wind of 10 m/s.
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4. Summary

As with most of oil spill transport models, the

model presented in this paper is divided into three

major modules: input, trajectory and fate prediction

algorithms, and output; the latter, in turn, is subdi-

vided into the oil data output and environmental data

output. The oil spill prediction procedure is split into

two parts: (1) the computation of the current field by

means of the Princeton Ocean Model (POM) and

input of the mean currents together with winds to

the oil spill transport model; and (2) the oil spill model

which uses a random walk particle-tracking method,

together with the mean current from Eq. (1), to predict

the three-dimensional movements and fate of oil

droplets. Among the processes affecting the fate of

oil, advection, turbulent diffusion, evaporation, and

decay are included; the decay is modelled as the

combined effect of all the biochemical and physical

mechanisms that decompose oil. The combination of

incident-specific environmental data and spilled oil

characteristics allows conducting diagnostic and prog-

nostic simulations of behaviour of the oil slick in the

marine environment.

The transport model has been implemented for the

Caspian Sea to predict oil slick movement and the

area covered by the oil; also, risks coastline contam-

ination by the beaching of offshore oil spills were

illustrated. Numerical experiments with 30-day sce-

narios of the possible oil input resulting from Volga

river discharge show the potential threat caused by

beaching and cross-boundary transport of the oil

pollution in the northern part of the Caspian Sea.
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Abstract

Radioactive tracer experiments were used by HAECON NV to give insight into the transport of the dredged material in

Belgian coastal waters. The experiments showed that material dumped less than 25 km from the coast recirculated rapidly to the

coast, while material dumped further from the coast disappeared from the Belgian Continental Shelf. The degree of recirculation

was however not well determined, due to large uncertainties in the experiments. A vertically integrated sediment transport

model is therefore used to simulate the dispersion of dredged material in the Belgian coastal waters. The model is a semi-

Lagrangian model, based on the Second Moment Method. The bottom stress is calculated under the influence of prevailing

currents and waves. Although many uncertainties still remain in the modelling of sediment transport, this simple sediment

transport model gives satisfying results in simulating the tracer experiments. By a careful interpretation of the experimental and

model results, new insight is obtained about the existence of the turbidity maximum in the Belgian coastal waters.
D 2004 Elsevier B.V. All rights reserved.
Keywords: Radioactive tracers; Sediment transport; Mathematical models; Cohesive sediments; Dredging; Turbidity; North Sea; Southern

Bight; Belgian Continental Shelf
1. Introduction

The silting up of the Belgian sea harbours (Zee-

brugge, Oostende, Nieuwpoort, Blankenberge) and

of the fair channels towards these sea harbours and

towards the Westerschelde, is significant. Around 10

million tons of dry material is dredged each year to

maintain and to deepen the fair channels and the
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(D. Van den Eynde).
harbours. Most of this material is dumped back into

sea (Malherbe, 1991). The selection of dumping sites

with a high efficiency, i.e. the ratio between the mass

of the material that stays at the dumping site and the

mass of the material which was dumped there, is

essential. First of all, there is an economical interest:

one has to avoid as much as possible that the

dumped material returns to the place where it was

dredged originally. Further, it is ecologically impor-

tant that the chemical and biological effects, which

are related to the dumping activities, stay as localised

as possible.
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Monitoring of the volumetric and granulometric

changes of the dumping sites showed that most of the

fine-grained sediments are washed out, while only the

sand remains. The efficiency of the dumping sites was

estimated at between 25% and 0% (Ministerie van

Volksgezondheid en Leefmilieu-BMM and Adminis-

tratie Infrastructuur en Zeewezen – AWK, 1993).

Commissioned by the Flemish government, Afde-

ling Waterwegen en Zeewezen, a series of tracer

experiments with long-life radioisotopes were carried

out by HAECON NV, to study the dispersion of the

dumped material (HAECON NV, 1993a,b, 1995).

These experiments illustrated the complexity of the

problem and gave some first impressions on the

behaviour of the mud at the Belgian coast. The

experiments suggested that the mud offshore of the

Belgian coast is trapped in a so-called ‘‘turbidity

maximum’’, from which it cannot escape. This tur-

bidity maximum area is well known, but the reason
Fig. 1. Bathymetry of the Southern Bight of the No
for its existence in this very dynamic environment is

still poorly understood.

Since the results of the tracer experiments are not

straightforward to interpret, it is necessary to adopt a

more integrated approach and to combine the meas-

urements of the sediment transport with results

obtained using mathematical models. Therefore, nu-

merical models were applied in parallel to study the

dispersion of the dredged material.

In the present paper, some results of these numerical

models are presented. In a first section, the hydrody-

namics and the sedimentology of the Belgian Conti-

nental Shelf (BCS) are presented. The numerical

models are briefly introduced in the next section. In

the main section of the paper, the simulation of the

tracer experiments with the numerical models is dis-

cussed. The original results of the tracer experiments

are presented first. Next, the model results are dis-

cussed. It will be shown that by a careful interpretation
rth Sea and of the Belgian Continental Shelf.
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of both experiments and model results valuable infor-

mation can be gathered on the behaviour of the dumped

matter. Some conclusions are formulated in the last

section.
2. Hydrodynamics and sedimentology of the BCS

The bathymetry of the BCS is shallow and irregular.

The water depth varies between 3 and about 40 m,

while the fair channels are dredged to about 15m below

mean sea level. The area of interest and the bathymetry

of the modelled area are presented in Fig. 1.

The hydrodynamics of the Belgian coastal waters is

mainly determined by the tides, by the prevailing wind

and by wave activity. The tides are semi-diurnal and

slightly asymmetrical. The mean tidal range at Zee-

brugge is 4.3 m at spring tide and 2.8 m at neap tide.

The tidal current ellipses are elongated in the coastal

zone and become more elliptical further out of the
Fig. 2. Current ellipses on the Belgian Continental Shelf, calculated with

and for mean tide.
coast (Fig. 2). The current velocities can be more than

1 m/s at spring tide. The water column in the area is

well mixed during the entire year (De Ruijter et al.,

1987). There is no stratification due to salinity or

temperature gradients. The outflow (inflow) of the

Westerschelde has a mean of 50,000 m3/s during ebb

(flood). The freshwater outflow is low and is governed

by rainfall. It fluctuates between 20 m3/s during

summer and 400 m3/s during winter with a long-term

(1949–1997) annual mean of 107 m3/s. The winds and

consequently also the waves are mainly from the

southwest or from the northeast. The winds are for

almost 90% of the time below 5 Bft, while the

significant wave height at Westhinder is for 87% of

the time below 2.0 m. The residual transport of the

water masses is mainly to the northeast.

The surface sediments on the BCS mainly consist

of medium size sand to fine sand (Ceuleneer and

Lauwaert, 1987). Further from the coast, at water

depths greater than 12 m, medium size sand is found
the two-dimensional hydrodynamic model MU-BCZ, for tides only
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with a median grain size up to more than 400 Am.

Nearer to the coast and east from Oostende, more

fine sand is found with a median grain size lower

than 200 Am. A map indicating the median grain size

in the area of interest is presented in Fig. 3. The map

was prepared by distance-weighted averaging of

more than 2200 grain-size distributions. In the eastern

part, near the coast, large mud fields are found (Fig.

4), whereby mud is defined as cohesive material with

a grain size smaller than 63 Am. These mud fields are

partly correlated with the high-turbidity zone between

Oostende and Zeebrugge and in the mouth of the

Westerschelde.

Since the area where the dredging is carried out (the

fair channels and the sea harbours, mainly Zeebrugge)

is also the area where the mud fields occur, a very

significant part of the dredgedmaterial consists of mud.

Measurements with a Hopper Well Densimeter have

shown that the amount of mud in the dredging vessels

can be very high. More than 90% of the material

dredged in the harbour of Zeebrugge consists of mud

(Tijdelijke Vereniging Noordzee en Kust, 1998).
Fig. 3. Map of median grain s
3. Description of the numerical models

3.1. Introduction

Since the Belgian coastal waters are well mixed

during the entire year (De Ruijter et al., 1987), a two-

dimensional vertical integrated model was used for

the current application.

In a first section, a short description is given of the

hydrodynamic model, which is used for the calcula-

tion of the water levels and the currents in the area of

interest. The wave model is discussed in Section 3.3,

while the sediment transport model is briefly pre-

sented in Section 3.4.

3.2. The hydrodynamic model

The two-dimensional hydrodynamic model MU-

BCZ calculates the depth-integrated current and the

elevation of the free surface with respect to mean sea

level under the influence of the tides and meteoro-

logical effects. The model solves the classical shal-
ize of sand on the BCS.



Fig. 4. Map of percentage of mud at the bottom on the BCS.
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low-water equations and an equation for the conser-

vation of mass in a system of Cartesian co-ordinates.

The bottom and surface stresses are computed using

conventional quadratic friction laws. The wind fric-

tion coefficient is calculated following Smith and

Banke (1975). The equations are solved using an

explicit finite difference method on a staggered Ara-

kawa-C grid. More information on the model equa-

tions and on the numerical scheme can be found in

Adam (1979).

The hydrodynamic model is implemented on a

geographical grid, covering the Belgian coastal area

and the Flemish Banks, from 2j5VE to 3j35VE and

from 51jN to 51j37V55UN. The model grid has

135� 91 elevation points and has a resolution of

25� 40U (approximately 772� 772 m). Since most

sandbanks are some kilometres long and have a width

of more than a kilometre, this resolution should be

sufficient to model the dispersion of mud on the

BCS, although some finer structures could be missed.

A presentation of the model bathymetry is given in
Fig. 1. At the open sea boundaries, the MU-BCZ

model is forced by the water elevations calculated by

a larger hydrodynamic model, the MU-STORM mod-

el, which calculates the hydrodynamic environment

in the North Sea and the Channel. This model is

basically the same model as the MU-BCZ model, but

is implemented on three coupled grids: a coarse grid

with a resolution of 20� 20V (approximately 22� 37

km) for the central North Sea, a coarse grid with the

same resolution for the eastern Channel and a fine

grid (4V� 6V40U or 7.7� 7.4 km) for the Southern

Bight of the North Sea. Four semi-diurnal tidal

components (M2, S2, N2, K2) and four diurnal tidal

components (O1, K1, P1, Q1) are used to force the

tidal elevation on the open boundaries. At the out-

flow of the Westerschelde, the MU-BCZ model is

coupled with a one-dimensional model for the estuary

and its main tributaries (Mouchet and Ronday, 1992).

Realistic wind and atmospheric pressure fields, pro-

vided by the United Kingdom Meteorological Office,

Bracknell, were used to force the model.
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The hydrodynamic model has been validated (Van

den Eynde, 1997) using OSCR current measurements,

which were collected by Proudman Oceanographic

Laboratory at the Middelkerke Bank (CSTAB Group,

1996). The surface currents, measured by the OSCR

HF radar, were compared with the modelled surface

currents. These were calculated from the depth-aver-

aged currents of the 2D hydrodynamic model, by

applying a logarithmic profile over the water depth.

The Root-Mean-Square-Errors (RMSE) on the major

axis and on the minor axis of the M2 tidal ellipses

were 0.057 and 0.034 m/s, respectively. The

corresponding Scatter Indices (SI), which are defined

as the RMSE divided by the mean of the observations,

were 9% and 20%. The RMSE on the residuals (Z0-

component) was 0.042 m/s. In addition, tidal elevation

and current measurements, carried out by the Man-

agement Unit of the North Sea Mathematical Models

over a period of 8 years and in different stations on the

BCS, were used to validate the model results. This

gave a RMSE on the M2 tidal elevation of 0.09 m and
Fig. 5. Eulerian residual transport velocities for the year 1999 (tid
a RMSE on the major axis of the M2 tidal ellipses of

0.13 m/s.

The Eulerian residual transport velocity
!
Ures [m/s]

was calculated for the year 1999 (see Fig. 5) using the

following expression:

!
Ures ¼

Xn
i¼1

hi
!
uci

Xn
i¼1

hi

: ð1Þ

where
!
uci is the velocity vector [m/s] at time i, hi the

total water depth [m] at time i and n the number of

current vectors, used to calculate the residual water

transport.

3.3. The wave model

For the calculation of the wave environment in the

Belgian coastal area, the MU-WAVE model (Van den

Eynde, 1992) is used. The core of the model is
e and wind forcing) as calculated with the MU-BCZ model.
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formed by the HYPAS wave model (Günther and

Rosenthal, 1985), a second-generation wave model.

It is a hybrid model, which combines the indepen-

dent calculation of swell energy for each frequency

and direction through a ray technique, with a para-

metrical wind sea model, using the JONSWAP para-

meters and the mean wind sea direction as prognostic

variables.

For the present application, the model is imple-

mented on two nested stereographical grids. The

North Sea grid has a resolution of 50� 50 km, while

for the Southern Bight of the North Sea a grid with a

higher resolution of 5� 5 km is used. The calculated

wave parameters are interpolated to the MU-BCZ

model grid.

The MU-WAVE model has been tested extensively

and is used in operational mode for the prediction of

the waves on the BCS. Results of the first validation

were presented in Van den Eynde (1992). The RMSE

of the significant wave height on the BCS was 0.35 m,

which gives a SI of 31.8%. During later validations of

the MU-WAVE model, the results were compared

with ERS-1 data, with buoy data and with results of

the third-generation wave model WAM (Ovidio et al.,

1994). For the Southern North Sea, a SI of 27% was

found for the significant wave height results. Taking

into account the uncertainty in the wind fields, these

results are very satisfactory.

3.4. Sediment transport model

The sediment transport model MU-STM is a two-

dimensional model, which solves the advection–dif-

fusion equation, describing the transport of the mate-

rial in suspension through the model grid:

BðhCÞ
Bt

þ BðhuCÞ
Bx

þ BðhmCÞ
By

¼ B

Bx
hK1

BC

Bx

� �
þ B

By
hK2

BC

By

� �
þ E � D ð2Þ

where C is the depth-averaged suspended particulate

matter (SPM) concentration [kg/m3], h is the water

depth [m], u and v are the depth-averaged velocity

components [m/s], K1 and K2 are the diffusion coef-

ficients [m2/s], E and D the erosion and deposition

rates [kg/m2/s]. The model is a semi-Lagrangian
model and uses the Second Moment Method (Egan

and Mahoney, 1972; Pedersen and Prahm, 1974; de

Kok, 1994) for the advection of the material in

suspension. In this method, all material in each grid

cell is represented by one ‘‘rectangular mass’’, with

sides parallel to the model grid, characterised by its

zeroth moment (the total mass), its first mass moments

(the mass centre) and its second mass moments (the

size of the rectangle). The great advantage of this

semi-Lagrangian method is that it introduces less

numerical diffusion than classical Eulerian methods.

Fronts and long thin distributions therefore can be

better represented using this method. The method has

already been used with success to model the disper-

sion of dumped material in the Dutch coastal zone (de

Kok, 1994). The horizontal diffusion in the model is

calculated following a Fickian law (Johnson et al.,

1988). The model can account for different sediment

classes and calculates for each of them the advection

and diffusion of the material in suspension under the

influence of the tidal currents and of the currents

generated by the waves (Stokes drift).

Since the dispersion of cohesive sediments is a

complex phenomenon, for which not all essential

relations and processes are yet well understood or

known (e.g. O’Connor, 1984; ECOPS Coastal Zone

Steering Group, 1993), the model uses simple em-

pirical relations to calculate the bottom stress and

the erosion and sedimentation of the material. The

bottom stress is calculated under the combined

effect of currents and waves with an adapted for-

mulation of the Bijker’s formulae of 1966 (Koutitas,

1988):

sb ¼ sc 1þ 0:5
cffiffiffi
2

p
g

ffiffiffi
f

p
w

ub

uc

� �2
" #

ð3Þ

where sc is the bottom stress due to currents [Pa], g

the acceleration due to gravity [m/s2], ub the orbital

wave velocity [m/s], uc the depth-averaged current

velocity [m/s], fw the wave friction factor and c,

originally, an empirical constant. The following

relation has been used in order to calculate c (Van

den Eynde and Ozer, 1993):

c ¼ 77:5þ 14:18 min
uc

ub
; 0:67

� �
ð4Þ
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The rate of erosion E is modelled according to

Partheniades (1962), which uses a linear relation

between the excess shear stress and the rate of

erosion:

E ¼ Mðsb � sceÞ=sce sb > sce ð5Þ

where M is the erosion constant [kg/m2/s] and sce the
critical shear stress for erosion [Pa]. In the formula,

the rate of erosion is independent of the sediment

concentration in the eroding current. The sand–mud

interactions, including a consolidation model, are

omitted because they only complicate the erosion

formula. At the present time, it is not clear that using

a more complex parameterisation for the erosion will

improve the model results.

The equation of Krone (1962) is used for calculat-

ing deposition. In this formula, the probability that

mud particles will attach to the bottom varies linearly

between 0 and 1 if the bottom stress reduces from a
Fig. 6. Location of the stations Westhinder and Wandelaar and of the in

(1993a,b, 1995).
critical value to zero. The deposition rate D then is

written as:

D ¼ wsCðscd � sbÞ=scd sb < scd ð6Þ

with ws the fall velocity [m/s] and scd the critical shear
stress for deposition [Pa]. This equation essentially

represents the rate of deposition in the case of low

suspended sediment concentration. More complicated

laws for deposition exist, but their use in tidal con-

ditions does not significantly improve the results

when compared to the Krone formula (Teisson, 1994).
4. Simulation of the tracer experiments

4.1. General information on the tracer experiments

Six radioactive tracer experiments were executed

by HAECON NV (1993a,b, 1995) to investigate the
itial positions of the radioactive tracers dumped by HAECON NV



Table 1

Place and time of tracer experiments carried out by HAECON NV

(1993a,b, 1995)

Exp. Place Longitude

k
Latitude

u
Time

(GMT)

sx1a B/2 3j08V30U 51j26V00U 22/04/92 16h12

sx1b B/6 3j16V00U 51j22V30U 22/04/92 17h24

sx2a Noordflank

Akkaert

3j00V35U 51j29V05U 18/01/93 15h00

sx2b Ebschaar B/1

and B/2

3j06V03U 51j27V51U 18/01/93 16h18

sx3a Negenvaam 2j44V30U 51j20V57U 29/09/93 10h12

sx3b Noordflank

Thornton

2j59V08U 51j34V01U 29/09/93 13h36
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recirculation of the dumped material in the Belgian

coastal zone. The place of the experiments and the

time of the dumping of the radioactive tracer are given

in Table 1. The positions of the six sites are indicated

in Fig. 6. Note that five sites are within a range of
Fig. 7. Tide-averaged distribution of mud per m2 for the sx1a experiment, 1

dumping site is indicated by the white circle.
about 20 km off the coast, while one site (sx3b) is

about 30 km from the coast.

For each experiment, about 4 kg of mud was

injected with Hafnium (Hf) or Terbium (Tb) and

was dumped at the selected sites. After the dumping

of the radioactive mud, bottom samples were taken at

different stations over a period of several months to

trace the dispersion of the dumped material. The

results of the analysed bottom samples were used to

prepare time series of radioactivity in different sample

stations, to draw maps of radioactivity and to calculate

activity balances, which give an indication of the

percentage of the material that is found again.

The main findings of these experiments can be

summarised as follows. The material dumped at the

five stations within about 20 km of the coast recircu-

lated rapidly to the coast. In some cases, radioactive

material was found in the harbours after only 2 or 3

days. The mud dispersed over the entire Belgian coast
3 days after the dumping, as calculated with MU-STM. The original
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and migrated into the Westerschelde. During storm

periods, the material could disappear for a period, but

after time, it was found back at the coast. The radio-

active mud dumped at site sx3b however did not flow

to the coast. During the entire sampling period, almost

no tracer was detected on the BCS. Malherbe (1991)

concluded that the experiments demonstrate the exis-

tence of the turbidity maximum area, near the coast.

Furthermore, it was suggested that the mud in the

Belgian coastal waters was trapped in a ‘‘closed

system’’, from which the mud can almost not escape.

4.2. Model simulations

To better understand and interpret the tracer experi-

ments, the numerical models were used, simulating

the dispersion of mud during the same period of the

experiments. Since the sediment transport model is

unable to model the radioactivity directly or to model

the mixing of the radioactive material with the other

sediments, only a qualitative comparison between the
Fig. 8. Tide-averaged distribution of mud per m2 for the sx1b experiment, 1

dumping site is indicated by the white circle.
model simulations and the tracer experiment results

will be possible. On the other hand, one has to realise

that the tracer experiments themselves only give

qualitative results, since the calculation of the activity

balances is subject to large uncertainties and indicates

that only a small amount of radioactive material is

traced back.

Since most of the dumped material is mud, since

mainly the mud is washed away from the dumping

sites and since only mud is used in the tracer experi-

ments, the simulations are performed for mud only.

For each of the tracer experiments, the dumping of

5500 tons of mud is simulated. The material is

dumped on an area of 250� 250 m. Ninety percent

of the dumped material is put at the bottom, while

10% is supposed to stay in suspension (Johnson et al.,

1988). It is assumed that no other sediments are

present at the bottom and that no mud enters the

model grid through the boundaries.

The results of the simulations are largely influ-

enced by the choice of the parameters which are used
3 days after the dumping, as calculated with MU-STM. The original
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to calculate the erosion and deposition of the sedi-

ments. Unfortunately, these parameters can vary over

several orders of magnitude, depending on many

different factors (e.g. Berlamont et al., 1993). Conse-

quently, also the values used in the sediment transport

models, cited in literature, differ over a large range.

The parameters used in these simulations were

selected after a literature study and some sensitivity

tests, whose description falls out of the scope of this

paper. From these tests, it appeared that the results of

the model are highly sensitive to the chosen parameter

values. It is therefore clear that the model parameters

were chosen in such a way to model well the behav-

iour of the mud.

The critical stresses for erosion and for deposition

are both set to 0.5 Pa, while the erosion constant is

taken as 0.12 g/m2 s. For the fall velocity, the rather

high value of 0.01 m/s is used. This value is used to

account for the rapid decrease of suspended matter

observed, e.g. in measurements with a digital multi-
Fig. 9. Distribution of mud per m2 for the sx1a experiment at 21/05/1992 1

original dumping site is indicated by the white circle.
spectral airplane scanner (Fransaer, 1994). In addition,

calibration of the sediment transport parameters, using

measurements executed by Rijkswaterstaat (1993)

offshore of Zeebrugge, showed high fall velocities.

The constant horizontal diffusion coefficient was set

to 10 m2/s.

In all figures representing model results, the

amount of the material per m2 is presented. This

amount includes the material at the bottom and the

material in the water column. In (Figs. 7, 8, 11–13),

tide-averaged values are shown.

4.3. Results

4.3.1. Tracer experiments sx1a and sx1b

After the dumping of the radioactive material on

the sites sx1a (at dumping site B/2) and sx1b (at

dumping site B/6) on April 22nd 1992, the meteoro-

logical conditions were relatively calm. During the

first 3 weeks after the dumping, the wind speed was
6h12, 29 days after the dumping, as calculated with MU-STM. The



Table 2

Amount of the material still on the model grid after 14 days of

simulation with the sediment transport model MU-STM

Exp. Place Amount on

the grid (%)

sx1a B/2 70.3

sx1b B/6 93.0

sx2a Noordflank Akkaert 61.0

sx2b Ebschaar B/1 and B/2 14.5

sx3a Negenvaam 95.6

sx3b Noordflank Thornton 0.1
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limited to maximum 12.5 m/s and the wind was

blowing in northeastern to southeastern direction.

The wave heights at dumping site B/1 were less than

1.5 m. The two following months the wind speeds

dropped to less than 10 m/s, while the wind was

mainly in western to southwestern direction.

Six days after the start, a first measuring campaign

was carried out. Five stations were sampled, all of

them near the coast or in the harbours. Both for the
Fig. 10. Measured radioactivity for experiment sx2a in the bottom samples

(1993b).
material dumped at B/2 (sx1a) and for the material

dumped at B/6 (sx1b), radioactivity was detected in all

samples from the harbour of Oostende to the harbour

of Breskens indicating a fast transport to the coast. In

the model results, the material dumped at the B/2

dumping site (sx1a) has not reached the coast after 1

week of simulation. Thirteen days after the dumping,

the model results show that mud can be found near the

coast between Oostende and Breskens (Fig. 7). The

material dumped at B/6 stays near the coast and is

dispersed over the area from Oostende to the West-

erschelde as well (Fig. 8). Both measurements and

model results therefore indicate that the mud recircu-

lates to the coast and is dispersed over an area from

Oostende to the Westerschelde, although the recircu-

lation and the spreading over the entire Belgian

coastal waters seems faster in the experiments.

The second measuring campaign was carried out

20 to 22 days after the start of the experiment. While

in the model results the material is dispersed over a
, 10 days after the dumping. Experiment executed by HAECON NV
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large area, some samples taken in open sea seem to

indicate that the mud stays nearer to the coast.

During the following months, radioactive mud was

found regularly in some bottom samples. The model

simulations show that a significant fraction of the mud

patch stays at the BCS. After 69 days, some 40% of the

material, dumped at B/2 dumping site (sx1a) stayed on

the model grid, while some 60% of the material

dumped at B/6 (sx1b) is found on the BCS. This mud

is mobile and will be displaced under the influence of

the prevailing meteorological conditions. During a

period with southerly winds the patch will be trans-

ported to the north, to the Netherlands, while during

periods with northerly winds, the fine-grained sedi-

ments will be displaced to the south. When the mete-

orological conditions remain quiet for a sufficiently

long period, the material returns back to the coast and a

tendency for the formation of a turbidity maximum

located between Oostende and Zeebrugge and in the

mouth of the Westerschelde is clear (e.g. Fig. 9).
Fig. 11. Tide-averaged distribution of mud per m2 for the sx2a experiment, 1

dumping site is indicated by the white circle.
4.3.2. Tracer experiments sx2a and sx2b

The second series of tracer experiments started on

January 18th 1993. The first week after the dumping

of the radioactive material at sites sx2a (at the Noord-

flank Akkaert) and sx2b (at the Ebschaar B/1 and B/

2), the weather conditions were rough. Wind speeds

up to almost 20 m/s and wave heights up to 2.5 m

were observed offshore of Zeebrugge on January 24th

and 25th. Both wind and waves were directed to the

north to northeast.

In the first 14 days after the start of the experiment,

only a very limited number of bottom samples was

taken, due to the rough weather conditions. In the few

bottom samples, taken during the first week, some

radioactivity could be detected in the sea harbours.

After the storm, much less radioactive matter is found

in the bottom samples. Certainly for the dumping at

the ‘Ebschaar B/1 and B/2’ (sx2b), the material seems

to have disappeared from the BCS. The calculated

tracer activity balances show that only a very limited
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0 days after the dumping, as calculated with MU-STM. The original
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amount of radioactive material is found again after the

storm. During different later campaigns material has

been detected in the open sea and in the Ooster-

schelde. Remark that, although the site sx2a is further

located from the coast than the site sx2b, more

material is detected in the bottom samples that orig-

inated from the former station.

The model results indicate that the dumped mate-

rial is transported mainly in the direction of the wind

and wave fields. A considerable amount of the mud

(especially for the material dumped at site sx2b)

leaves the model area towards the Netherlands and

the Oosterschelde. A certain fraction enters the West-

erschelde. As shown in Van den Eynde (1996), the

residual currents and transports are strongly influ-

enced by the meteorological conditions. Therefore, it

is reasonable to assume that the mud will be trans-

ported mainly in the direction of the strong wind

fields and that only a small fraction of the mud will

be transported, due to strong diffusion, towards the
Fig. 12. Tide-averaged distribution of mud per m2 for the sx3a experiment,

dumping site is indicated by the white circle.
coast. This agrees with the fact that material is only

detected again at a much later date, that only a very

limited amount of material is found after the storm

and that material is found in open sea and in the

Oosterschelde. Remark that, as in the measurements,

the material dumped at the sx2b site, disappears

faster from the BCS than the material dumped at

the sx2a site. While still 61% of the material dumped

at sx2a is still on the model grid after 14 days of

simulation, only 15% of the sx2b mud was left

behind (see Table 2).

In Figs. 10 and 11, the measurements and the model

results are presented 10 days after the dumping of the

radioactive material at site sx2a. In the tracer experi-

ments, no material is detected in the bottom samples,

except east of Zeebrugge and in Blankenberge, in

Breskens and in the station Wandelaar (Fig. 6) in open

sea. In the model results, the material is dispersed over

a larger area, but the core of the material in suspension

is located near station Wandelaar.
13 days after the dumping, as calculated with MU-STM. The original
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4.3.3. Tracer experiments sx3a and sx3b

On September 29th 1993, two more tracer experi-

ments were started, with dumpings of radioactive

tracer at the Negenvaam (sx3a) and at the Noordflank

Thornton (sx3b), some 30 km from the coast. From the

start of the experiment at the end of September 1993 to

the beginning of November 1993, calm weather con-

ditions prevailed. After a storm around November

15th, with the wind blowing to the southeast, the

weather conditions improved again. After November

28th, the wind turned, blowing to the north to north-

east, and increased in speed, with peaks of more than

20 m/s on December 9th and December 18th.

In contrast with the results of the previous tracer

experiments, the radioactive material dumped at the

two sites behaved very differently in this case. The

material dumped at the Negenvaam (sx3a) recirculates

to the coast rapidly. Radioactive material is detected in

coastal stations already 3 days after the dumping.

During the following months, tracer can still be found

D. Van den Eynde / Journal of
Fig. 13. Tide-averaged distribution of mud per m2 for the sx3b experiment,

dumping site is indicated by the black circle.
in coastal stations, until measuring campaign 10, which

was carried out in the beginning of December. After

this campaign, only a limited amount of material was

detected anymore, until the end of the measuring

campaigns in April 1994. The material dumped at the

Noordflank Thornton (sx3b) however has never been

detected in the area. Only in the Westerschelde, some

very low values of radioactivity were sometimes found.

These main characteristics are well reproduced in

the model. This is illustrated in Figs. 12 and 13 where

for both simulations, the tidally averaged amount of

mud per m2 is presented 14 days after the dumping.

While for the material dumped at the Negenvaam

(sx3a) still almost 96% of the dumped material is

located on the model grid, more than 99% of the

material dumped at Noordflank Thornton (sx3b) dis-

appeared (Table 2).

Also in this simulation, it is shown that the

remaining mud is very mobile and will be displaced

under the influence of the prevailing meteorological
13 days after the dumping, as calculated with MU-STM. The original
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conditions. Until the end of November 1993, 65% of

the material dumped at the Negenvaam (sx3a) stays

on the model grid. The storms with strong winds

blowing to the north in the course of December, forces

all material to the North, where it disappears from the

model grid. This explains why no tracer is detected

anymore after this period.

4.4. The turbidity maximum area

The simulations show that mud at the BCS is

mobile and that it will be displaced under the influ-

ence of the prevailing meteorological conditions.

However, when the meteorological conditions remain

calm for a sufficiently long period, the material seems

to return to the coast and tends to form a turbidity

maximum located between Oostende and Zeebrugge

and in the mouth of the Westerschelde (e.g. Fig. 9).

The presence of such a turbidity maximum in the area

is well known and is also observed in satellite images

(e.g. Fig. 14 from Ruddick et al., 1998).

The main reason for the existence of a turbidity

maximum in this highly energetic hydrodynamic
Fig. 14. Sub-surface irradiance reflectance for AVHRR channel 1 from N
environment is still under debate. Different explana-

tions have been proposed. Bastin (1973) attributed the

high turbidity zone to convergent tidal currents, while

Gullentops et al. (1976) suggested that the residual

circulation system consists of a gyre, as an effect of

the lateral pumping of the estuary of the Wester-

schelde. Nihoul and Runfola (1981) were able to

simulate this gyre using hydrodynamic models. In

the results, obtained with the hydrodynamic model

presented in this paper, such a large gyre is not found

in the calculated residual transports.

Other researchers stress the importance of the

suspended matter supply through the Strait of Dover

and from cliff and sea bed erosion along the east coast

of the UK (e.g. Eisma, 1981). Recent research indicate

that the flux of suspended particulate matter from the

south to the BCS seems to be two or three times larger

than was initially thought (Velegrakis et al., 1997). In

addition, the seafloor erosion on the Flemish Banks

(Gossé, 1977; Eisma, 1981; Van Alphen, 1990) and

the erosion of tertiary clay layers (Gullentops et al.,

1976; Malherbe, 1991) are mentioned as a source of

suspended particulate matter on the BCS and as the
OAA-14 taken on 11/7/1997 at 13h24 (from Ruddick et al., 1998).
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main explanation of the existence of the turbidity

maximum area. More recently, Fettweis and Van den

Eynde (2003) suggest by the analysis of model results

that the processes responsible for the high turbidity

zone formation are the decreasing magnitude of re-

sidual transport, the shallowness of the area and the

inflow of suspended matter from the south.

Although the present paper does not focus on the

explanation of the existence of the turbidity maxi-

mum, it is however encouraging to see that by the use

of a simple two-dimensional sediment transport mod-

el, a turbidity maximum in Belgian coastal waters

between Oostende and Zeebrugge and in the mouth of

the Westerschelde can be reproduced.
5. Conclusions

In the paper, a vertically integrated sediment trans-

port model, developed to simulate the dispersion of

dredged material at the Belgian coast, is presented.

The model is used to calculate the dispersion of fine-

grained material for the same period during which

experiments with radioactive tracers were carried out.

The main features of the behaviour of the mud are

well reproduced by the model. In five experiments,

the material recirculates and spreads out over the

entire BCS rapidly, both in the measurements and in

the model results. However, the recirculation in the

model is not as fast as in the measurements.

On the other hand, one must realise that the recir-

culation as observed in the tracer experiments is very

fast. The transport from the dumping site sx2b to the

harbour of Nieuwpoort in 2 days implies a movement

of the mud in the direction of the harbour of Nieuw-

poort at a continuous velocity of almost 0.25 m/s, and

this with wind speeds of 10 m/s or more in opposite

direction. The exact reason for this very rapid return to

the coast is not yet well identified or understood. It is

therefore not unexpected that this very fast recircula-

tion cannot be reproduced in the model results.

In the last experiment, where the material was

dumped at the Noordflank Thornton, no transport of

material to the Belgian coast was observed, neither in

the measurements, neither in the model results. These

numerical results are thus confirmed by observations.

The model results indicate that the material is

spread out over a wide area and that the mud is
displaced under the influence of the prevailing mete-

orological conditions. In calmer weather conditions,

the mud forms a turbidity maximum located between

Oostende and Zeebrugge and in the mouth of the

Westerschelde. The presence of such a turbidity max-

imum in the area is well known and can also be

observed in satellite images.

As shown in the model results for the experiments

sx2a and sx2b, the mud can eventually be transported

to the northeast and escape from the BCS to the

Netherlands. This seems to be confirmed by the

experimental data. In contradiction to the idea that

the suspended matter in Belgian coastal waters is

trapped in a ‘closed system’, from which material

can hardly escape (Malherbe, 1991), the model results

and a re-evaluation of the tracer experiments indicate

that the material can escape from the turbidity max-

imum. The material in the turbidity maximum then

should be replaced by inflow of new material from the

south. This agrees with the recent insight that the

sediment flux from the south is larger than was

estimated.

The fact that the turbidity maximum does not seem

to be a ‘closed system’ may have important implica-

tions for the management of the dumping sites. In a

closed system, the extraction of material from the

system by dumping the material far enough from the

coast, from where it will not return to the coast, e.g. at

the Noordflank Thornton, will reduce the total amount

of material in the system and therefore, on a longer

term, the amount of dredging works needed in the

future. If the system is not a closed system however,

the exact place of the dumping site could not be a

crucial factor in the mud balance on the BCS, since

the material would escape from the system and would

be replaced by new material anyway. Therefore, it is

important to investigate and to estimate the natural

transport and fluxes of suspended matter on the BCS.

More research has to be executed to give a more

definitive answer to these questions.

Although the model presented here is a simple,

two-dimensional sediment transport model, which

uses a number of parameters in the calculation of

the erosion and the sedimentation of the material, the

results of the model are satisfying and encouraging.

The main characteristics of the tracer behaviour are

well modelled, while in the longer simulations, the

turbidity maximum is well reproduced.
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Gullentops, F., Moens, M., Ringelé, A., Sengier, R., 1976. Geologi-

sche kenmerken van de suspensie en de sedimenten. In: Nihoul,

J.C.J., Gullentops, F. (Eds.), Project Zee–Projet Mer, Sedimen-

tologie, vol. 4. Science Policy Office, Brussel, pp. 1–137.

Günther, H., Rosenthal, W., 1985. The Hybrid Parametrical

(HYPA) wave model. Ocean Wave Modelling, the SWAMP

Group. Plenum, New York, pp. 211–214.

HAECON NV, 1993a. Recirculation experiment Sx1 at the dump-

ings sites ZB-Oost en S2. Synthesis of the measuring results

(in Dutch). Report MSB0721/93/00232. 43 pp.

HAECON NV, 1993b. Recirculation experiment Sx2 at the north

side of the Akkaert Bank and at the ebb gully between S1 and

S2. Synthesis of the measuring results (in Dutch). Report

MSB0721/93/00287. 42 pp.

HAECON NV, 1995. Recirculation experiment Sx3 at the North

side of the Thornton Bank and at the Negenvaam. Synthesis of

the measuring results (in Dutch), Report MSB0721/95/00418.

43 pp.

Johnson, B., Trawle, M.J., Adamec, S., 1988. Dredged material

disposal modelling in Puget Sound. Journal of Waterway, Port,

Coastal and Ocean Engineering 114, 700–713.

Koutitas, C.G., 1988. Mathematical Models in Coastal Engineering

Pentech Press, London, UK 156 pp.

Krone, R.B., 1962. Flume studies of the transport of sediment in

estuarial shoaling processes. Final Report, Hydraulic Engineer-

ing Laboratory And Sanitary Engineering Research Laboratory,

University of California, Berkeley.

Malherbe, B., 1991. A case study of dumping in open seas. Terra et

Aqua 45, 5–32.

Ministerie van Volksgezondheid en Leefmilieu-BMM and Admin-

istratie Infrastructuur en Zeewezen – AWK, 1993. Ecological

impact of dumpings of dredging material at the Belgian coast

(in Dutch). Final Report, Brussels. 101 pp.

Mouchet, A., Ronday, F., 1992. Model of the transport of pollutants

in the Scheldt estuary. Part I: Hydrodynamical model (ESHYDR

package). Study for the Management Unit of the North Sea

Mathematical Models, Ref. BH/90/37, Technical Report, Uni-
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