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In 1969, the Journal of Computational Physics published a
seminal article by K. Bryan presenting the first ocean
general circulation model. Since then, many numerical
studies of the World Ocean, as well as regional or coastal
flows, used models directly or indirectly inspired by the
work of Bryan and his colleagues. A number of these
models have evolved into highly modular and versatile
computational systems, including multiple physical mod-
ules and options as well as varied biogeochemical,
ecosystem and acoustics modeling capabilities. Several
modeling systems are now well-documented tools, which
are widely used in research institutions and various
organizations around the world. The list of such modeling
systems is large and too long to be summarized in this
editorial.

Over the last three decades, significant progress has been
made in the parameterization of subgrid-scale processes, in
data assimilation methodologies and in boundary condition
schemes, as well as in the efficient implementation of
algorithms on fast vector and subsequently parallel com-
puters, allowing higher and higher resolution in space and
time. However, many of today’s popular modeling systems

can still be regarded as members of the first generation of
ocean models: at their core, rather similar geophysical fluid
dynamics equations are solved numerically using a conser-
vative finite-difference method on a structured grid.

Today, several aspects of structured-grid models could
benefit from significant upgrades, learning from major
advances in computational fluid dynamics. In particular, the
use of a structured grid limits the flexibility in the spatial
resolution and does not allow one to take full advantage of
numerical algorithms such as finite volumes and finite
elements, which can achieve their best performance when
implemented on unstructured meshes.

Even though many of today’s complex marine modeling
and data assimilation systems have evolved significantly
since Bryan’s prototype, it would be challenging to modify
them step-by-step from a structured-grid approach to an
unstructured-grid one. Therefore, novel marine model
design research is underway, paving the way for the second
generation of ocean modeling systems. It is difficult to
predict today if this new generation of ocean models will
achieve its chief objective: widening the range of resolved
scales of motion with increased efficiencies and accuracies,
possibly allowing multi-resolution, multi-scale, and multi-
dynamics numerical simulations of marine flows, all
occurring seamlessly within distributed computing environ-
ments. In fact, hybrid approaches merging the advantages
of structured and unstructured-grid modeling may be the
way forward.

Whether or not unstructured mesh approaches will
prevail is all the more difficult to predict now that
structured mesh modelers have developed powerful sol-
utions for increasing the resolution when and where
needed. For instance, grid embedding is still a popular
and useful method for enhancing model resolution. It can
involve multiply nested domains and allows the relatively
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straightforward use of different dynamics or models in each
domain. Research is also underway for developing multi-
grid, wavelet, and other multi-scale decompositions for the
numerical solution of dynamical equations but also for the
study of results, model evaluation or data assimilation.

This special issue presents a number of examples of the
abovementioned developments. Ringler et al. examine the
potential of spherical centroidal Voronoi tessellations for
performing multi-resolution simulations; they apply this
method to the Greenland ice sheet and the North Atlantic
Ocean. Lambrechts et al. present a triangular mesh
generation system and its applications to the World Ocean
and various shelf seas, including the Great Barrier Reef,
Australia. Finite element models on unstructured grids are
described and utilized in several manuscripts. Bellafiore et
al. study the Adriatic Sea and the Lagoon of Venice, while
Jones and Davies simulate tides and storm surges along the
western coast of Britain. Danilov et al. assess two finite
element discretizations, i.e., a continuous element and a
non-conforming one, and compare the results of these
discretizations with those of a finite-difference model. In
Harig et al., the tsunami generated by the great Sumatra–
Andaman earthquake of 26 December 2004 is simulated by
means of a finite element model. Comparisons are carried
out with various types of data as well as with the results of
a structured mesh model using a nested structured-grid
system. A nested-grid ocean circulation model is also
employed by Yang and Sheng to carry out a process study

on the Inner Scotian Shelf, Canada, focusing on the
circulation induced by a tropical storm. Debreu and Blayo
present a detailed review of two-way embedding algorithms
for structured-grid models. Finally, Logutov develops a
multi-scale assimilation scheme for tidal data within the
framework of a multiply nested structured-grid barotropic
tidal modeling approach.

As illustrated by these manuscripts, the next generation
of ocean modelers is motivated by a wide range of research
opportunities over a rich spectrum of needs. Future progress
will involve fundamental and applied numerical and
computational research as well as new multi-scale geo-
physical fluid modeling. Domains of ongoing interest range
from estuaries to the global ocean, including coastal regions
and shelf seas. New multi-scale modeling of physical as
well as biological, chemical or interdisciplinary processes
will flourish in the coming decades.

We are grateful to the authors for their contributions and
to the chief-editor for his support in this endeavor. We are
thankful to the reviewers for their time and help in assessing
the manuscripts submitted to this special issue. Eric
Deleersnijder is a Research associate with the Belgian
National Fund for Scientific Research (FNRS); he is
indebted to the Communauté Française de Belgique for its
support through contract ARC 04/09-316. Pierre Lermusiaux
is grateful to the Office of Naval Research for support under
grant N00014-08-1-1097 to the Massachusetts Institute of
Technology.
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Abstract An unstructured mesh finite element model of
the sea region off the west coast of Britain is used to
examine the storm surge event of November 1977. This
period is chosen because accurate meteorological data to
drive the model and coastal observations for validation
purposes are available. In addition, previous published
results from a coarse-grid (resolution 7 km) finite difference
model of the region and high-resolution (1 km) limited area
(namely eastern Irish Sea) model are available for compar-
ison purposes. To enable a “like with like” comparison to
be made, the finite element model covers the same domain
and has the same meteorological forcing as these earlier
finite difference models. In addition, the mesh is based on
an identical set of water depths. Calculations show that the
finite element model can reproduce both the “external” and
“internal” components of the surge in the region. This
shows that the “far field” (external) component of the surge
can accurately propagate through the irregular mesh, and
the model responds accurately, without over- or under-
damping, to local wind forcing. Calculations show signif-
icant temporal and spatial variability in the surge in close
agreement with that found in earlier finite difference
calculations. In addition, root mean square errors between
computed and observed surge are comparable to those
found in previous finite different calculations. The ability to
vary the mesh in nearshore regions reveals appreciable
small-scale variability that was not found in the previous
finite difference solutions. However, the requirement to

perform a “like with like” comparison using the same water
depths means that the full potential of the unstructured grid
model to improve resolution in the nearshore region is
inhibited. This is clearly evident in the Mersey estuary
region where a higher resolution unstructured mesh model,
forced with uniform winds, had shown high topographic
variability due to small-scale variations in topography that
are not resolved here. Despite the lack of high resolution in
the nearshore region, the model showed results that were
consistent with the previous storm surge models of the
region. Calculations suggest that to improve on these earlier
results, a finer nearshore mesh is required based upon
accurate nearshore topography.

Keywords Storm surge . Finite element model .

UKWest coast

1 Introduction

Following on from the major flooding caused by the 1953
UK East coast storm surge event, the main focus in storm
surge modelling has been the prediction of storm surge
elevations on the European shelf. Of particular importance
has been their accurate prediction in shallow coastal regions
where flooding can occur during major storms. In regions
such as the Irish Sea and North Sea, early research showed
that limited area finite difference models failed to reproduce
the observed surge due to their neglect of shelf wide wind
events (the external surge). Consequently, early storm surge
computations were performed with shelf-wide finite differ-
ence models (e.g. Davies and Flather 1977) that necessarily
used coarse grids due to computational limitations; hence,
their resolution was poor in coastal regions. Since the main
objective of these models was the computation of surge
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elevations, the two-dimensional hydrodynamic equations
were used.

With enhancements in computing power, finite differ-
ence grids in shelf-wide models were refined to the order of
12 km (Davies et al. 1998, 2000) and local (e.g. west coast
of Britain) models of grid resolution 7 km (Davies and
Jones 1992a, hereafter DJ92) or less (Jones and Davies
1996, 1998, hereafter JD98) were developed. However,
such local models required open boundary input from a
coarser shelf-wide model or a model which could account
for changes produced by shelf-wide winds. For example,
DJ92 used a 7-km resolution west coast of Britain model to
simulate the November 1977 major surge event. For this

simulation, far field effects were taken into account using
observations along the open boundaries. However, results
showed that the 7-km grid of this model was not
sufficiently fine to accurately resolve the local increase in
storm surge elevation in the eastern Irish Sea. Consequent-
ly, in subsequent work, this model was used to provide
boundary conditions for a limited area eastern Irish Sea
model of 1-km resolution, resulting in improved surge
accuracy in the region (JD98). A similar approach of using
a high-resolution (of order 1 km) limited area model of the
North Channel of the Irish Sea, forced by a coarse-grid
large area model, was used by Davies et al. (2001) for a
detailed study of tidal and wind forced currents in that area.

Fig. 1 Water depths in the
region covered by the model and
places named in the text
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Although this approach of nesting a high-resolution limited
area finite difference model within a coarser grid model
enables a local improvement in resolution, if the nesting is
two-way, then there may be problems at the interface
between the two grids. In addition, as shown by Davies and
Hall (2002) in regions of rapidly changing current
magnitude and direction produced by local changes in
topography, a nesting approach could give rise to signifi-
cant errors in the currents. An alternative approach, the
method examined here, is to use a finite element technique
in which the grid resolution varies gradually in space. By
this means, a coarse mesh can be used in offshore regions
where the water is deep and surge elevations and currents
show little spatial variability. As the water shallows and
surge intensity and spatial variability increase in the

nearshore regions, then the grid is refined in these regions.
In addition, surge propagation into estuaries can be readily
accomplished without nesting.

The finite element model with its ability to refine the
mesh in nearshore regions has been very successful in a
number of problems (e.g. Werner 1995; Ip et al. 1998;
Jones 2002; Fernandes et al. 2002, 2004; Walters 2005;
Levasseur et al. 2007; Nicolle and Karputchev 2007).
Although in theory the grading of the mesh is arbitrary, in
practice, the computation of an optimal mesh is complex
(e.g. Greenberg et al. 2007; Legrand et al. 2006, 2007;
Hagen et al. 2001, 2002) and in the calculations presented
here, in order to make rigorous comparisons with earlier
finite difference and finite element models, no attempt was
made to produce an optimal mesh.

Fig. 2 Detailed topography of
the eastern Irish Sea and loca-
tion of tide gauges
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Previous calculations using a finite element (TELE-
MAC) model of the west coast of Britain showed that it
could reproduce the dominant (M2 component) tide in the
region (Jones and Davies 2005) to an accuracy comparable
to an existing finite difference model (Davies and Jones
1992b). Furthermore, recent calculations showed (Jones
and Davies 2007a) that the model was comparable in
accuracy to both west coast (Davies and Jones 1992b) and
high-resolution eastern Irish Sea models (Jones and Davies
1996) at reproducing the M2, S2, N2, K1 and 01 components
of the tide. In addition, by refining the element size in the
eastern Irish Sea region, the higher harmonics of the tide
could be accurately reproduced (Jones and Davies 2007b).
Furthermore, tidal residual currents in the region could be
accurately simulated (Jones and Davies 2007c), and the

artificial flow in the nearshore region due to the “stair case”
representation of the coast in finite difference models
(Davies and Jones 1996) was not present. Recent calcu-
lations (Jones and Davies 2006) using this finite element
model of the west coast of Britain showed that its response
to steady orthogonal wind forcing was consistent to that
found with well-established and proven finite difference
models (Jones and Davies 2003a, b). In addition, the finer
Eastern Irish Sea resolution in the finite element model
showed small-scale wind-induced circulation features that
were not present in the finite difference model (Jones and
Davies 2003a, b). These calculations suggest that the finite
element model developed previously should be able to
reproduce storm surges in the eastern Irish Sea to an
accuracy comparable to the nested high-resolution (1 km)

Fig. 3 Finite element grid used
in the calculations
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eastern Irish Sea and coarser (7 km) finite difference west
coast models used previously.

Besides investigating the response of the west coast of
Britain to wind forcing, the objective of these earlier
calculations, namely Jones and Davies (2003a, 2006,
2008), was to examine the processes influencing surges in
the region and the role of tide–surge interaction. However,
the objective of this paper was to use the previous west
coast finite element model, which has been validated
against a range of tidal constituents, to examine the
mechanisms (namely external and internal surge genera-
tion) producing the storm surge of November 1977. In
addition, because this surge event has been computed with
a range of finite difference models, the relative accuracy of
the finite element model can be examined by comparing

with observations and finite difference solutions. To ensure
that this is a meaningful comparison, the same regional
extent, open boundary forcing and meteorological forcing,
to that used previously (DJ92, JD98) was applied. In
addition, the topography used in the model was identical
over the Irish and Celtic Seas to that used in DJ92 and in
the eastern Irish Sea to that in JD98. By this means, a
rigorous comparison with these earlier finite difference
models could be performed. The surge of November 1977
was chosen because an accurate meteorological data set
was available with which to force the model.

The finite element model is discussed in the next section,
with following sections describing the meteorological
forcing and detailed model/data comparisons. A final
section summarises the main results.

aFig. 4 Time series of computed
surge at a number of eastern
Irish Sea locations computed
with a “external” surge intro-
duced through the open bound-
ary, b “internal” surge due to
local meteorological forcing and
c the “total” surge
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2 The finite element model and forcing

Since the focus of the paper is the application of a finite
element model to the prediction of surge elevations in the
Irish Sea for the major storm events in November 1977, it is
sufficient to solve the two-dimensional vertically integrated
hydrodynamic equations. However, since the region
(Fig. 1) spans a range of latitudes, spherical coordinates
were used as in earlier finite difference models. As the form
of the nonlinear hydrodynamic equations using these
coordinates is given elsewhere (DJ92, JD98), they will
not be repeated here. As details of the numerical methods
used in TELEMAC to solve the hydrodynamic equations
have been reviewed in Jones and Davies (2006, 2007a, b, c)
and references therein, they will not be repeated here. In

order to compare results with previous finite difference
solutions, the region covered by the model was identical to
that used in DJ92. In addition, the water depth distribution
was based on DJ92, with the addition of more accurate
water depths and coastal resolution in the eastern Irish Sea
taken from JD98.

The water depth distribution in the region is character-
ised by depths of the order of 100 m in the Celtic Sea,
deepening to 150 m at the south west of this region (Fig. 1).
Within the Irish Sea on its western side, there is a deep
channel, with water depths up to 100 m, although on its
eastern side, the water is much shallower (less than 50 m)
with extensive nearshore regions where the water depth is
below 25 m (Fig. 2). In these nearshore regions, “wetting
and drying” occurs over the tidal cycle. Water depths in the

bFig. 4 (continued)
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North Channel can exceed 150 m (Fig. 1), with average
depths to the north of this of order 100 m.

As tidal friction and tide–surge interaction are important
in the region, the five dominant tidal constituents, namely
M2, S2, N2, K1 and O1, were included within all the
calculations as input along the open boundary. This is
consistent with the finite difference solution given in DJ92.
It is important to note that this tidal forcing was used in all
calculations, namely those including the computation of the
external, internal and total surge (see later). Previous tidal
calculations (Jones and Davies 2007a) showed that the
finite element grid used in the present calculations (Fig. 3)
could accurately reproduce these constituents and the
associated higher harmonics produced by nonlinear inter-
action in the region. Although in the eastern Irish Sea storm
surge calculations of JD98, using a limited area high-

resolution (1 km) model of the region, the input storm surge
on the open boundary was taken without adjustment from
the coarser (7 km) west coast model, the tidal input along
the boundary was adjusted to give an accurate representa-
tion of the tide in the region. In the present finite element
calculation, no tidal or storm surge adjustments were made
to try and improve model accuracy, nor was the topography
modified from that used in JD98.

To be consistent with DJ92 and JD98, identical
meteorological forcing for the period 7–17 November
1977 was used, and the surge was computed by subtracting
a tide-only solution from one involving tidal and meteoro-
logical forcing. As a detailed discussion of the meteorolog-
ical forcing is presented in DJ92, it will not be given here.
However, as shown in DJ92, the surge within the region
covered by the west coast model (Fig. 3) is influenced by

cFig. 4 (continued)
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both local winds and “far field” effects produced by wind
forcing outside the model and the resulting flow into the
region. Consequently, as in DJ92, it is necessary to take
account of this external effect along the open boundary of

the model. To be consistent with DJ92, this was accom-
plished by linearly interpolating observed surge elevations
from Castletownsend and Newlyn along the southern
boundary of the model. In addition, observations from
Malin were imposed along the northern boundary of the
model.

To understand the influence of the external surge, and
local wind-forced surge, upon the total surge, three
calculations were performed with the finite element
model using the grid given in Fig. 3. Initially (calc 1),
the model was run with only boundary forcing to
determine far field effects (external surge). Subsequently
(calc 2), only local meteorological forcing was applied
(internal surge), and finally (calc 3), the full surge was
determined.

Table 1 Root mean square errors (cm) from the finite difference
model (FD calc; Jones and Davies 2001) and finite element model (FE
calc) at Liverpool and Douglas

Calc Port Period Total

1 2 3

FD Liverpool 17.0 19.1 22.7 22.9
Douglas 10.6 11.3 10.6 10.3

FE Liverpool 21.5 23.2 28.9 27.7
Douglas 10.0 11.8 11.2 11.0

aFig. 5 Elevation contours over
the whole region at a 1800 hours
11 Nov, b 0000 hours 12 Nov,
c 0600 hours 12 Nov,
d 1200 hours 14 Nov and
e 1800 hour 14 Nov
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3 Storm surge calculations

3.1 External surge

In an initial calculation (calc 1), the model was forced using
only the external surge taken from observations (see DJ92
for details) applied along the open boundary, although as
stated previously, tidal forcing through the open boundary
was included. Consequently, no wind or atmospheric
pressure gradient forcing was applied over the model
domain. In this calculation, to be consistent with the
coarse-grid (7-km resolution) finite difference model of
the whole domain (Fig. 1), observations from Castletown-
send and Newlyn were interpolated along the southern

boundary of the model. Observations from Malin were
imposed along the northern boundary. This forcing was
identical to that used in the coarse-grid model of DJ92.

Time series (Fig. 4a) of the storm surge elevation at a
number of ports in the eastern Irish Sea (for locations, see
Fig. 2) showed that although some of the main features of
the surge at Douglas could be reproduced through open
boundary forcing (the external surge), the model signifi-
cantly underestimates surge peaks, which occurred at times
of maximum wind forcing. However, at other times, surge
elevations were reproduced, suggesting that these arose
from “far field forcing” that propagated into the region
through the open boundaries. In addition, the underestima-
tion of the surge increased rapidly at shallow water

bFig. 5 (continued)
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locations such as Liverpool, Workington and Hilbre,
suggesting that local wind forcing in the regions was a
major contributor to the surge.

3.2 Internal surge

In a subsequent calculation (calc 2), no external surge was
applied along the open boundary, although as previously,
tidal forcing was included; however, now, meteorological
forcing was provided by wind stresses and pressure
gradients. Time series at all the eastern Irish Sea ports
(Fig. 4b) show that the model could reproduce the major
features of the observed surge. In particular, the rapid
increase in surge elevations to give peak values at
0000 hours 12 Nov and during 14 Nov at times of strong

wind forcing was reproduced. However, at other times of
weak wind forcing, the model failed to reproduce the small
negative external surge. As discussed above, this was due
to external forcing. Although the observed time variation of
the surge is reproduced by the computed internal surge, its
magnitude is below the observed. However, the magnitude
of the computed surge increases as the water shallows,
suggesting that the contribution of the internal surge to the
total surge elevation will be more important in shallow than
deep water regions.

3.3 Total surge

In a final calculation (calc 3), the model was forced with
both the open boundary surge elevation as in calc 1 and

cFig. 5 (continued)
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with the meteorological forcing as in calc 2. As previously
(calcs 1 and 2), tidal forcing was included in the model.
Time series at Douglas (Fig. 4c), located in deeper water on
the western side of the eastern Irish Sea, shows that the
finite element model can reproduce the observed features of
the surge at this location, in particular the surge peaks that
occur at 0000 hours 12 Nov and during 14 Nov. In addition,
the time series is in close agreement with that computed by
JD98. It is interesting that both the time series computed
with the present finite element model and the finite
difference model (FREISM) of JD98 are in such good
agreement, considering that JD98 used a large area coarse-
grid model (7 km) of the region shown in Fig. 1 to provide
boundary conditions for a 1-km model of the eastern Irish
Sea. In this 1-km model, the N2 and S2 tides, together with

the higher harmonics of the tide along the open boundary,
had been adjusted to give the best possible solution in the
interior. In the present finite element model, no such
adjustment was made, and tide and surge have been
propagated through the whole domain and into the eastern
Irish Sea. This suggests that both the tide (a freely
propagating wave) and the storm surge (a meteorologically
forced event) can accurately propagate through the unstruc-
tured finite element mesh (Fig. 3). At shallow water
locations, e.g. Liverpool, both the present and previous
(JD98) solutions exhibit similar features, with both models
failing to reproduce the full magnitude of the surges that
occurred at 0000 hours 12 Nov and during 14 Nov. This
could be due to a lack of detailed local meteorological
forcing in the region, which calc 2 has shown to be

dFig. 5 (continued)
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important in shallow water, or a lack of local resolution. In
the case of the local eastern Irish Sea finite difference
model, this was limited to 1 km. Although the finite
element model uses finer elements in this region, in order to
perform a “like with like” comparison, identical topography
based on a 1-km grid was used. This suggests that in order
to take full advantage of the finite element model’s ability
to refine the grid in nearshore regions, with a possible
improvement in accuracy, higher nearshore bathymetry is
required. Although differences in the two solutions are
evident at Liverpool, the two solutions are in closer
agreement at Heysham and Workington. Interestingly, at
Heysham, the finite element model shows some higher
frequency “spikes” between 1800 hours 11 Nov and 0000
hours 12 Nov that were not present in the finite difference
solution. The reason for this will be discussed later when

the dynamics of the surge in the Morecambe Bay area and
its distribution over the whole west coast are examined.

In order to quantify the accuracy of the storm surge
computed with the finite element model and compare with
earlier finite different solutions (Jones and Davies 2001),
root mean square (rms) errors based on differences between
observed and computed surge were determined at Douglas
and Liverpool. These ports were chosen to represent deep
and shallow locations and because a continuous observed
time series was available. Besides computing errors for the
whole period (Table 1), sub-periods as in Jones and Davies
(2001) were used. The first period is from 0000 hours 9
Nov to 1100 hours 12 Nov covering the first peak. The
second is an extended version of the first, namely from
0000 hours 9 Nov until 2300 hours 13 Nov, in essence the
period up to the start of the second peak. The third period

eFig. 5 (continued)
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again starts at 0000 hours 9 Nov until 2300 hours 14 Nov
and hence covers both surge peaks.

From rms errors in Table 1, it is evident that at Liverpool
for all the periods, and the total, the rms error from the
finite difference calculation is slightly less than that from
the finite element model. There was, however, no signifi-
cant difference in rms errors at Douglas which is located in
deeper water. The fact that both models use the same
topography and no attempt was made to improve the
accuracy of the finite element model by enhancing local
topography suggest that the difference in rms errors at
Liverpool is not due to resolution. As discussed previously
in the 1-km model of the eastern Irish Sea used by Jones
and Davies (2001), the tidal input had been adjusted along
the open boundary to give an optimal solution in the

interior. Since in the present finite element model no such
adjustment was made and tide–surge interaction in the
eastern Irish Sea has an important influence on the surge at
Liverpool but not Douglas, it suggests that this may
account for the very small difference in rms errors between
the models at Liverpool.

Although calculations (Jones and Davies 2008) have
shown that tide–surge interaction is important in this
region, and hence a realistic storm surge could not be
produced without including the tide, calculations showed
that when the external and internal storm surges were added
together (in essence time series in Fig. 4a,b), then the total
surge was not significantly different (differences of less
than 5 cm in the time series) from that found in the full
surge calculation. This arises mainly from the fact that a

aiFig. 6 a Current vectors at
1800 hours 11 Nov over (i)
whole region, (ii) expanded plot
in eastern Irish Sea, (iii) ex-
panded plot in Morecambe Bay,
(iv) expanded plot in Liverpool
Bay, (v) expanded plot in Mer-
sey estuary. b As in a, but at
0000 hours 12 Nov. c As in a,
but omitting expanded plots
(iii), (iv) and (v) at 0600 hours
12 Nov. d As in a, but omitting
expanded plots (iii), (iv) and (v)
at 1200 hours 14 Nov. e As in a,
but omitting expanded plots
(iii), (iv) and (v) at 1800 hours
14 Nov
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large domain model was used, and hence, the external surge
was small and only significant at times when the internal
surge was negligible.

4 Storm surge dynamics

In order to understand the time variation of the surge within
the eastern Irish Sea and compare its offshore distribution
in detail with that from the 7-km west coast model (DJ92)
and 1-km eastern Irish Sea model (JD98), it is essential to
consider the time varying response of the whole region to
storm forcing.

Consider initially the first major wind period (namely
1200 hours 11 Nov to 0600 hours 12 Nov, see DJ92 for

detailed meteorological charts). During this period, there
were winds from the south–west over the region that forced
water from the Celtic Sea into the Irish Sea, giving rise to
an increase in sea level in the eastern Irish Sea particularly
in the Solway estuary and Morecambe Bay regions. It is
evident from Fig. 5a that although sea level rises at the
entrance to the Solway estuary, Morecambe Bay and the
Mersey estuary, the storm surge has not yet fully propagat-
ed into these shallow water regions. In addition, there is
significant spatial variability in the storm surge elevation in
these regions, reflecting local changes in bottom topogra-
phy. In the Heysham region situated at the southern end of
Morecambe Bay, there is significant small-scale variability
in the surge produced by local topography. As the surge
enters the region, “wetting and drying” can occur, giving
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rise to short period oscillations in the surge elevation as
shown at this time in Fig. 4c. The magnitude and spatial
variability of the storm surge elevation in the eastern Irish
Sea is consistent with that found in the high-resolution 1-
km local area model of JD98 (compare Fig. 5a with Fig.
14a of JD98).

Current vectors over the whole region (Fig. 6a, i) show
water flowing from the Celtic Sea into the eastern Irish Sea
in the region to the south of the Isle of Man. In addition,
some of the water that flows into the Irish Sea continues
north along the east coast of Ireland, leaving the region
through the North Channel. To the north of the Isle of Man,
water leaves the eastern Irish Sea and flows out through the
North Channel. The ability of the finite element model to
refine the mesh in regions such as the North Channel,
where previous work (Davies et al. 2001) required the
nesting of a local high-resolution model, is a significant
advantage over earlier work using regular finite difference
grids. In addition, refining the mesh within the eastern Irish
Sea allows more detail of the flow fields to be observed in
the nearshore region (Fig. 6a, ii). It is evident from Fig. 6a,
ii that there is a significant increase in current intensity in
the nearshore region, with currents flowing parallel to the
coastal boundary. As shown previously for the case of tidal
residuals (Jones and Davies 2007c), coastal irregularities
produced by finite difference “stair case” effects can

introduce spurious eddies in near coastal regions. Complex
spatial variations are evident in the currents close to the
entrances to shallow water estuaries, as can be seen in
expanded plots of the Morecambe Bay (Fig. 6a, iii) and
Liverpool Bay (Fig. 6a, iv) regions. At the entrance to
Morecambe Bay (Fig. 6a, iii), namely at about 54.05N,
−3.1W (close to Heysham), currents change from 2.5 cm
s−1 to more than 12.5 cm s−1 over one element. This
suggests that to resolve exchange between these estuaries
and the outside region and within the estuaries, fine mesh
resolutions of the order of 50 m or less are required. A
similar complex distribution of currents is evident in the
Liverpool Bay area at the entrance to the Mersey estuary.
This clearly shows that although storm surge elevations
may vary smoothly in space, the currents exhibit significant
small-scale variability that must be taken into account in
any measurement programme.

Although the present model cannot take account of
detailed topographic variations in the Mersey estuary, since
to be consistent with earlier finite difference work (JD98)
the topography in this region is taken from the 1-km grid of
JD98, it is evident (Fig. 6a, v) that there is some spatial
variability in the currents within the Mersey. This suggests
that to reproduce storm surge events at Liverpool, a more
accurate description of the Mersey such as that used by
Jones and Davies (2006) is required.
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In essence, the surface elevation and current distributions
shown in Figs. 5a and 6a were produced by south westerly
winds. However, by 0000 hours 12 Nov, the wind direction
changed to one from the northwest. This gave rise to a rapid
increase in elevations in the eastern Irish Sea (Fig. 5b),
although elevations decreased in the Celtic Sea. The
alignment and distribution of elevation contours in the
deep water regions (Fig. 5b) corresponds very closely with
those found in the coarse-grid (7 km) model of DJ92
(compare Fig. 5b with Fig. 6b in DJ92). In the eastern Irish
Sea where the mesh is much finer, elevation contours are in
good agreement with the high-resolution (1 km) model
results of JD98 (compare Fig. 5b with Fig. 14b in JD98).

Current vectors at 0000 hours 12 Nov reveal (Fig. 6b, i)
that unlike previously (Fig. 6a, i) at this time, there is an
inflow of water into the Irish Sea through the North
Channel driven by the winds from the northwest. Some of
this water flows due south in the deep region to the west of
the Isle of Man, whilst some water flows into the eastern
Irish Sea in the region to the south of the Isle of Man. An
outflow from the eastern Irish Sea is evident to the north of
the Isle of Man. Associated with this inflow and outflow a
current gyre develops in the eastern Irish Sea to the
northwest of the Isle of Man (Fig. 6b, ii). As previously
in coastal regions, the flows are parallel to the coast, with
intensity increasing very rapidly as the water shallows.
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In the Morecambe Bay region (Fig. 6b, iii), there is less
spatial variability in the currents than previously (Fig. 6a,
iii), with a flow to the north in the shallow regions and an
elevation gradient forced flow out of the bay in the deeper
central channel. Similarly, in Liverpool Bay (Fig. 6b, iv),
there is a more spatially coherent directly wind forced flow
(Fig. 6b, iv), although at the entrance to the Mersey and
within it, the current (Fig. 6b, v) has similar spatial
variability to that found previously (Fig. 6a, v).

As illustrated at 1800 hours 11 Nov, although surge
elevation contours show a uniform distribution, there is
significant variability in the currents. This current variabil-
ity tends to decrease at times of strong wind forcing due to
the large-scale wind which is spatially coherent, setting the
space scale rather than local elevation gradients in

nearshore regions which have a small space scale due to
variation in topography. However, as will be shown later, in
terms of flow away from coastal effects, where elevation
gradients are more uniform, the large-scale pressure
gradient forced flow is often spatially uniform.

By 0600 hours 12 Nov , the wind’s magnitude has
decreased, although surge elevations in the eastern Irish Sea
remain significant (of order 30 cm; Fig. 5c). The presence
of an appreciable west–east elevation gradient across the
Irish Sea, comparable to that found in JD98 (compare
Fig. 5c and Fig. 14c in JD98) and between the Irish Sea and
the region beyond (compare Fig. 5c with Fig. 6c in DJ92),
drives water out of the eastern Irish Sea both to the north
and south of the Isle of Man (Fig. 6c, i). In addition, in the
north, there is a net outflow from the Irish Sea both through
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the North Channel and along the west coast of Scotland. A
similar net outflow is evident in the south where water
flows from the Irish Sea to the Celtic Sea. At this time,
the wind field over the region is negligible, and hence, the
storm surge elevation gradient that has developed over
the region cannot be supported and forces flow out of the
eastern Irish Sea. It is evident from Fig. 6c, i and ii that
away from coastal boundary regions, the spatial variability
of this elevation-pressure-driven flow is appreciably less
than that found at times of wind forcing. However, in some
regions, notably off the northeast corner of the Isle of Man,
there is a bifurcation in the flow with some flow going to
the north and another flow to the south, which leads to local
small-scale variability. Similarly, in shallow coastal regions
such as Morecambe Bay (expanded plot not shown) and the
entrance to the Mersey in Liverpool Bay (expanded plot not
shown), there is some local small-scale variability. In
particular, in both these regions, current vectors show a
strong offshore and out of estuary flow in the deeper water.
Within the Mersey (expanded plot not shown), there is a
near uniform outflow as sea surface elevations within the
estuary decrease.

Calculations showed that as the depression that produced
the surge of 0000 hours 12 Nov moved out of the region,
surge elevations decreased to near zero. However, at

1200 hours 13 Nov, winds from the northwest moved over
the region, and their intensity increased and their direction
changed to winds from the north over the following
18 hours.

By 1200 hours 14 Nov, these winds had produced a
decrease in elevation to the south of Ireland (Fig. 5d), with
an increase in elevation to the north of Ireland and along the
west coast of Scotland (Fig. 5d). The magnitude and spatial
distribution of elevation contours associated with this wind
event computed with the finite element model over the west
coast region (Fig. 5d) correspond very closely with those
computed with the coarser mesh 7-km finite difference grid
of DJ92 (compare Fig. 5d with Fig. 6d of DJ92). Similarly,
in the near coastal region of the eastern Irish Sea, the
computed surge elevation is in good agreement with that
computed by JD98 using a limited area high-resolution
(1 km) model (compare Fig. 5d with Fig. 14d of JD98).

As surface wind stresses over the region decreased and
changed to a wind stress from the north, the elevation
gradient to the north of the North Channel could not be
maintained and water flowed from the west coast of
Scotland region through the North Channel and into the
Irish Sea (Fig. 6d, i). A significant proportion of this water
flows south in the deep channel to the west of the Isle of
Man, with some water entering the eastern Irish Sea
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(Fig. 6d, i). Within the eastern Irish Sea, as previously,
away from the coastal boundary layer, the flow field is
fairly spatially uniform, although it changes rapidly in the
region of estuaries (Fig. 6d, ii). Within estuaries, see for
example Morecambe Bay, there is appreciable small-scale
variability in the currents (expanded plot not shown)
associated with changes in topography. Similarly, at the
entrance to the Mersey (expanded plot not shown) and
within the Mersey (expanded plot not shown), there is some
spatial variability. However, since the wind field at
1200 hours 14 Nov has declined from its previous
maximum value of 1 Pa (see JD98 for details of wind
stress) and the flow is mainly surface elevation gradient
forced into the Mersey from Liverpool Bay, the distribution

of current vectors in the Mersey is substantially smoother
than that found previously.

The change in wind direction and increase in magnitude
between 1200 hours and 1800 hours 14 Nov gives rise to a
positive surge in the eastern Irish Sea at 1800 hours 14 Nov
(Fig. 5e). However, the winds from the north, namely
offshore winds in the region to the south of Ireland,
produce a negative surge of about 50 cm to the south of
Ireland (Fig. 5e). The location and magnitude of this
negative surge and the distribution of elevation contours
in the Celtic and Irish Sea (Fig. 5e) is in close agreement
with that computed in DJ92 with the 7-km finite difference
grid (compare Fig. 5e with Fig. 6e in DJ92). Similarly, in
the eastern Irish Sea, the rapid increase in surge elevation
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as the coast is approached and the subsequent decrease
within the estuaries corresponds to that computed by JD98
using the fine grid model of the region (compare Fig. 5e
with Fig. 14e in JD98).

The influence of the strong wind from the north at this
time (1800 hours 14 Nov) is to force water from the west of
Scotland through the North Channel and into the Irish Sea
(Fig. 6e, i). Within the Irish Sea, there is a flow to the south
in the deep channel (Fig. 1) to the west of the Isle of Man
that enters the Celtic Sea (Fig. 6e, i). Some of the water
flowing through the Irish Sea enters the eastern Irish Sea
along the northern and southern coastal regions of the Isle
of Man (Fig. 6e, i). Within the eastern Irish Sea, there is
significant spatial variability in the currents (Fig. 6e, ii)

produced by a combination of local sea level rise along the
coast, which, in Liverpool Bay, produces an offshore flow
and wind forced flow from the Irish Sea entering the region.
In addition, directly wind forced currents within the eastern
Irish Sea contributed to this spatial variability. The net
effect of this combined forcing is to produce a large current
gyre to the east of the Isle of Man and a number of near
shore gyres (Fig. 6e, ii). Within Morecambe Bay (expanded
plot not shown), there is significant spatial variability in
both current magnitude and direction due to variations in
topography and the interplay between local elevation
gradient forced flow and that due to direct wind forcing.

Similarly, in Liverpool Bay (expanded plot not shown)
away from the nearshore region, there is a uniform offshore
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flow; however, in the nearshore region, a detailed exami-
nation shows that the currents exhibit significant spatial
variability. Nevertheless, within the Mersey estuary, a more
uniform distribution of currents is evident. The uniform
flow in the Mersey found in the present calculations
primarily arises from a lack of resolution in this region.
This is due to the fact that in order to compare surge
solutions derived with the finite element model with those
computed by JD98, identical topography was used within
the Mersey. As shown by Jones and Davies (2006) for the
case of the response of the Mersey to uniform wind forcing,
when more detailed and accurate topography together with
element sizes of order 50 m are used in the Mersey, then a
more complex spatial pattern arises. However, the whole

region surge plots clearly show that there was significant
spatial and temporal variability in both the surge elevations
and currents during the November 1977 storm surge event.
This variability arises from time and space variations in the
meteorology and the significant changes in water depth
over the region. The existence of an accurate meteorolog-
ical data set for model forcing and coastal gauges for
comparison makes it an ideal period for testing models and
inter-comparing their performance.

Comparison with a previous coarse-grid large area
model (DJ92) and a high-resolution limited area Eastern
Irish Sea model (JD98) showed that the finite element
model with its graded mesh could reproduce the large-scale
variability of the surge over the region. In addition, its finer
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mesh in the eastern Irish Sea could resolve the small-scale
variability of the surge in this region.

5 Concluding remarks

An unstructured mesh finite element model of the sea
region off the west coast of Britain has been used to model
the storm surge event of November 1977. This period was
chosen because an accurate meteorological data set was
available to drive the model and coastal gauge data could
be used to validate the model. In addition, the solution from
a large area coarse-grid (7 km) finite difference model
covering an identical region and a limited area (eastern Irish

Sea) high-resolution (1 km) model was available for
comparison. By covering the same area as the coarse-grid
model and using identical water depth distributions to those
used in the coarse- and high-resolution limited area model,
a valid comparison with earlier finite difference solutions
could be made, since all models used the same forcing.

Calculations showed that the external component of the
surge was significant at all locations, although in the eastern
Irish Sea, wind forcing, namely the internal surge, was a
major contributor. Consequently, in any storm surge
simulation, the model had to accurately propagate the surge
into the eastern Irish Sea and account for wind forcing in
the region and local changes in topography. The finite
element model with its ability to vary the mesh could
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accurately resolve narrow channels such as the North
Channel (Figs. 1 and 3) where previously nested high-
resolution models had been used (Davies et al. 2001) and
the nearshore region of the eastern Irish Sea. This area had
previously been modelled with a limited area high-
resolution (1 km) model (JD98).

Time series of the storm surge elevations at ports in the
eastern Irish Sea showed that the finite element model with
its fine mesh in this region could reproduce surge elevations
with comparable accuracy to the 1-km model of JD98.
Similarly, surface elevation contours both within the eastern
Irish Sea and the region beyond where the mesh was much
coarser could be reproduced by the model and were in close
agreement with those computed in DJ92 and JD98. By

using the same region, open boundary and meteorological
forcing together with identical water depths showed that the
solution was independent of the numerical method used to
derive it (namely finite difference or finite element). In
addition, the close agreement in the solutions showed that
the finite element model with its irregular mesh could
accurately reproduce the storm surge propagation through
the region and account for local changes due to wind
forcing and nearshore fine-scale topography.

Although the use of identical topography enabled a valid
model inter-comparison to be made, the use of a coarse
representation of the nearshore region of Liverpool Bay and
the Mersey as in JD98 meant that the storm surge was not
accurately resolved in this region. The importance of high

eiFig. 6 (continued)

Ocean Dynamics (2008) 58:337–363 361



resolution in the Mersey in resolving details of the wind-
induced flow in this area has recently been reported by
Jones and Davies (2006) for the case of uniform steady
wind forcing. This suggests that in any future calculations
of storm forced flow in the Liverpool Bay and Mersey
estuary, an enhanced mesh refinement in this region as in
Jones and Davies (2006) is required. This effect of such a
mesh enhancement on storm surges is currently being
investigated.

Certainly, the ability of the finite element model to refine
the mesh in regions of rapidly changing topography where
high resolution and accuracy is required (e.g. the nearshore
region or within an estuary) is a major advantage over the
nested finite difference approach used previously (JD98,
Davies et al. 2001). As shown here, at the entrance to many
estuaries, there is significant spatial variability in the flow,

suggesting that nesting a fine mesh finite difference model
of an estuary within a larger model would be very difficult.
As shown by Davies and Hall (2002), nesting a local area
model within a coarser model in regions of rapidly varying
flow can significantly influence and sometimes reverse the
flow in the limited area model.

These calculations suggest that the use of an unstruc-
tured mesh model with a progressively finer grid in the
nearshore region should improve storm surge prediction,
provided detailed and accurate bottom topography is
available in these areas. However, as the mesh is refined,
other processes such as wave–current interaction (Davies
and Lawrence 1995; Jones and Davies 2001) and the three-
dimensional nature of the flow become important (JD98)
and may need to be considered in order to significantly
improve storm surge prediction in an irregular mesh model.
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Abstract Finite-element models on unstructured meshes
are frequently formulated in terms of continuous linear
elements, which suffer from pressure modes and re-
quire stabilization. Alternatively, horizontal velocities
may be represented with linear nonconforming ele-
ments. While the latter formulation uses three times
more degrees of freedom for the velocity, it does
not support pressure modes. The effects of stabiliza-
tion are estimated by comparing the performance of
continuous linear and nonconforming versions of the
finite-element ocean circulation model (FEOM) in
two simple configurations: a Munk gyre and baroclinic
turbulence in a zonally reentrant channel. It is shown
that, outside the free slip boundary layers, the presence
of stabilization does not lead to noticeable effects if its
strength is kept within certain limits. In order to eval-
uate the performance of FEOM, the baroclinic turbu-
lence test is repeated with the MIT general circulation
model (MITgcm), which serves as a benchmark, and
reasonable agreement between different model codes
is found. The two versions of FEOM have a similar
computational cost, but both are significantly slower
(per node) than the regular-mesh MITgcm. The paper
also provides a brief description of the implementation
of the nonconforming version of FEOM.
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1 Introduction

Unstructured meshes suggest a number of conceptual
advantages for ocean modeling such as variable resolu-
tion and continuous representation of coastlines (or a
recent review, see Pain et al. 2005). The former makes
nesting unnecessary and is of potential interest for
designing configurations with regional focus imbedded
into a coarse resolution global ocean. However, current
practical usage of unstructured meshes in oceanogra-
phy is mostly limited to tidal and coastal applications
where the propagation speed dependence of surface
gravity and barotropic Kelvin waves on fluid depth is
effectively taken into account by using variable spatial
resolution. Applications of unstructured meshes to sim-
ulating large-scale ocean circulation are not common,
which is partly associated with their relatively low com-
putational efficiency as compared to their structured
grid counterparts. The continuing search for compu-
tationally efficient and robust algorithms explains the
recent emergence of several models working on un-
structured meshes (see, e.g., Casulli and Walters 2000;
Chen et al. 2003; Danilov et al. 2004; Ford et al. 2004;
Zhang et al. 2004; Walters 2005; Stuhne and Peltier
2006; Fringer et al. 2006; Wang et al. 2008a; Zhang
and Baptista 2008; White et al. 2008a). These models
differ in the discretization method (finite elements or
finite volumes), discretization type (representation of
variables on meshes), solution algorithm, and area of
application (coastal or large-scale). Because of strong
vertical stratification of the real ocean, most models are
formulated for vertically aligned meshes, implying that
only the surface mesh is unstructured.

The numerical efficiency and accuracy of the models
based on the finite-element (FE) method are defined
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by functional spaces (polynomial order of functions)
selected to represent variables. Although high-order
elements allow achieving high spatial accuracy, most
practical approaches use low-order polynomials. In this
way, the degrees of freedom are used to represent
the complex geometry of the computational domain.
QUODDY (Lynch et al. 1996), ADCIRC (Westerink
et al. 1992), and MOG2D (Carrère and Lyard 2003), as
well as models formulated in Danilov et al. (2004) and
Wang et al. (2008a) [finite-element ocean circulation
model (FEOM)], use a linear continuous representa-
tion for velocity and elevation, while the nonhydrostatic
ICOM (Ford et al. 2004) works on quadrilateral sur-
face meshes and uses continuous linear (CL) velocities
and elementwise constant pressure. The approach by
Walters (2005) is formulated with the so-called RT0
element and is close to the finite-volume approach of
Casulli and Walters (2000). It uses elementwise con-
stant pressure (elevation) and associates the normal
components of velocity with the edges of elements.

The CL representation for velocity and elevation
(P1–P1 discretization) is an obvious choice because it
requires minimum memory storage and results in a
reasonable number of operations for assembling the
right-hand sides (RHS) of model equations. Since this
representation uses the full vector of horizontal ve-
locities handling the Coriolis operator, which requires
special care with finite-volume, C-grid-type discretiza-
tion, poses no particular problem here. Its notorious
difficulty is, however, the spurious pressure (elevation)
modes. These are eliminated by different stabiliza-
tion techniques, such as the generalized wave continu-
ity equation method (used by QUODDY, ADCIRC,
MOG2D), Galerkin least squares method (Codina and
Soto 1997; Danilov et al. 2004), or pressure (elevation)
split method (Zienkiewicz and Taylor 2000; Codina
and Zienkiewicz 2002; Wang et al. 2008a). All meth-
ods share the drawback that the horizontal velocity
field satisfies a modified, as opposed to exact, vertically
integrated continuity equation. The bias of numerical
solutions caused by stabilization is difficult to assess,
except for simple cases.

Recently, it was shown that using the so-called linear
nonconforming (NC) representation of velocity (to be
explained in Section 2.1) suggests a number of advan-
tages both in numerical accuracy and computational
efficiency (see Hanert et al. 2005; Le Roux et al. 2005).
In particular, such discretization is free of pressure
modes and does not require stabilization. It serves as
a basis to a model by White et al. (2008a) that further
demonstrates the usability of this approach.

The aim of this paper is to assess the effects of
stabilization by comparing the performance of two dis-

cretizations of horizontal velocity, the CL and NC, as
implemented in FEOM. We show that the influence
of stabilization on flow dynamics is felt as numerical
viscosity, leading to a noticeable difference in dynamics
of boundary flows subject to free slip boundary condi-
tions. However, the effects of stabilization can be made
reasonably small in other situations by controlling the
strength of stabilization. We also show that, despite the
fact that NC elements suggest a number of simplifi-
cations to the numerical algorithm, they do not make
this method cheaper in terms of CPU time. Thus, both
methods can be recommended, yet one is advised to
check that the CL discretization is not overstabilized.
Our implementation of the NC code is different from
that suggested by White et al. (2008a) in that we apply
a pressure correction algorithm instead of introducing
a barotropic mode.

An additional task is to carry out an elementary
comparison of the performance of FEOM with the
structured-grid finite-volume MIT general circulation
model (MITgcm) (Marshall et al. 1997) in terms of
both CPU time and characteristics of the simulated
fields. The mesh used for this comparison is regular.
It is triangulated for FEOM and used as it is by the
MITgcm. We show that, in the current implementation,
FEOM is approximately a factor of 10 slower than the
MITgcm in the particular configuration we have used.
This comparison is computer-architecture dependent,
but the slowness factor already appears to be close
to the performance limit of FE codes using CL or
NC elements, as these codes simply need many more
operations to assemble RHSs of equations than regular
grid codes, leaving alone mass matrix inversions.

The CL implementation of FEOM is given by Wang
et al. (2008a), and here, we only mention the details
that are different from the NC implementation, which
is briefly described in Section 2. Section 3 presents ex-
periments with the Munk gyre aimed at evaluating the
dependence of numerical viscosity on the stabilization
parameter. In Section 4, we present experiments with
baroclinic turbulence in a zonally re-entrant channel
and compare levels of eddy kinetic energy achieved in
both P1 and PNC

1 cases with those of MITgcm. Conclu-
sions and discussion are presented in the last section.

2 Model details

2.1 NC setup

Both NC and CL implementations use CL functions
to represent elevation and tracers. The difference be-
tween them is in the discretization of horizontal ve-
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locity. In the NC case, the horizontal velocities are
expanded in basis functions that are products of NC
linear functions PNC

1 (x, y) with CL functions P1(z). The
NC linear functions are associated with the edges of
triangles. They are equal to 1 at their edge and go
linearly to −1 at the opposing node. CL functions are
associated with nodes. They are equal to 1 at their node
and go linearly to 0 at neighboring nodes. The essential
advantage of NC linear functions is their orthogonality
on triangles. Since the number of edges is approxi-
mately three times that of nodes, there is no nullspace
of the discrete gradient operator—no spurious pressure
modes, and no stabilization is needed. These two prop-
erties, (1) the diagonal mass matrix and (2) the absence
of stabilization, suggest that the NC representation of
velocity is a promising choice for formulating a model.
On the downside is the increased number of degrees
of freedom and extra computational load in computing
momentum advection due to the discontinuity of these
functions.

The property of orthogonality is strictly maintained
on z-level meshes for which the integration over
vertical and horizontal coordinates on elements are
independent. In the case of generalized vertical coor-
dinates, elements are no longer rectangular prisms and
Jacobians of transform from parent to physical domains
are functions of horizontal coordinates. This circum-
stance destroys the orthogonality property. In order to
maintain the efficiency of the code, horizontal lumping
or special quadrature rules (see White et al. 2008a)
have to be applied in such cases, which partly conta-
minates the mathematical elegance of the approach. If
elements are only gently deformed, the deviations from
orthogonality are small and horizontal lumping remains
a good compromise. Although the functionality of gen-
eralized vertical coordinates is supported in the code,
here, we will only discuss the case of z-level grids
for brevity.

The momentum equation is discretized using the
second-order Adams–Bashforth method for the Cori-
olis term and the momentum advection. Applying the
Adams–Bashforth method to horizontal viscosity terms
is not recommended and can even increase instability,
but it is convenient and seldom leads to problems. The
Coriolis term can be treated semi-implicitly, but this
can be beneficial only on coarse meshes and is not
discussed here. The contribution from vertical viscosity
can be optionally treated implicitly (when viscosity is
large and CFL limiting may occur). The contribution
from the sea surface height (ssh) is implicit to suppress
inertia-gravity waves. For this reason, the method re-
mains only first-order accurate in time. One can easily
make it second-order if required at almost no cost (by

taking ssh semiimplicitly), but this is not recommended
for large-scale ocean applications. The time-discretized
momentum and vertically integrated continuity equa-
tions are

δ(un+1 − un) + g∇ηn+1 − ∂z Av∂zun+1 = Rn+1/2, (1)

δ(ηn+1 − ηn) + ∇ ·
∫ 0

−H(x,y)

un+1dz = 0. (2)

Here, δ = 1/�t, where �t is the time step, Av is the
vertical viscosity coefficient, g the acceleration due to
gravity, u is the horizontal velocity, η is the elevation,
and n marks time steps. The RHS of the vertically inte-
grated continuity equation is set to zero for simplicity.

The RHS of Eq. 1 contains all terms of the mo-
mentum equation other than time derivative, surface
pressure, and vertical viscosity. The Coriolis, pressure,
and viscous terms are computed as

Rn+1/2 = −∇ pn+1/2
h /ρ0 + ∇ Ah∇un−

(3/2 + ε)(f × u+(v∇)u)n + (1/2 + ε)(f × u + (v∇)u)n−1

Here, ε is a small constant chosen to stabilize the
second-order Adams–Bashforth scheme, ph is the pres-
sure due to the weight of the fluid counted from z =
0, ρ0 is the reference density, v = (u, w) is the full
velocity, Ah the horizontal viscosity coefficient, and f
the Coriolis parameter.

The ideology of solving the pair of Eqs. 1 and 2 is
standard (pressure correction method) and is similar to
that used in the CL setup of FEOM (Wang et al. 2008a)
and in other models working with implicit free surface
(e.g., MITgcm).

First, during the prediction step, one solves for u∗

δ(u∗ − un) + ∂z Av∂zu∗ + g∇ηn = Rn+1/2. (3)

The predicted velocity is then corrected by solving

δ(un+1 − u∗) + g∇(ηn+1 − ηn) = 0. (4)

Formally, combining Eqs. 3 and 4, one does not recover
the original Eq. 1. There is a small difference due to the
omission of the viscous contribution from Eq. 4. This
difference, however, does not destroy the time accuracy
of the method (cf. with discussion in Ford et al. 2004).

Discretizing Eqs. 3 and 4, one gets the following
matrix equations:

(δM + D)u∗ = δMun − gGηn + Rn+1/2, (5)

and

(Mun+1 − Mu∗) + g�tG(ηn+1 − ηn) = 0. (6)
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Here, the notation used for continuous fields is
preserved for their discrete counterparts because the
meaning is clear from the context. The matrices intro-
duced above are the mass matrix

Mij =
∫

Ni N jd�,

the matrix of vertical viscosity

Dij =
∫

Av∂z Ni∂z N jd�,

and of the gradient operator

Gij =
∫

Ni∇N jd�.

Here, Ni and Ni are the basis functions used to repre-
sent velocity and elevation. Let us look at the structure
of M and D matrices. Due to the orthogonality of
the horizontal basis functions, these contain only links
between vertically aligned nodes. This implies that the
problem of matrix inversion is split into E2D (the num-
ber of 2D edges) subproblems, each of which can be
inverted effectively by the sweep algorithm. Since the
number of edges is three times that of the nodes, this
inversion is relatively expensive, yet not as expensive as
applying iterative solvers to invert the stiffness matrices
in the CL case when implicit vertical viscosity is used.

In situations when the vertical viscosity does not
introduce CFL limitations for the selected time step �t,
it can be included into the R term. If, additionally, one
lumps the mass matrix in the vertical direction, there is
no longer any need for a matrix inversion, and a very
effective numerical algorithm follows.

Expressing velocity from Eq. 6, one gets

un+1 = u∗ − g�tM−1G(ηn+1 − ηn). (7)

Now, we first discretize the vertically integrated conti-
nuity Eq. 2 and then substitute Eq. 7 to obtain

δMη�η + g�tGT M−1G�η = GTu∗. (8)

Here, �η = ηn+1 − ηn, and Mη is the mass matrix of
the elevation problem. This step is essentially different
from its analog in the CL case where we first rearrange
the continuous equations and then apply the FE dis-
cretization (see Section 2.2). In the NC case, the dis-
cretized vertically integrated continuity equation will
be satisfied by un+1 on completing the time step (solving
Eq. 8 and updating the horizontal velocity via Eq. 6).

Assembling matrix GT M−1G is tricky but feasible
and has to be done only once during the initialization
phase of the model run. If vertical lumping is applied to
the velocity mass matrix, the assembly task is substan-
tially simplified.

In summary, the solution algorithm goes through the
following steps:

– Compute u∗ from Eq. 5 by inverting δM + D.
This requires solving E2D (the number of sur-
face edges) subsystems of equations for vertically
aligned edges. If the mass matrix is vertically
lumped and vertical viscosity is taken explicitly, this
step becomes elementary.

– Compute elevation from Eq. 8 by inverting the
matrix δMη + g�tGT M−1G. This is the matrix of
size N2D (the number of surface nodes), which is
assembled outside the time stepping loop.

– Update the velocity according to Eq. 7. This step is
elementary if the mass matrix is vertically lumped,
and it is associated with the sweep algorithm
otherwise.

The computation of vertical velocity and solving the
tracer advection-diffusions equation follow the same
ideology as in the CL approach and are not discussed
here. In particular, the Taylor–Galerkin and FCT ad-
vection schemes are available. All physical parameter-
ization options of the CL code are also supported. The
code is MPI parallelized and uses PETSc to solve for
elevation.

2.2 Brief summary of the CL approach

In order to remove the spurious pressure modes, an
analog of Eqs. 5 and 6 is written as

(δM + D)u∗ = δMun − gγ Gηn + Rn+1/2, (9)

(Mun+1 − Mu∗) + g�tG(ηn+1 − γ ηn) = 0. (10)

Here, the difference to the NC case is in adding a
multiplier γ to the ηn term. The strength of stabilization
turns out to be proportional to (1 − γ ). In practical
applications, γ = 0.95 − 0.97 works well, and in some
cases, even values closer to 1 lead to a stable algorithm.
The major difficulty in solving Eq. 9 is the matrix
inversion (horizontal basis functions are not orthogonal
on elements), and for numerical efficiency, the vertical
diffusion is delegated to the RHS whenever possible.
Inverting the mass matrix is then done iteratively, as ex-
plained in Wang et al. (2008a), without calling PETSc.

The other essential distinction from the NC case
is that, in order to solve for the elevation, one does
not use Eq. 10. Instead, one first expresses un+1 from
Eq. 4 modified by including γ and substitutes it into
Eq. 2, and then discretizes the emerging equation. The
difference to the NC algorithm is the replacement of
operator −GT M−1G by the Laplacian operator, which
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does not support the pressure modes of operator G.
The price for this (necessary) modification is that un+1

as found from Eq. 10 does not satisfy the vertically
integrated continuity equation exactly. It is its unpro-
jected counterpart from Eq. 4 that does. The latter is
used to solve for vertical velocity and to advect tracers,
while the former is used in the momentum equation.
The difference between them is small (it is only due
to reprojection on linear functions) but important for
the consistency of the code. The need to keep two
types of the horizontal velocity is the major conceptual
disadvantage of the CL code. One of these velocities
(un+1) satisfies boundary conditions but does not ex-
actly satisfy the discrete vertically integrated continuity
equation. The other one, u∗ − g�t∇(ηn+1 − γ ηn), on
the contrary, does it, but it satisfies only weak imperme-
ability boundary conditions. For this reason, one should
expect main manifestations of effects from stabilization
in boundary layers.

It should be remembered that all methods of
stabilizations used in models employing P1 − P1 dis-
cretization have similar problems because the essence
of stabilization is the regularization of the vertically
integrated continuity equation. They all introduce the
Laplacian operator (instead of or in addition to the
true operator −GT M−1G) into the vertically integrated
continuity equation, and in this way, have the same
mathematical basis. The approach used by us has the
advantage of explicitly providing the expression for the
horizontal velocity, which ensures consistency with the
vertical velocity equation.

The solution of the dynamical part follows the same
three basic steps as in the NC case, but the predic-
tion and correction steps require the inversion of the
mass matrix or (mass + vertical viscosity) matrix. The
inversion of the mass matrices can be done effectively
and does not slow down the algorithm as much as the
inversion of the (mass + vertical viscosity) matrix.

Applying the stabilization may, however, affect the
dynamics. We address the question of the consequences
of using stabilization by comparing the solutions from
the code with stabilization (CL) and without it (NC).

2.3 Momentum advection in the NC code

Before describing the results of our numerical experi-
ments, some remarks are necessary on the implemen-
tation of the momentum advection in the NC case.
There are two points. The first one is on which form
of the momentum advection term is preferable, and the
second one is on how to properly treat discontinuities.

In order to guarantee momentum conservation, it
seems reasonable to use the conservative form of the

momentum advection ∇3 · (vu) where v = (u, w) is full
velocity and ∇3 = (∇, ∂z). Indeed, if it is projected on
an appropriate (and for a while) differentiable function
ũ, and integrated by parts, the result is

A = −
∫

v · (u · ∇3ũ)d�,

with surface integrals over impermeable lateral walls
set to zero. This form (with added flux penalties in the
NC case because of discontinuity of basis functions)
guarantees that the discretized momentum advection
sums to zero. Indeed, the sum of test functions on an
element is 1, which reduces the elemental part of the
integral to zero. Also, the additional penalties always
sum to zero in this case too.

The hidden inconsistency here is that, in writing the
momentum advection as ∇3(vu) instead of (v · ∇3)u,
one exploits the fact that the divergence of the full
velocity is zero. This is true in the continuous case, but
for the FE discretization, it holds only in the projection
on a particular set of functions. This sense is not re-
spected by A, which implies that enforcing momentum
conservation introduces noisy sinks and sources, and
our experience is that the form A (with additional
penalties) works only provided that the explicit viscos-
ity is relatively high, and it remains prone to instabilities
in flows with “rich” dynamics. It is worth mentioning
that a similar difficulty with the tracer equations is
avoided by respecting the consistency requirement on
functional spaces used to represent tracers and vertical
velocity (see White et al. 2008b; Wang et al. 2008a).

The nonconserving form (v · ∇3)u works stably and
allows for an order of magnitude smaller explicit vis-
cosity. We use this form in numerical experiments.
One more stably working variant is to project the
horizontal velocity on P1 functional space to get uc,
where the subscript “c” stands for “continuous,” and
write the momentum advection term as (v · ∇)uc. The
advantage of this form is that it is globally conservative
(
∫
(v · ∇)ucd� = 0 because w is solved by projecting it

on functions from the same space as uc) and that it
does not require taking into account continuity penal-
ties across vertical faces of elements. Its potential
disadvantage is that a numerically efficient way of solv-
ing for uc is achieved by lumping the mass matrix,
which smoothes the momentum advection and thus
introduces a mild scheme dissipation. We compare the
performance of both advection schemes in Section 4.

We will now address the other question on how
to correctly write additional penalties arising due to
the discontinuous nature of NC elements. Writing the
penalties is straightforward if equations are written in
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the conservative form because fluxes are to be contin-
uous across the boundaries of elements. This ideology
cannot be applied to the nonconservative form of the
momentum advection. A suitable method is to repre-
sent velocity as u = ∑

e ueθe and introduce the same
representation for test functions. Here, summation is
over elements; ue denotes velocity on element e and
θe equals one inside element e and is zero outside it.
With this representation, velocities and test functions
are defined everywhere in the computational domain.
On manipulating products of θe and delta-functions
arising from the differentiation, one splits the form like
A into a sum of integrals over interiors of elements
and singular contributions from the vertical faces. For
the nonconservative momentum advection form, the
result is∫

ũ(v · ∇3)ud� =
∑

e

∫
e

ũ(v · ∇3)udS

−
∑
v.f.

∫
v.f.

< ũ >< un > [u]dS.

Here, subscript “v.f.” stands for vertical faces between
elements, n is the normal to the respective face, and
the notations [] and <> of Hanert et al. (2005) for
the difference and half sum are used. Such a form
of singular terms is only valid for NC elements, and
additional terms appear in the general case. It is easy to
see that the momentum advection remains nonconser-
vative because, on setting the test function to unity, all
terms do not sum to zero. Yet, it produces a consistent
approximation.

3 Influence of stabilization on representation
of boundary layers

CL and NC setups are applied to simulate Munk gyre
flow driven by the wind stress

τx = −τ0 cos(πy/L)

with τ0 = 0.1 N/m2 in a rectangular box of 1,500
by 1,500 km on a β-plane f = f0 + βy, where f0 =
10−4 s−1, and β = 2 × 10−11 m−1 s−1 (L is the length
of the box in the meridional direction and y is counted
from the southern wall). The horizontal viscosity is
set to Ah=540 m2 s−1. The thickness of the western
boundary layer scales as δM = (Ah/β)1/3 = 30 km. The
real width of this layer (defined as the distance to zero
crossing of the meridional velocity) is larger and de-
pends on the boundary conditions. It is approximately
3δM for the no-slip case. The Munk problem with its

narrow boundary layers provides a strict test for the
effect of (over) stabilization.

Two different horizontal resolutions of 10 and 5 km
are used in the region of the western boundary. The
resolution is reduced smoothly to 50 km in the interior
of the domain. In the vertical, 10 unevenly spaced levels
are used. There is no baroclinic forcing (no stratifica-
tion), and momentum advection is off in order to com-
pare model solutions with existing analytical solutions
(see, for example, Pedlosky 1996). The experiments
were run with time step of 1 h for 3 years. This time
is still insufficient to reach a fully steady state, but
deviations from equilibrium are already very small.

Two sets of experiments were carried out, one with
no slip and the other with free slip boundary conditions.
In both sets, CL runs were conducted with stabilization
parameter γ = 0.9, 0.99, and 0.999. Upper panels of
Fig. 1 show the comparison of model and analytical
solutions for the no-slip case. It displays the meridional
velocity profile drawn across the central latitude of the
domain. There is no large difference between the CL
and NC solutions in this case, and both discretizations
lead to results that are very close to the analytical
solution (the existing difference between model solu-
tions and the analytical solution is due to the finite
resolution). The influence of stabilization remains on a
moderate level beginning from γ = 0.9, in agreement
with our practice. The effects of stabilization are be-
coming noticeable below this value, and deviation of
the velocity amplitude from the analytical solution can
be in excess of 15% for γ = 0.5 (not shown).

However, the influence of stabilization can be much
stronger in free-slip cases, as shown in the lower pan-
els of Fig. 1. While the NC solution provides a very
reasonable approach to the analytical solution, the CL
solutions approach the NC results only at very low lev-
els of stabilization. By comparing profiles of meridional
velocity, it can easily be concluded that, except for the
case of very low stabilization, there is extra friction
against the western wall introduced by the presence
of stabilization. Indeed, the part of the jet adjacent to
the wall is retarded. This friction is small and does not
distort the no-slip boundary layers (which are frictional
by themselves). It broadens free-slip western boundary
layers to accommodate for the gyre transport with re-
duced velocity amplitude. In free-slip cases, using γ =
0.9 produces results that are hardly acceptable.

The effect of stabilization becomes less pronounced
as the mesh is refined but the horizontal viscosity co-
efficient is kept fixed. In such cases, boundary layers
become better resolved and the same values of the
stabilization parameter lead to smaller deviations from
the analytical solutions. We observe this by comparing
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Fig. 1 The meridional
velocity profile in the Munk
gyre. The resolution is 10 km
(left panels) and 5 km (right
panels) in the western
boundary layer. Upper panels
correspond to the no-slip case
and the lower panels
correspond to the free-slip
case. The influence of
stabilization is small even for
γ = 0.9 in the no-slip case but
very strong in the free-slip
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results obtained on 10- and 5-km grids (left and right
panels in Fig. 1). In the no-slip case, there is practically
no difference between cases with three different γ , yet
the NC solution is slightly more accurate and closer to
the analytical solution. The agreement clearly improves
in the free-slip case too, but γ = 0.9 still leads to signifi-
cant errors. In the limit of very fine resolution, the effect
of stabilization will be small. This can hardly lead to
practical consequences, as in ocean modeling, one tries
to reduce viscosity together with increasing resolution,
thus making boundary layers thinner. So the practical
recipe is rather to keep the stabilization as small as
possible in order to minimize its effects.

4 Baroclinic turbulence in a channel

The question that still remains is what happens outside
the boundary layers. In order to qualitatively answer,
it we carry out a set of numerical experiments on
baroclinic turbulence in a zonally reentrant channel.
The turbulence statistics are rather sensitive to the
explicit and scheme-implicit dissipation, and in this
way, the effects of stabilization can also be diagnosed.
This comparison is not so clean as in the Munk gyre
case, as the properties of numerical baroclinic turbu-
lence are affected by the momentum advection, which

is different in CL and NC cases (tracer advection is
implemented in the same way but can also be affected
by different representations of the horizontal velocity).
The experiments are conducted in a channel of 15
degrees in latitude and 40 degrees in zonal direction
centered at 37.5◦ N at a resolution of about 16 km.
In the vertical direction, the mesh contains 16 equally
spaced levels going to the depth of 1,500 m. A linear
equation of state is used with stratification being due
to temperature only. The initial temperature distribu-
tion has horizontal and vertical gradients of 0.5 × 10−5

and 8.2 × 10−3 K/m, respectively. The stratification is
maintained by relaxation to the initial profile in 1.5◦
northern and southern zones with relaxation coefficient
dropping from 1/3 day−1 at the walls to zero outside the
1.5◦ zones.

Both (CL and NC) cases are run with the FCT
advection scheme with explicit horizontal diffusivity
of 50 m2/s. For the NC case, runs with true NC and
reprojected implementations of the momentum advec-
tion are carried out. The biharmonic viscosity of 2.5 ×
1010 m4/s is used, both versions are using (the same)
explicit vertical viscosity and diffusion, and the mass
matrix of the momentum equation is vertically lumped
in the NC case for numerical efficiency.

In addition to comparing the performance of two ver-
sions of FEOM, similar computations were performed
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with MITgcm (Marshall et al. 1997). The same mesh,
initial temperature stratification, relaxation in southern
and northern buffer zones, and physical parameters
were used in these simulations. This serves two goals.
The first one is to confront FEOM results with those
of a more traditional model. The second one is the
CPU time comparison. It is frequently mentioned that
unstructured grid FE codes are slower (for the same
amount of nodes) than structured grid codes, and here,
we took the opportunity to measure the extent to which
they are slower.

Each case is run for 3 years and eddy kinetic and
eddy available potential energies are compared in the
upper (kinetic) and lower (available potential) panels
of Fig. 2. The eddy part of velocity and density fields are
defined here as deviations from zonal mean values, and
computation of the available potential energy follows
the quasigeostrophic rules. As an illustration that the
flow is in a turbulent regime, Fig. 3 shows a snapshot
of the temperature field displaying a variety of eddy
features characteristic of the well developed baroclinic
turbulence. Since the channel is relatively wide, the
characteristics of eddy flow are sensitive to the details
of dissipation and, in particular, of the bottom drag. The
latter is parameterized through the quadratic law with

Fig. 2 Doubled eddy turbulent kinetic energy (upper panel) and
eddy available potential energy (lower panel) in CL FEOM, NC
FEOM (projected and true momentum advection), and MITgcm.
The CL version simulates higher levels of energy compared to the
NC version

Fig. 3 A snapshot of temperature field at 100-m depth at the end
of integration in the CL FEOM

the drag coefficient Cd = 0.0025. Removing the bottom
drag leads to the appearance of large eddies occupying
the entire channel in width.

The levels of eddy kinetic and eddy available poten-
tial energies are similar in CL and NC setups. In the NC
case, both momentum advection schemes show similar
results, which is counterintuitive, because the repro-
jected variant of momentum advection is expected to
introduce some dissipation. The other counterintuitive
fact is that CL levels of the eddy kinetic and available
potential energies are slightly higher than the levels of
the NC setup. They, however, show a tendency toward
the NC results. The conclusion is that the stabilization
present in the CL version does not damage the perfor-
mance and does not lead to additional dissipation inside
the domain.

The MITgcm results match very closely the results
of both NC versions. Given the sensitivity of the
eddy energy levels to the total dissipation (explicit
and scheme-implicit) and recognizing the differences
in discretization and implementation, the agreement
between all simulations is surprisingly good.

5 Numerical efficiency

Despite the fact that no true matrix inversion is needed
in the predictor and corrector steps of the NC setup in
our experiments (explicit vertical viscosity and vertical
lumping are used), the NC code is only marginally
faster (less than 10%) than the CL code, which always
does mass matrix inversions to solve for u∗ and full
velocity. One model year of the channel experiment
(mesh of 0.4 million nodes) takes approximately 8 h on
a single node (8 Power4 1.7-GHz processors) of IBM
p655 in both implementations with �t = 15 min.

Although this performance is already reasonably
fast, it is still much slower than the performance of
structured grid codes. The performance of the MITgcm
on the same mesh (but without triangulation) and on
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the same architecture is considerably faster. On a single
processor, CL FEOM CPU time per time step com-
pares to that of MITgcm as 6.5/0.35 s≈18, while on the
full node (eight processors), the ratio is 0.85/0.14 s≈6.
Note that the MITgcm code does not scale optimally
because of the details of the architecture and the size
of the mesh. This gives a slowness factor of about 10,
which can perhaps be only slightly improved for FE
P1 − P1 or Pnc

1 − P1 codes on unstructured triangular
grids. The reason is, as mentioned in Section 1, a much
higher number of operations needed to assemble the
RHSs of equations on unstructured meshes, the need
to invert mass matrices, and the relatively high cost of
the FCT algorithm on unstructured meshes.

The essential part of the CPU load in our implemen-
tation of NC code is the assembly of the RHS of the
momentum equation. The edge penalty part of the mo-
mentum advection term is not so expensive by itself, but
it becomes more so in parallel implementation where
the cycle over edges is to be repeated twice, first to
collect combinations of velocities on edges (which are
to be communicated between neighboring processors)
and then to compute the contributions to the RHS.
This splitting also requires additional storage. It turns
out that the predictor/corrector steps together require
comparable time in NC (the NC version is slightly
faster) and CL setups, although in the latter case, mass
matrix inversions are needed.

The analysis of CPU time per model time step shows
that the horizontal velocity part takes about 40% of
the total time, and 10% more are required to solve for
elevation. This share depends on the tracer advection
scheme and on how many tracers are advected. The
FCT scheme is relatively expensive, and in the channel
experiments, only temperature is advected (it takes
33%). Adding salinity would increase the weight of the
tracer part to 50%, and it will dominate if more tracers
are used.

The relationship between the CPU time of CL and
NC cases can change in some special cases. For ex-
ample, the CL code slows down in the case of free-
slip boundary conditions (rotations are performed to
local normal and tangential directions). In this case,
one deals with matrices of doubled size (because ve-
locity components become coupled) and uses a more
sophisticated algorithm for matrix inversion. This leads
to about 30% overhead. In the same vein, using local
coordinate frames on elements (instead of spherical
coordinates) in future setups will lead to more over-
head in the CL case than in the NC case. Finally,
the CL code is more expensive in the implicit vertical
viscosity option (unless horizontal lumping is applied).
These are the reasons why the NC setup is of further

potential interest. It should, however, be mentioned
that the CL setup is more robust with respect to the
choice of viscosity and time step, so it remains a good
choice too.

6 Conclusions

In this paper, we tried to estimate effects of stabilization
of CL of FEOM by comparing model results to ana-
lytical solutions and to results of the NC setup, which
does not require stabilization. The artifacts introduced
by stabilization depend on the problem under consid-
eration and can be strong close to free-slip boundaries.
Except for this, there is no strong influence provided
the stabilization strength is sufficiently small (γ ≥ 0.95).
The broadening of the western boundary current in
the Munk gyre experiment remains small, and both
eddy TKE and APE in the turbulent flow in a zonally
reentrant channel are not affected by stabilization and
reach approximately the same levels in both CL and
NC cases. The overall conclusion from this comparison
is that stabilization does not damage solutions in many
cases but should be kept as small as possible in order
to minimize its influence in boundary layers. Surely,
the simple cases considered here do not exclude other
possible effects that may emerge in longer simulations
and under other circumstances, but they simply give
an idea of consequences of using the stabilization. The
potential of the CL code is illustrated by a study of
overflows in Wang et al. (2008b), and other examples
with both setups will be presented elsewhere.

The intercomparison of CL and NC discreizations as
implemented in FEOM supports the currently forming
opinion (Hanert et al. 2005; Le Roux et al. 2005) that
NC discretization of horizontal velocities is a good
alternative to CL horizontal velocities mostly used thus
far in FE codes. The obvious advantage of the NC
representation of the horizontal velocity is the absence
of pressure modes, which leads to a cleaner pres-
sure correction algorithm and consistent vertically inte-
grated continuity equation. Orthogonality of NC basis
functions in horizontal directions is another advantage,
but taking it rigorously into account requires z-levels
in the vertical direction. On generalized vertical grids
with deformed elements, the orthogonality is destroyed
and horizontal lumping (or special quadrature rules) is
needed to get a numerically efficient algorithm. The ro-
bustness of different implementations in such situations
remains to be explored.

In practice, the advantages of the NC elements do
not lead to a faster code, as the number of operations
needed to assemble RHSs is as high as or greater
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than with the CL discretization. In perspective, working
toward codes that do not need a longitude–latitude
basis may change the situation in favor of the NC
implementation.

The progress in the acceptance of unstructured grids
for modeling large-scale ocean circulation is heavily
dependent on the numerical efficiency of unstructured
grid models, and the important task for future research
is to establish the optimal approach. The current work
is a step in this direction.
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Abstract This study examines main physical processes
affecting the three-dimensional (3D) circulation and hydro-
graphic distributions over the inner Scotian Shelf (ISS) in
June and July 2006 using a nested-grid coastal ocean
circulation modeling system known as the NCOPS-LB. The
nested-grid system has five relocatable downscaling sub-
models, with the outermost submodel of a coarse horizontal
resolution of (1/12)° for simulating storm surges and
barotropic shelf waves over the Eastern Canadian shelf
and the innermost submodel of a fine resolution of ∼180 m
for simulating the 3D coastal circulation and hydrography
over Lunenburg Bay of Nova Scotia in the default setup.
The NCOPS-LB is driven by meteorological and astro-
nomical forcing and used to study the storm-induced
circulation over the ISS during tropical storm Alberto.
Model results demonstrate that the coastal circulation and
hydrographic distributions over the ISS are affected
significantly by tides, local wind forcing, and remotely
generated coastal waves during the study period.

Keywords Physical process . Nested-grid .

Numerical modeling . Scotian shelf . Storm-induced .

Tropical storm Alberto

1 Introduction

The Eastern Canadian Shelf (ECS) referred to in this study
consists of the Labrador Shelf (LS), Newfoundland Shelf
(NS), the Grand Banks (GB), the Gulf of St. Lawrence (GSL),
the Scotian Shelf (SS), and the Gulf of Maine (GOM). The
three-dimensional (3D) circulation and hydrographic distribu-
tions in this region are affected significantly by wind, tides,
buoyancy forcing associated with sea surface heat and
freshwater fluxes and river runoff, and occasionally by tropical
storms and hurricanes (Smith and Schwing 1991). On
September 26, 2003, for an example, Hurricane Juan moved
northward from Bermuda and made landfall near Halifax
with a maximum sustained wind speed of about 160 km h−1

and caused significant intense inertial currents in the upper
waters of the SS and localized coastal flooding along
coastlines of Nova Scotia (Fogarty et al. 2006; Sheng et al.
2006). On June 15, 2006, tropical storm Alberto moved
northeastward over the Canadian Atlantic Provinces with a
maximum peak wind of about 100 km h−1, resulting in large
sea states over the ECS. Significant progress has been made
in recent years in understanding the physical processes of
storm-induced circulation over the ECS (Petrie et al. 1987;
Davidson et al. 2001; Zhai et al. 2004; Sheng et al. 2006;
Wang et al. 2007; Zhai et al. 2008a). Many important
scientific issues, however, remain to be addressed, including
the interaction of the storm-induced circulation with coastal
topography, dynamics of coastal upwelling and eddy devel-
opment, and characteristics of coastal cool water plumes.

A coastal ocean observatory was established in summer
2000 in Lunenburg Bay (LB), Nova Scotia as part of a multi-
agency research program of marine environmental observa-
tion and prediction for Canadian Atlantic coastal waters
known as Center for Marine Environmental Prediction
(CMEP)-Bay (Sheng and Wang 2004, www.cmpe.ca). The
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main purpose of CMEP-Bay was to develop a marine
environmental observation and prediction system for Cana-
dian Atlantic coastal waters, using data assimilative and
coupled models guided directly by real-time observations
(Safter 2002; Wang et al. 2007). As part of the CMEP-LB, a
nested-grid coastal ocean circulation prediction system
known as the NCOPS-LB was developed (Sheng and Yang
2008; 2008, unpublished manuscript) based on the integra-
tion of a prototype operational shelf circulation forecast
system known as Dalcoast3 (Thompson et al. 2007; Ohashi
et al. 2008, unpublished manuscript) and a two-level nested-
grid coastal circulation model for LB (Zhai et al. 2008a;
Sheng et al. 2008). The main objective of this study is to use
the NCOPS-LB to examine the main physical processes
influencing the three-dimensional circulation and hydro-
graphic distributions over the inner Scotian Shelf (ISS) in
June and July 2006, with a special emphasis on the storm-
induced coastal circulation during tropical storm Alberto.

The remainder of the paper is arranged as follows:
Section 2 discusses the physical conditions over the SS
during Alberto based on the in situ and satellite remote
sensing observations. Section 3 describes the model setup
and external forcing. Section 3 presents the simulated
circulation and hydrographic distributions over the study
region during Alberto. Section 4 examines the main
physical processes influencing the 3D circulation over the
ISS based on the model results in three numerical experi-
ments. The final section is the summary and conclusion.

2 Meteorological and oceanographic conditions
during tropical storm Alberto

Tropical storm Alberto was the first tropical storm of the 2006
Atlantic hurricane season (www.nhc.noaa.gov). It formed on

June 10, 2006 as a tropical depression in the northwestern
Caribbean Sea and moved northwestward to the southeastern
Gulf of Mexico. It became a tropical storm in the morning of
June 11 with the peak intensity of about 110 km h−1. The
storm moved northeastward through Northern Florida and
weakened to a tropical depression in the early morning of
June 14 over Georgia. The storm emerged off the mid-
Atlantic coast of the United States at the late night of June 14
and accelerated northeastward to the Canadian Atlantic
provinces (Fig. 1). The storm deepened into a powerful
post-tropical storm as it swept the Scotian Shelf on June 15
with the maximum peak wind of about 100 km h−1.

Figure 2 presents the sea level atmospheric pressures
(SLPs) and wind stress over the SS-GSL region calculated or
extracted from numerical weather forecasts produced by the
Meteorological Service of Canada (MSC). At day 166.75
(18:00 UTC June 15), the storm center was located at the
southern SS with a maximum wind stress of ∼1.5 Pa, and the
wind stress was southwestward over the ISS (Fig. 2a). At
day 167.0 (00:00 June 16), the storm center approached the
central SS with a maximum wind stress of ∼2 Pa on the right
hand side of the track (Fig. 2b). The wind stress was roughly
onshore over the eastern SS and offshore over the western
SS at this time. The storm center moved to the northeastern
SS at day 167.25 (06:00 June 16) with a maximum wind
stress of ∼1 Pa, and the wind stress in LB at this time was
relatively weak and roughly eastward (Fig. 2c). The storm
reached the western GB and made landfall over Southern
Newfoundland at the noon of June 16, with a maximum
wind stress of ∼0.75 Pa (Fig. 2d).

The six hourly positions of “best track” of Alberto (Fig. 2)
were constructed by the Canadian Hurricane Center (CHC)
from multisource measurements and can be used to validate
the performance of the MSC numerical weather model in
predicting the center position of the storm. The storm track of

Fig. 1 Storm track of tropical
storm Alberto in June 2006.
Abbreviations are used for the
Newfoundland (NF), Labrador
Sea (LS), Grand Banks (GB),
Flemish Cap (FC), Gulf of St.
Lawrence (GSL), Gulf of Maine
(GOM), Scotian Shelf (SS), and
Lunenburg Bay (LB)
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Alberto was very close and parallel to the south coast of Nova
Scotia as shown in Figs. 1 and 2, with a typical translational
speed of 13 m s−1 over the SS. In comparison with the CHC
best storm track, the MSC numerical weather forecast model
reproduces reasonably well the movement of the storm from
days 166.75 to 167.50 (Figs. 2a,d). There are some noticeable
differences between the storm centers produced by the MSC
numerical forecast model and the CHC best storm track from
days 167.00 to 167.25 (Figs. 2b,c).

The 3D circulation and hydrographic distributions on the
SS were affected significantly by the storm. Figure 3 presents
the satellite-measured sea surface temperatures (SSTs) over
the ISS on June 17, 2006, 1 day after Alberto swept the
study region. The satellite-measured SSTs were constructed
by Chris Jones (personal comm. 2007) at Dalhousie
University from remote sensing measurements of the
moderate resolution imaging spectroradiometer (MODIS)
using a two-dimensional (2D) optimal interpolation scheme.
The MODIS SSTs on June 17 were characterized by
relatively cool surface waters over areas between isobaths
of 100 and 170 m and relatively warmer surface waters near
the coast and further offshore. There are two plausible

reasons for the appearance of narrow bands of cool surface
waters in Fig. 3: one is due to the SST cooling associated
with the passage of Alberto, and the other is due to the
advection of relatively cold surface waters from the GSL by
the inshore Scotian Current. We will discuss in Section 4 that
the passage of Alberto is the primary reason for narrow
bands of cool surface waters over the ISS on June 16, 2006.

Temperature and salinity observations were made at station
2 of Halifax Line on days 159 (June 8), 187 (July 16), 201
(July 20), and 214 (August 2) in 2006 (Fig. 4), respectively,
by the Bedford Institute of Oceanography (Blair Greenan,
personal comm., 2007). The vertical stratification at station 2
in June and July 2006 was characterized by relatively
uniform temperature and salinity in the surface mixed layer
(SML) and a sharp thermocline at the bottom of the SML
with a significant decrease in temperature (with a gradual
increase in salinity). Beneath the thermocline, there were an
upper intermediate layer between 40 and 80 m with
relatively uniform temperature and a gradual increase in
salinity, a lower intermediate layer between 80 and 150 m
with gradual increases in both temperature and salinity, and a
deep layer of deeper than 150 m with relatively uniform

Fig. 2 SLPs andwind stress over
the Scotian Shelf and Gulf of St.
Lawrence during tropical storm
Alberto extracted or calculated
from the three hourly numerical
weather forecasts produced by the
MSC at: a day 166.75 (18:00
UTC June 15), b day 167.00
(00:00 June 16), c day 167.25
(06:00 June 16), and d
day 167.50 (12:00 June 16) of
2006. Wind stress vectors are
plotted at every second model
grid point of the MSC numerical
weather model. The contour in-
terval for SLPs is 2 hPa. The
solid (open) circles represent the
current (non-current) position of
the six hourly “best track” of
produced by the Canadian Hur-
ricane Center (www.atl.ec.gc.ca/
wether/hurricane/images)
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temperature and salinity at station 2 in June and July 2006
(Fig. 4). The thickness of the SML at station 2 was ∼20 m on
day 159 and ∼10 m on other three observation days. The
observed temperature and salinity in the SML at the site
were about 9°C and 30.2 ppt on day 159; about 12.5°C and
31 ppt on day 187; and about 18.5°C and 31 ppt on day 201,
respectively. Significant vertical temperature gradients oc-
curred in the thermohaline on days 187 and 201, and the
thickness of the upper intermediate layer was relatively thick
on day 159 and relatively thin on days 187 and 201.

The near-surface (1 m) temperatures observed at the two
mooring sites in LB (Fig. 5) exhibit a similar warming trend
as those at station 2 from days 155 to 166 but with
significant high-frequency variability. Vertical stratifications
were present during this study period, except for two storm
events around days 159 and 167, respectively. The vertical
hydrographic stratification was reduced significantly during

the two storm events and reestablished gradually after the
storms. The observed near-surface salinities in LB decreased
from 30 to 28 psu with significant high-frequency variability.
The power spectral analysis of observed near-surface
salinities at SB2 and SB3 demonstrates that temporal
variability of salinity in the upper water column in LB was
mainly dominated by the energy in the semidiurnal
frequency band and in the subtidal frequency band of
∼1 cpd (not shown). The latter frequency band was
associated most likely with the propagation of baroclinic
waves excited by the storms propagating from the Rose Bay
to Lunenburg Bay as discussed in Zhai et al. (2008b).

Vertical profiles of horizontal currents observed by the
ADCPs at mooring sites SB2 and SB3 in LB shown in
Fig. 6 demonstrate that the horizontal currents in LB had
significant variability in the tidal and synoptic weather
frequency band (ADCP data in the top 3 m were not shown
in Fig. 6 due to the acoustic scattering from air bubbles).
During the first storm around day 159, relatively large
north-eastward currents occurred at SB2, with a maximum
speed of ∼20 cm s−1 at 8 m depth and in the roughly
opposite direction to the wind forcing, indicating that large
subsurface currents were associated mainly with the return
flow forced by the pressure gradient generated by wind
stress at earlier times. The eastward components of the
observed currents at SB3 were much stronger than the
northward components, in consistence with the nearly east–
west orientation of the local bottom topography.

The in situ and satellite remote sensing observations
presented above provide valuable information of the 3D

Fig. 4 Vertical profiles of observed temperatures (left) and salinities
(right) at station 2 of Halifax Line at days 159 (June 8, black), 187
(June 16, red), 201 (June 20, blue), and 214 (August 2, green) in 2006

Fig. 3 SSTs over the inner
Scotian Shelf on June 17, 2008,
which is 1 day after the passage
of Alberto, constructed from
MODIS measurements (courtesy
of Chris Jones, Dalhousie Uni-
versity). The area marked by the
dashed box is the domain of
submodel L3 shown in Fig. 17
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circulation and hydrographic distributions over the ISS.
Further understanding of physical processes for circulation
in June and July 2006 over the study region, particularly
during tropical storm Alberto, will be gained from model
results discussed in Sections 4 and 5.

3 The ocean circulation model setup and external
forcing

A nested-grid coastal circulation prediction system known as
the NCOPS-LB used in this study is the integration of the shelf
circulation forecast system known as Dalcoast3 (Thompson et
al. 2007; Ohashi et al. 2008, unpublished manuscript) and a
two-level nested coastal circulation model for Lunenburg Bay
(Zhai et al. 2008a; Sheng et al. 2008). The nested-grid system
has five relocatable submodels (Fig. 7), which consist of, in
the descending order of the model domain sizes, (1) a storm
surge submodel for the Northwest Atlantic Ocean between
72° and 42° W and between 38° and 60° N (submodel L1);
(2) a shelf circulation submodel for the GSL-SS and the
adjacent slope between 67.5° and 56° W and between 41.75°
and 52° N (submodel L2); (3) a limited-area shelf circulation
submodel for the ISS between 64.4° and 62.9° Wand between
43.8° and 44.8° N (submodel L3); (4) a coastal circulation
submodel for the three-bay region of Mahone Bay (MB), LB,
and Rose Bay (RB) of Nova Scotia (submodel L4); and (5) a
coastal circulation submodel for LB (submodel L5) in the
default setup. The horizontal resolutions of the five submodels
are (1/12)°, (1/16)°, ∼2 km, ∼500 m, and ∼180 m, respectively.

It should be noted that submodel L1 is 2D and barotropic
(in which model temperature and salinity are set to constant
in time and space) and simulates storm surges and
generations or propagations of barotropic shelf waves
excited by meteorological forcing over the ECS. The other
four submodels are 3D and baroclinic. Submodels L1 and
L2 are the default setup of Dalcoast3 constructed from the
σ-level Princeton Ocean Model (POM; Mellor 2004).
Submodel L2 uses 30 σ levels in the vertical, with various
spacing between adjacent σ levels doubling between the sea
surface and the tenth σ level at σ=−0.0909 and constant
spacing of 0.0455 below the tenth σ level. The sub-grid

Fig. 6 Time-depth distributions of eastward and northward compo-
nents of observed currents at SB2 and SB3 in Lunenburg Bay of Nova
Scotia from days 155 to 170 in 2006. Two gray boxes indicate two
wind events in June, 2006

Fig. 5 Time series of observed
temperatures (left) and salinities
(right) at three different depths
at mooring sites SB2 (upper)
and SB3 (lower) in Lunenburg
Bay of Nova Scotia from
days 155 (June 4) to 170 (July
19) 2006. Shading areas repre-
sent periods of two storm events
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scale mixing parameterizations used in Dalcoast3 are the
horizontal mixing scheme suggested by Smagorinsky
(1963) and the turbulent closure scheme developed by
Mellor and Yamada (1982). Submodels 3–5 are constructed
from the z-level ocean circulation model known as
CANDIE with free surface (Sheng et al. 1998; Zhai et al
2008a) and use 24 z levels in the vertical with a vertical
resolution of 1 m except for 3 m for the top z level and
4.5 m below 20 m depth. In submodels L3–5, the vertical
mixing scheme of Large et al. (1994) is used for vertical
eddy viscosity and diffusivity coefficients Km and Kh, and
the horizontal mixing scheme of Smagorinsky (1963) is
used for the horizontal eddy viscosity coefficient Am, with
the horizontal turbulent Prandtl Number Ahm set to 0.1,
where Ah is the horizontal eddy diffusivity coefficient.

The nested-grid system is forced by meteorological and
astronomic forcing to simulate the 3D circulation and hy-
drographic distributions over the ECS from days 155 (June 4)
to 170 (June 19) 2006. The meteorological forcing includes

SLP and surface wind stress extracted or converted from three
hourly numerical weather forecast fields produced by the
MSC. The surface wind stress is converted from the MSC
wind speeds (Fig. 2) using the bulk formula of Large and
Pond (1981). To demonstrate the temporal variability of the
meteorological forcing, we examine time series of the three
hourly MSC wind stress in LB (Fig. 8). The MSC wind
stress was relatively weak (∼0.05 Pa) and roughly northward
during the study period, except for two storm events. The
first storm event occurred from days 158 to 160 with a
maximum wind stress of ∼0.2 Pa associated with a low
pressure system moving northward over the eastern GOM
(not shown). The second event occurred on days 166 and
167 with a maximum wind stress of ∼0.3 Pa associated with
tropical storm Alberto moving northeastward over the central
SS (Fig. 2). In comparison of wind stress converted from
observed wind at SB2 and MB1 in LB, the MSC wind is in
good agreement with the observations, with some noticeable
differences during the two storms (Figs. 8b,c).

Fig. 7 Major bathymetric features of five submodels of a nested-grid
coastal ocean circulation prediction system for Canadian Atlantic
coastal waters (NCOPS-LB). a Submodel L1 and b submodel L2 are
Dalcoast3 based on POM developed by Thompson et al. (2007) and d
submodel L4 and e submodel L5 are the nested-grid coastal
circulation model based on CANDIE developed by Zhai et al.

(2008a, b). c Submodel L3 is an intermediate resolution circulation
model for the inner Scotian Shelf also based on CANDIE. Abbrevia-
tions are used for Corkum’s Channel (CC), Ovens Point (OP), East
Point Island (EPI), and Cross Island (CI). The horizontal heat fluxes
through transect A and B are presented in Section 6
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The net heat flux (Qnet) at the sea surface is calculated
using the following bulk formulae (Gill 1982):

Qnet ¼ QI þ QB þ QL þ QS ð1Þ
where QI is the flux of sunlight into the ocean, QB is the net
upward flux of long-wave radiation from the ocean, QL is
the latent heat flux carried by evaporated water, and QS is
the sensible heat flux due to conduction. Each term on the
right hand side of Eq. 1 is positive if the flux is from the
atmosphere to the ocean. In this study, QI is taken from six
hourly NCEP fields, and QB, QL, and QS are calculated
using empirical formulas based on the NCEP air tempera-
ture, relative humidity, MSC wind speed, a constant cloud
cover of 0.5, and model-calculated SST. The estimated net
heat flux during the study period (Fig. 8d) has significant
day-to-day variability with large positive values (heat gain
by the ocean waters) of more than 500 W m−2 near

noontimes and near zero or small negative values (heat loss
by the ocean waters) during nights in June 2006, except for
the two storm events (Fig. 8d). During these two storm
events, the daily maximum sea surface fluxes near
noontimes in LB decrease to ∼400 W m−2. Furthermore,
to reduce the model bias in simulating temperature and
salinity distributions over the three-bay region, the external
forcing in submodels L4 and L5 also includes an additional
net surface heat (and freshwater) flux diagnosed from
model results using the following procedure. We first run
the NCOPS-LB with the net sea surface heat flux calculated
by Eq. 1. We calculate differences between the modeled sea
surface temperature (SSTm) and the observed sea surface
temperature (SSTo) at SB3 in LB. The additional net heat
flux in submodels L4 and L5 is then estimated based on
bQ ¼ Δz

r0Cp

@
@t SSTo�SSTmð Þ. Similarly, the net freshwater flux

at the sea surface in submodels L4 and L5 (Fig. 8e) is

Fig. 8 Time series of a the stick
plot of wind stress, b the east-
ward components, and c north-
ward components of observed
(red) and MSC (blue) wind
stress, d the net sea surface heat
flux at SB2 and e the diagnosed
net sea surface freshwater flux
from days 155 to 170 in 2006.
The dashed line in (a) represents
the amplitude of wind stress
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estimated based on E � P ¼ Δz
SSSo

@
@t SSSo�SSSmð Þ, where

SSSo is the observed sea surface salinity at SB3, and SSSm
is the corresponding model sea surface salinity produced by
the NCOPS-LB using all the external forcing except for
zero sea surface freshwater flux.

It should be noted that additional correction terms
expressed in terms of restoring boundary conditions to
seasonal mean hydrographic climatology are added to the
net sea surface heat and freshwater fluxes in submodel L2
using the spectral nudging approach in order to reduce the
model drift in simulating the seasonal cycle of the sea
surface temperature and salinity. Readers are referred to
Thompson et al. (2007) and Ohashi et al. (2008, unpub-
lished manuscript) for more discussion on the correction
terms and the spectral nudging approach.

The following boundary conditions are used in the
NCOPS-LB (Sheng and Yang 2008). At lateral closed
boundaries of all the five submodels of the nested-grid
prediction system, the normal flow, tangential stress of the
currents, and horizontal fluxes of temperature and salinity are
set to zero. The Sommerfeld radiation condition is used for
the sea surface elevations and depth-mean currents along the
open boundaries of submodel L1. Along the open boundaries
of submodel L2, the model surface elevation and depth-mean
currents are restored to the combination of the sea surface
elevations and depth-mean currents produced by submodel
L1 and those produced by WebTide. WebTide is a graphic
user interface which includes a simple tidal prediction
program over the ECS based upon tidal harmonic constants
of major tidal constituents precalculated from previous tidal
ocean model results (Dupont et al. 2002). Model temperature
and salinity along the open boundaries of submodel L2 are
advected outward if the normal flow at the open boundaries
is outward and restored to the seasonal mean climatology if
the model flow is inward (Ohashi et al. 2008, unpublished
manuscript). For the other three submodels of the NCOPS-
LB based on CANDIE (i.e. submodels L3–L5), the
following one-way nesting technique is used for specifying
open boundary conditions. The Orlanski (1976) radiation
condition is first used to determine whether the open
boundary is passive or active. If the open boundary is
passive, the model variables (including temperature, salinity,
and 3D currents) at the open boundaries are restored to the
model results produced by the upper-level submodels, with a
restoring time scale of 1.2 h. If the open boundary is active,
the model variables at the open boundaries are advected
outward. An additional adjustment is made to the depth-
mean currents along the open boundaries based on the open
boundary condition of Davies and Flather (1978) in order to
have proper propagations of (barotropic) tidal forcing and
meteorologically forced surface elevations and depth-mean
flows from open boundaries of submodel L2 to the lower-
level submodels of the NCOPS-LB.

4 Storm-induced circulation during tropical storm
Alberto

The NCOPS-LB is initialized from seasonal hydrographic
climatology on day 121 (May 1) 2006 and integrated for
3 months using all the external forcing presented in Section 3,
which is referred to as the control run (Exp-CR) in this study.
The model results in Exp-CR for a 15-day period from
days 155 (June 4) to 170 (June 19) are presented in this
paper, except where otherwise stated.

Figure 9 shows the simulated sea surface elevations,
surface (or near-surface) temperatures and currents pro-
duced by the NCOPS-LB at day 166.75 (18:00 June 15) in
2006. The center of the storm is located at the southwestern
SS at this time (Fig. 2a). The total sea surface elevations
(i.e., the sum of the adjusted sea level and isostatic sea level
due to the inverse barometer effect, Gill 1982) at
day 166.75 produced by submodel L1 (Fig. 9a) are positive
over the ECS (in the barotropic response to wind forcing
and sea level atmospheric pressure perturbations), with a
maximum value of ∼50 cm near the storm center on the
southern SS due mainly to the large inverse barometer
effect at the center of the storm. Submodel L1 also
generates relatively large depth-mean currents over shallow
water regions of the ECS and very strong southwestward
currents over the coastal region of the western SS at this
time.

The surface currents over the GSL-SS region produced
by submodel L2 at day 166.75 are characterized by a large-
scale cyclonic recirculation over the SS and southwestern
GSL and relatively weak surface currents over the eastern
SS and the central GSL (Fig. 9b). The simulated SSTs at
this time are relatively cool and ∼8°C on the SS and the
northern and eastern GSL and relatively warm and ∼12°C
over the southwestern GSL and deep waters of the SS.

The near-surface (1.5 m) currents over coastal waters of
the central SS produced by submodel L3 at day 166.75
(Fig. 9c) are relatively uniform and nearly southwestward
with a typical speed of ∼50 cm s−1. The simulated near-
surface temperatures are about 8°C over the ISS except for
relatively warmer and about 12°C over bays and inlets.

Over the three-bay region (i.e., MB, LB, and RB), the
near-surface currents produced by submodel L4 (Fig. 9d)
are nearly southwestward, which are relatively stronger
over outer MB and outer LB, and adjacent offshore regions
and relatively weaker over inner LB and inner MB. The
simulated near-surface temperatures produced by submodel
L4 are about 12°C over inner MB and inner LB and
relatively cooler and about 8°C over the offshore region of
the three bays.

The near-surface currents in LB produced by submodel
L5 at day 166.75 (Fig. 9e) are characterized by an intense
southwestward throughflow of ∼50 cm s−1 in the offshore
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deep waters off LB and relatively weak and southwestward
currents inside LB. There is a strong northeastward jet
through Corkum’s Channel due mainly to the tidal
circulation through the channel. The simulated near-surface
(1.5 m) temperatures produced by submodel L5 at this time
are relatively warmer and about 12°C over western and
northern LB and relatively cooler in the deep waters region
off LB (Fig. 9e). There are several small-size pools of cool
surface waters over northeastern LB due to localized wind-
driven upwelling.

At day 167.5 (12:00 June 16, 2006), the center of the
storm moves onto the NF. The simulated total surface
elevations at this time in the barotropic response to wind
and atmospheric pressure perturbations produced by sub-
model L1 (Fig. 10a) have a maximum value of about 30 cm
over the inshore region of the NS; about 10 to 20 cm over
the GB and the eastern SS and the southern GSL and
relatively small over other regions of the ECS. There are
relatively large depth-mean currents at this time over the

GB, the southern GSL and the ISS, associated mainly with
the propagation of the barotropic shelf waves excited by
Alberto.

Submodel L2 generates strong and southward surface
flows over the western GB, the southern GSL and the
eastern SS, and strong southwestern tidal currents in the
Bay of Fundy at day 167.5 (Fig. 10b). The simulated SSTs
produced by submodel L2 at this time are relatively cool
and ∼7°C over the eastern SS and the northern and eastern
GSL and relatively warmer and ∼11°C over the southwest-
ern GSL and deep waters off the SS.

The simulated near-surface (1.5 m) currents produced by
submodel L3 at day 167.5 (Fig. 10c) are relatively weaker
over the ISS with more small-scale features except for some
large currents over isolated coastal areas, in comparison
with those on the previous day (Fig. 9c). The simulated
near-surface temperatures are relatively warmer and about
9°C over the eastern part and about 7°C to 8°C over the
western part of the ISS (Fig. 10c). Over the three-bay

Fig. 9 a Depth-mean currents (black arrows) and total surface
elevations (red or blue contours for positive or negative values with
the contour interval of 5 cm) produced by submodel L1; b surface
currents (black arrows) and sea surface temperatures (images)
produced by submodel L2; and c–e near-surface (1.5 m) currents

and temperature produced by submodels L3–L5 of the NCOPS-LB in
the control run at day 166.75 (18:00 June 15) in 2006. The center of
the storm at this time is located over the central Scotian Shelf. For
clarity, velocity vectors are plotted at every a ninth, b tenth, c sixth, d
third, and e third model grid point
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region (Fig. 10d), the simulated near-surface currents are
roughly northwestward over outer MB and relatively weak
over inner MB and inside LB and RB. The simulated near-
surface temperatures are about 10°C in the three-bay region
at this time.

The near-surface currents produced by submodel L5 at
day 167.5 (12:00 June 16) are characterized by relatively
weak currents over central and inner LB and RB and strong
southwestern jet through Corkum’s Channel and northwest-
ward jet through the narrow mouth between Upper and
Lower South Coves due mainly to the tides (Fig. 10e). The
simulated near-surface temperatures are relatively warmer
over Rose Bay and western and northern LB and relatively
cooler over the southeastern LB and deep waters the south
of Cross Island (CI).

To examine the dynamic response of upper waters over
the ISS to tropical storm Alberto, we calculate the SST
differences (ΔSST) between the model SST during Alberto
and the one without the storm (chosen as the daily mean

SST on day 165 as the first order of approximation) to
represent the storm-induced ocean response produced by
the model. There are several interesting features in the model-
calculated ΔSST shown in Fig. 11. During the passage of
Alberto over the middle Scotian Shelf, the storm generates
significant surface water cooling to the left of the storm
between the storm track and the south coast of Nova Scotia
(Fig. 11a–c), due mainly to the interaction of coastal
topography with intense southwestward coastal currents as
part of the storm-induced cyclonic jet under Alberto. After
passage of the storm, the SST cooling near the coast reaches
a maximum of about −2°C (Fig. 11c), with a cool water
tongue expanding gradually to the slope water region off the
southwestern SS advected by the storm-induced south or
southeastward currents (Fig. 11b,c).

There are several localized maxima of SST cooling of
about −2.5°C behind the storm over the slope water region
off the SS to the right of the storm track (Fig. 11d–f), which
differ from the continuous strip of SST cooling near the

Fig. 10 a Depth-mean currents (black arrows) and total surface
elevations (red or blue contours for positive or negative values with
the contour interval of 5 cm) produced by submodel L1; b surface
currents (black arrows) and sea surface temperatures (images)
produced by submodel L2; and (c-e) near-surface (1.5 m) currents

and temperature produced by submodels L3–L5 of the NCOPS-LB in
control run at day 167.5 (12:00 June 16) in 2006. The center of the
storm at this time was located over the inshore region of the
Newfoundland Shelf. For clarity, velocity vectors are plotted at every
a ninth, b tenth, c sixth, d third, and e third model grid point
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coast during the storm as shown in Fig. 11a–c. The SST
cooling over the slope water region to the right of the storm
track intensifies and reaches its maximum at about 200 km
to the right of the storm track. The rightward bias of SST
cooling behind the storm is due mainly to the rightward
bias of strong entrainment and mixing associated with the
storm-induced inertial surface currents, which is one of
important physical processes for the storm-induced circula-
tion (Price 1981; Sheng et al. 2006).

The SST warming over the eastern SS and Laurentian
Channel during the passage of the storm shown in Fig. 11a–c
is mainly due to horizontal convergence of relatively warm
surface waters ahead of the storm. In addition, there are
several small-size pools of warm surface waters (with ΔSST
warming of about 0.5°C) on the right side of the track, due
mainly to the advection of warm surface water from the
vicinity of the Gulf Stream. These warm surface waters are
gradually dissipated with time (Fig. 11e).

Fig. 11 Snapshots of surface
currents (arrows) and changes
of SSTs during tropical storm
Alberto produced by submodel
L2 at days a 166.75, b 166.875,
c 167.0, d 167.125, e 167.25,
and f 167.375. For clarity, ve-
locity vectors are plotted at
every sixth model grid point

Fig. 12 a Time series of model-calculated subtidal horizontal currents
at station 2 of Halifax line, b spectrum of model-calculated subtidal
horizontal currents at station 2. Shading areas in (a) represent periods
of two storm events in June 2006
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The model-calculated surface currents on the SS shown in
Fig. 11 are characterized by intense cyclonic currents under
the storm (Fig. 11a–d) and near-inertial currents behind the
storm (Fig. 11d–f), which are also consistent with previous
findings of Sheng et al. (2006) for the storm-induced
circulation over the SS and adjacent deep waters during
Hurricane Juan in 2003. At day 166.75, the center of Alberto
is located over the Southwestern SS and the storm-induced
surface circulation is characterized by a cyclonic gyre over
Southwestern SS. At a given point within this gyre, the
surface currents rotate clockwise associated with inertial
oscillations. The rightward bias of the intense inertial currents
behind the storm is also evident, particularly in Fig. 11c,d.

To further examine the storm-induced inertial circulation
on the ISS, we conduct the power spectral analysis of
nontidal surface currents extracted from model results at
Station 2 of Halifax line (Fig. 12a). After the strong wind
events around days 159 and 167, the nontidal currents have
significant high-frequency oscillations with a typical period
of about 18 h (Fig. 12b), which is comparable to, and
slightly longer than the periods of inertial oscillations
defined as 2π/f (where f is the Coriolis parameter) to be
∼17.2 h at this location.

The other important feature of model results over the ISS is
the generation of a surface cool water plume extending from
the coast near Halifax to offshore waters associated with local
upwelling during a 3-day period from day 163 to 166 before
Alberto (Fig. 13). The simulated SST at day 163.5 (12:00
June 12) produced by submodel L3 (Fig. 13a) demonstrates
the occurrence of coastal upwelling near Halifax. This
upwelling event is mainly associated with the outward
(divergent) surface currents forced by local wind forcing.
The predominant wind direction at Halifax is nearly
southeastward with a typical speed of 5 m s−1 on that day.
The cool water plume continues to expand and forms a cool
water tongue reaching the isobaths of 100 m within 3 days
(Fig. 13b,c). There is a southeastward baraclinic jet-like flow
along the southwestern edge of the cool water plume. This
cool water plume disappears by day 166.75 due mainly to
strong currents and mixing induced by Alberto (Fig. 13d).

The time-depth distribution of water temperatures at SB2
and SB3 produced by submodel L5 in the Exp-CR (Fig. 14)
has the similar temporal and vertical variability to the
observed hydrography shown in Fig. 5 but with a much
higher resolution in the vertical. The water column at the
two sites is weakly stratified from day 155 to the first storm

Fig. 13 Snapshots of near-
surface (1.5 m) temperatures and
currents produced by submodel
L3 at days a 163.5, b 165.5,
c 166.5, and d 166.75. For
clarity, velocity vectors are
plotted at every second model
grid point
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event around day 159. The vertical stratification is
diminished during three wind events respectively around
days 159, 162, and 167, with vertical displacements of
isotherms associated with storm-induced upwelling or
downwelling at the two sites. The water column is
restratified gradually about 2 days after each storm event.
Figure 14 also demonstrates that the model temperatures
(and salinities) at the two sites in LB also have significant
temporal variability at the M2 tidal frequency.

5 Comparison of model results with observations

The simulated surface elevations and currents produced by
submodel L5 of the NCOPS-LB in the Exp-CR are compared
with the observations made in LB during the study period to
assess the performance of the nested-grid prediction system.
The ocean observing system in LBwas established in summer
2002 and had been operational from spring to fall during the
last 7 years. The core of the observing system consists of three
solar-powered buoy nodes in central LB, of which the
locations are marked by SB2, SB3, and MB1 in Fig. 7e. Each
buoy node communicated with the shore station at Battery
Point via a wireless Ethernet link. The data were then
transferred to Dalhousie University in Halifax over the
internet in near-real time. Each buoy node had a suite of
oceanographic and meteorological sensors. The sensors on
each buoy node relevant to this study included a pressure
gauge and an upward-looking 1.5-MHz Sontek Acoustic
Doppler profiler, both deployed on a bottom-mounted pod
connected to the buoy by a power and communications
cable. An anemometer was mounted on each buoy at 3-m
height. In addition to the buoy nodes, a bottom-mounted
pressure–temperature sensor was also deployed at site H
inside Lunenburg Harbor during the study period. Readers
are referred to Wang et al. (2007) for more detailed
descriptions of the ocean observing system in LB.

We quantify the hindcast skill of the nested-grid system in
simulating the observed temporal variability in terms of the γ2

value defined as the variance of model errors normalized by
the observed variance (Thompson and Sheng 1997). The
smaller γ2 is, the better the agreement between the model
and observations. In this paper, g2c ¼ 1is used as a threshold
for assessing the performance of the prediction system.

5.1 Sea surface elevations

Figure 15 presents time series of observed and simulated
(adjusted) sea surface elevations at three sites MB1, SB2,
and H in LB during a 15-day period from days 155 to 170
in 2006. The observed sea surface elevations in LB are
dominated by the semidiurnal tide M2, which is consistent
with previous studies (Thompson et al. 1998; Sheng and
Wang 2004; Wang et al. 2007). As mentioned earlier, the
coastal sea levels and circulations are also strongly affected
by the meteorological forcing during the extreme weather
conditions. The γ2 values between the observed and
simulated (adjusted) sea surface elevations at these three
sites are very small and about 0.06, indicating that the
NCOPS-LB performs very well in reconstructing the
observed surface elevations in LB.

5.2 Currents

Figure 16 presents the observed and simulated currents at
three depths of 4.5, 6.5, and 8.5 m at two buoy nodes (SB2
and SB3) in LB during the 15-day study period. The
observed currents are extracted from the ADCP measure-
ments, and the simulated currents are produced by
submodel L5. The observed currents in LB have significant

Fig. 14 Time-depth distributions of temperatures at SB2 and SB3
produced by submodel L5 in the control run

Fig. 15 Comparison of observed (solid) and simulated (dashed)
adjusted sea surface elevations at sites a MB1, b SB2, and c H in
Lunenburg Bay of Nova Scotia. The simulated results are produced by
submodel L5 in the control run
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temporal and spatial variability with relatively stronger flows at
SB3 and relatively weaker flows at SB2. Submodel L5
reproducesmoderatelywell the temporal variability and vertical
structures of the eastward components of the observed currents
at SB2, with the γ2 values between 0.5 and 0.7 (Fig. 16a–c). In
comparison, submodel L5 performs less well in simulating the
northward components of the observed currents at the three
depths at site SB2 particularly during the two storms, with the
γ2 values ranging between 1.0 and 1.8 (Fig. 16g–i). Although
exact reasons are not known for the model deficiency in
simulating the northward components of the currents at SB2,
the currents at this site are affected significantly by an intense
tidal jet running northeastward from Corkum’s Channel to
inner LB (Sheng and Wang 2004), which is highly nonlinear
and could not easily be simulated. The observed currents at
SB3 have stronger tidal currents in the eastward direction
(Fig. 16d–f) than in the northward direction (Fig. 16j–l).
Figure 16 demonstrates that submodel L5 simulates the
eastward components (with γ2 values to be 0.9–1.2) slightly
better than the northward components (with γ2 values to be
1.1–1.2) of the observed currents at site SB3.

5.3 Temperature

Figure 17 shows the simulated SST over the ISS produced by
submodel L3 in the control run at day 168.875 (18:00 June 17),
which is 1 day after the Alberto’s passage. Compared to the
SST measured by the MODIS (Chris Jones, personal comm.,
2007) in Fig. 3, submodel L3 captures the general features of

the observed SST over the ISS characterized by relatively
warm surface waters near the coast and offshore, separated by
a narrow band of relatively cool SST and a relatively warm
water pool over the three-bay region and surrounding area.
The cool surface waters over the ISS are mainly due to the
advection from the eastern SS. In comparison with the
satellite measurements (Fig. 3), the simulated cold water band
is overdiffused and the offshore SST is underestimated due
mainly to the model deficiency associated with a relatively
coarse horizontal resolution of ∼2 km and less realistic sub-
grid scale mixing parameters used in submodel L3. It should
be noted that the MODIS measures SST from a thin “skin”
surface layer, while the model temperatures shown in Fig. 17
are at 1.5 m, which should be lower than the satellite
measured SSTs as expected.

We next compare the model temperatures and salinities
with hydrographic observations at mooring sites SB2 and
SB3 in LB during the study period. Figure 18 demonstrates
that submodel L5 of the NCOPS-LB reproduces moderately
well the general temporal and vertical variations of water
temperatures and salinities in LB. Submodel L5 also
captures approximately the observed upwelling or down-
welling events with periods of 1–2 days during large wind
events around days 159 and 167, respectively. However, the
simulated subsurface temperature on days 161 and 162 is
about 4°C and 2°C higher than the observations at SB2
(Fig. 18b,c) and SB3 (Fig. 18e), respectively, indicating the
model overestimates the downwelling during this period,
particularly at SB2. As mentioned earlier, the MSC wind

Fig. 16 Time series of (left)
eastward and (right) northward
components of observed (red
line) and simulated (blue line)
currents at depths of 4.5, 6.5,
and 8.5 m for site (top) SB2, site
(middle) SB3 and site (bottom)
MB1 in Lunenburg Bay of Nova
Scotia. The simulated results are
produced by submodel L5 in the
control run
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stress overestimates the observed westward wind stress in
the bay on day 161 (Fig. 8b), suggesting that the bias in the
MSC wind forcing used in the simulation could be a factor
for the poor model performance in reproducing subsurface
temperature during this 2-day period. A simple model

sensitivity study demonstrates that model results using the
observed wind stress at site MB1 in submodel L5 (not
shown) are in slightly better agreement with the observed
subsurface temperature during the period of days 161–162
than those in the control run (it should be noted that the

Fig. 17 The near-surface
(1.5 m) temperature and currents
produced by submodel L3 in the
control run at day 168.875
(21:00 June 17) in 2006. For
clarity, velocity vectors are
plotted at every second model
grid point

Fig. 18 Comparison of ob-
served and simulated tempera-
ture and salinity at two depths at
mooring sites SB2 and SB3 in
Lunenburg Bay. The simulated
results are produced by sub
model L5 in the control run
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model currents with the use of observed wind stress at MB1
are not always better than those with the use of MSC wind
stress during the whole study period). After the Alberto’s
passage, there are cold biases of about 2°C at SB2 and about
3°C in subsurface layer at SB3, due mostly likely to
unrealistically strong advection from the outside of LB (Zhai
et al. 2008a). In the next section, the role of the heat
exchange between LB and offshore waters associated with
the throughflow will be examined.

There are also salinity biases of about 0.5 psu at 1 m at
site SB2 during the whole study period (Fig. 18g). One
plausible explanation is that the low surface salinity
observed at SB2 during the study period could be partially
influenced by the local freshwater runoff, which is not
considered in this study (due to the lack of observations).
During the period from days 161 to 162, the simulated
subsurface salinity at SB2 is about ∼0.5 psu lower than the
observations, due mainly to overestimated downwelling in
submodel L5 during this period.

6 Processes influencing coastal circulations over
the inner Scotian Shelf

Two additional numerical experiments are conducted to
investigate the role of local wind forcing and the remotely
generated waves in affecting the coastal circulation and
hydrographic distributions in LB and adjacent areas during
the study period. The nested-grid system is forced by all the
external forcing described in Section 2 except for zero wind
stress in submodel L5 in the first additional experiment
(Exp-RGW), and by all the external forcing except for the
zero wind forcing in submodel L1-L4 in the second
additional experiment (Exp-LWF). All other model param-
eters in the two experiments are the same as in the Exp-CR.
Dynamically, it means that the circulation produced by
submodel L5 in Exp-RGW is not affected by the local wind
but affected by the coastal waves generated remotely by the
wind forcing outside LB. In Exp-LWF, the circulation
produced by submodel L5 is affected by the local wind

Fig. 19 Near-surface (1.5 m) currents and temperatures at days a
158.125, b 159.875, and c 161.75 produced by submodel L5 in the
Exp-CR; d–f in experiment Exp-RGW forced by all the external
forcing except for the local wind in submodel level 5; g-i in

experiment Exp-LWF forced by all the external forcing except for
the wind forcing in submodels L1–L4. Open arrows denote wind
stress at SB2 in control run and Exp-LWF. Velocity vectors are plotted
at every third model grid point
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forcing but not by the remotely generated coastal waves
since the wind forcing in submodels L1–L4 is set to zero.
The remotely generated coastal waves discussed here could
be either barotropic or baroclinic. As demonstrated recently
by Zhai et al. (2008b), baroclinic Kelvin waves can be
excited by wind forcing in neighboring MB and then
propagate into LB.

Figures 19 and 20 present the near-surface (1.5 m) and
subsurface (8.5 m) currents, near-surface temperatures, and
differences between the near-surface and subsurface temper-
atures at three different times produced by submodel L5 of the
NCOPS-LB in three experiments: Exp-CR, Exp-RGW, and
Exp-LWF, respectively. At day 158.125 (03:00 June 7), the
local wind stress in LB is veryweak and ∼0.01 Pa. Themodel-
calculated near-surface and subsurface currents in the three
experiments at this time are highly comparable and charac-
terized by relatively weak currents in LB and a northeastward
tidal jet over Corkum’s Channel and relatively strong and
eastward currents over the channel between East Point Island

(EPI) and CI (Figs. 19a,d,g and 20a,d,g). Some noticeable
differences occur in the model results at day 158.125
between the three experiments. In comparison with the
model results in the control run, the near-surface currents at
day 158.125 are relatively weaker inside LB in Exp-RGW
due to the lack of local wind forcing (Fig. 19a,d) and slightly
stronger with relatively warmer near-surface temperature
over the open waters near the southern open boundary in
Exp-LWF due mainly to the lack of the influence of
remotely generated coastal waves (Fig. 19a,g).

By day 159.875 (21:00 June 8), the wind stress has
changed to westward and increased to ∼0.18 Pa. The model
results in Exp-CR are characterized by a strong and nearly
southwestward throughflow to the south of EPI and a
strong northwestward flow along the northeastern coast of
LB in the near-surface layer (Fig. 19b) and a cyclonic gyre
in the deep waters in the subsurface layer (Fig. 20b). There
are some similarity in the model calculated near-surface and
subsurface currents and temperatures at this time between

Fig. 20 Sub-surface (8.5 m) currents and temperature differences
between those at 1.5 and 8.5 m at days a 158.125, b 159.875, and c
161.75 produced by submodel L5 in the Exp-CR; d–f in experiment
Exp-RGW forced by all the external forcing except for the local wind

in submodel L5; g–i in experiment Exp-LWF forced by all the external
forcing except for the wind forcing in submodels L1–L4. Open arrows
denote wind stress at SB2 in control run and Exp-LWF. Velocity
vectors are plotted at every third model grid point
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Exp-CR and Exp-RGW over the deep waters off LB and
between Exp-CR and Exp-LWF inside LB and RB,
indicating that the throughflow in deep waters off LB in
the control run is strongly affected by combination of
remotely generated waves and local wind forcing, and the
circulation over inner LB in Exp-CR are mainly affected by
the local wind forcing.

The wind stress has changed to northwestward and
decreased to ∼0.1 Pa by day 161.75 (18:00 June 10). At this
time, the throughflow in the deep waters off LB in Exp-CR
runs almost northward and separates into two branches before
reaching EPI, with one branch veering northwestward and
entering the inner LB along the northeast cost of LB and the
other branch turning around EPI and flowing northward along
the eastern side of EPI (Figs. 19c and 20c). The model near-
surface currents and temperature in Exp-RGW are similar to
those in the control run over the deep waters off LB but
significantly different from the control run inside LB
(Fig. 19c,f). By comparison, the near-surface currents and
temperature in Exp-LWF are similar to the control run insider
LB (Fig. 19c, i). The subsurface currents and temperatures in
Exp-RGW and Exp-LWF differ significantly from the model
results in the control run at this time (Fig. 20c,f,i). Therefore,
the combination of the local wind forcing and remotely
generated waves affects the 3D circulation and hydrographic
distributions in the region at this time.

Figures 21 and 22 presents the time-depth distributions
of water temperatures at mooring sites SB2 and SB3 in LB
produced by submodel L5 in Exp-RGW and Exp-LWF,
respectively. In Exp-RGW, the model temperatures at the
two sites are characterized by vertical periodic movements
of isotherms at the M2 tidal frequency and a gradual warm
trend throughout the water column due mainly to the
horizontal transport of surface heat into LB from neighbor-
ing coastal waters (the surface heat flux is small since the
wind forcing is set to zero in this experiment) during the

study period (Fig. 21). In comparison, model temperatures
at the two sites in Exp-LWF have significant low-frequency
variability (Fig. 22). The water column in Exp-LWF is
almost well mixed during three relatively strong wind
events around days 159, 162, and 167 respectively, and
restratified about 2 days after each wind event (Fig. 22).
Some cool waters appear below 10-m depth at SB3 after
passage of Alberto in Exp-LWF due mainly to the
advection of offshore waters by the wind-induced through-
flow (Fig. 22). A comparison of model results in the three
experiments (Fig. 14) indicates that water temperatures in
LB are affected by tides, local wind forcing and sea surface
heat (and freshwater) fluxes at the sea surface, and heat
(and salinity) exchange between the bay and neighboring
coastal and shelf waters.

An empirical orthogonal function (EOF) analysis is
conducted to determine the dominant temporal and spatial
patterns of the nontidal circulation at 3.5 and 8.5 m from
model results from days 155 to 170 in three experiments.
The nontidal currents are extracted from the total currents
produced by submodel L5 using a tidal analysis package
known as T_TIDE (Pawlowiz et al. 2002) and a low-pass
filter with a cutoff period of 25 h to eliminate any
additional tidal components. The near-surface (3.5 m) and
subsurface (8.5 m) circulation patterns (or eigenvectors)
and time series of mode coefficients of the first two EOFs
in the three experiments (Exp-CR, Exp-RGW, and Exp-
LWF) are presented in Fig. 23. The first EOF explains
about 51%, 53%, and 41% of the total variance of the
model nontidal currents at the two depths over the domain
of submodel L5 in Exp-CR, Exp-RGW, and Exp-LWF,
respectively (Fig. 23a–f). The second EOF explains,
respectively, ∼17%, 23%, and 20% of the total variance in
the three experiments respectively (Fig. 23g–l).

The near-surface (1.5 m) eigenvectors of the first EOF
(EOF1) in the control run (Exp-CR) are characterized by a

Fig. 21 Time-depth distributions of temperatures at mooring sites
SB2 and SB3 in Lunenburg Bay of Nova Scotia produced by
submodel L5 in Exp-RGW

Fig. 22 Time-depth distributions of temperatures at mooring sites
SB2 and SB3 in Lunenburg Bay of Nova Scotia produced by
submodel L5 in Exp-LWF
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relatively strong throughflow in the deep waters to the
southeast of LB around CI and weaker currents inside LB
(Fig. 23a). The subsurface (8.5 m) eigenvectors of EOF1 in
Exp-CR have a similar spatial pattern with smaller
amplitudes as the near-surface eigenvectors. There are
some noticeable differences in direction between the near-
surface and subsurface eigenvectors of the first EOF in
Exp-CR, particularly inside LB and RB. The mode
coefficient of EOF1 has two large positive peaks around
days 159.5 and 167, respectively, which are correlated
strongly with wind forcing during the two storm events

(Fig. 8a). A multiregression analysis demonstrates that the
mode coefficient of EOF1 in Exp-CR has maximum
correlation (r=0.87) with the MSC wind stress at a time
leg of about 4 h, with the wind forcing leading.

The near-surface eigenvectors of the second EOF
(EOF2) in Exp-CR are characterized by relatively strong
and broad currents in the deep waters to the east of RB and
outer LB; a narrow coastal jet along the northern coast of
LB; and relatively weak currents along the southern coast
of LB (Fig. 23g). The subsurface eigenvectors of EOF2
have a very different circulation pattern inside LB with

Fig. 23 EOF analysis of nontidal currents produced by submodel L5
(a, b, g, h) in the Exp-CR; c, d, i, j in experiment Exp-RGW forced by
all the external forcing except for local wind in submodel L5; e, f, k,
l in experiment Exp-LWF forced by all the external forcing except for
wind forcing in submodels L1–L4. Eigenvectors of (a, c, e) the first-

mode (EOF1) and (g, i, k) the second-mode (EOF2) at 3.5 m (solid
arrow) and 8.5 m (open arrow) depths; the time-varying mode
coefficients of (b, d, f) EOF1 and (h, j, l) EOF2 during the period
from days 155 to 170, 2006. For clarity, velocity vectors are plotted at
every fifth model grid point
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relatively strong currents along the southern coast of LB
and strong currents in the deep waters to the east of RB.
The mode coefficients of EOF2 are relatively small except
for around day 160 associated with the first storm during
which the vertical stratifications are weak. The general
pattern of EOF2 represents a two-layer circulation associ-
ated with wind-induced coastal upwelling or downwelling
inside LB, which can easily be explained in terms of
vertical stratifications in the bay.

The eigenvectors and mode coefficients of EOF1 in Exp-
RGWare very similar to those in the control run (Fig. 23a–d),
with major differences in vertical structures of the circulation
patterns. The near-surface and subsurface eigenvectors of
EOF1 in Exp-RGW are almost in the same direction, which
differs from those in Exp-CR. The mode coefficient of EOF1
in Exp-RGW is also highly correlated with the wind stress
with the maximum correlation coefficient of 0.86 at a time
lag of about 5 h, with the wind forcing leading, which are
very similar to the values in the control run, indicating that
the temporal variability of the large-scale circulation in LB
and adjacent areas in Exp-CR is affected significantly by
coastal waves that are generated remotely by wind forcing
outside LB which enter the model domain of L5 through the
open waters between LB and CI and between RB and CI.

It is interesting to note that the correlation coefficients
for the first EOFs in Exp-LWF with the wind stress are high
and about 0.88 and 0.84 for EOF1 and EOF2, respectively,
both at zero time lag, indicating that the circulation patterns
shown in Fig. 23e,k, are forced directly by local wind. The
large-scale spatial distributions of eigenvectors in Exp-LWF
(Fig. 23e,k) differ significantly from those in Exp-CR
(and Exp-RGW). Nevertheless, there are some similarities
between eigenvectors in Exp-LWF and Exp-CR over LB
and RB, particularly in terms of vertical structures of the
eigenvectors, further indicating the important role of local
wind forcing in generating the 3D circulation over the
coastal waters of the ISS.

To examine the relative role of the local and nonlocal
processes in determining the thermal structure in LB, the
heat budget analysis is conducted for waters over LB
marked the coastline of LB and two transects A and B (see
Fig. 7e for positions of the two transects). The time change
of the total heat content in LB can be written as

@H

@t
¼ ΓS þ ΓA þ ΓB ð2Þ

w h e r e H ¼ RRR
TdV ;ΓS ¼ RR

Q=r0CPdS;ΓA ¼ � RR
uTdSA;

andΓB ¼ RR
vTdSB, which represent respectively the

volume-integrated heat content, the surface-integrated net heat
flux, and the area-integrated heat transports through transects
A and B. The contribution from horizontal mixing at transects
A and B to the time-change of the total heat content is
assumed to be small and ignored in Eq. 2. We calculate each

term in Eq. 2 using model results in the control run. Figure 24
demonstrates that the time-integrated heat budget in LB is
balanced dominantly between the inward heat transport
through transect A and the outward heat transport through
transect associated mainly with the throughflow in the deep
waters off LB.

During the two strong wind events around days 159 and
167, respectively, the heat transports through transect A and B
increase significantly due mainly to the strong northwestward
throughflow (Fig. 23a,b), which explains the early findings
by Zhai et al. (2008a) that the temperature distribution at SB3
is very sensitive to changes in open boundary conditions.
The underestimated subsurface temperature in the control run
after the passage of Alberto (Fig. 19) is mainly due to the
model deficiency in reproducing either the throughflow
associated with wind forcing in large-scale and less realistic
vertical mixing in the model.

7 Summary and conclusion

A multiple nested-grid coastal ocean circulation prediction
system known as the NCOPS-LB was used to examine the
main physical processes affecting the three-dimensional
circulation and hydrographic distributions over the ISS,
with a special emphasis on the storm-induced circulation
during tropical storm Alberto in June 2006. The nested-grid
system has five downscaling, relocatable submodels with
the outmost submodel covering the Eastern Canadian
continental shelf from Labrador Shelf to the Gulf of Maine
and the innermost submodel covering LB of Nova Scotia in
the default setup. The NCOPS-LB is forced by the three
hourly atmospheric forcing based on the numerical weather
forecasts provided by the Meteorological Service of Canada
and astronomical forcing based on WebTide.

The NCOPS-LB was used to simulate the 3D circulation
and water mass distributions during tropical storm Alberto

Fig. 24 Time series of 1 the volume-integrated heat content reference
to the value at day 155.0 (H(t)–H(t0)), 2 time-integrated surface heat
flux contribution (

R t
t0
Γ Sdt); 3 time-integrated heat transports through

transect A (
R t
t0
ΓAdt); and 4 time-integrated heat trasnports through

transect B (
R t
t0
ΓBdt)
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in June 2006 and July in this study. The nested-grid system
produces intense cyclonic currents under the storm and
strong near-inertial currents behind the storm, with right-
ward bias of SST cooling behind the storm. Due to the
interaction of storm-induced currents and coastal topogra-
phy, there is also strong SST cooling over the coastal waters
of the ISS to the left of the storm track during tropical storm
Alberto. Model results suggest that the throughflow over
outer LB and in the adjacent deep waters is affected
strongly by tides, local wind forcing, and the remotely
generated waves (RGWs), and the 3D circulation and
upwelling or downwelling inside LB are affected strongly
by the local wind and weakly by RGWs.

The model results produced by submodel L5 of the
NCOPS-LB, which has the finest horizontal resolution of
∼180 m among the five submodels, were compared with the
observations made by a multidisciplinary ocean observing
system in Lunenburg Bay to assess the performance of the
NCOPS-LB. The nested-grid system has reasonable hind-
cast skills in simulating sea levels and tidal currents during
tropical storm Alberto. The NCOPS-LB performs less well
in simulating nontidal currents and hydrography, due
partially to the model deficiency in sub-grid scale mixing
and nonlinear dynamics over coastal waters, less realistic
representations of wind forcing, and lack of realistic
freshwater fluxes at the sea surface and at the coast. In
addition, a simple one-way nesting technique was used in
this study. To reduce the model drift between different
submodels of the NCOPS-LB, the two-way nesting
technique based on the semi-prognostic method will be
used (Sheng et al. 2001; Greatbatch et al. 2004; Sheng et al.
2005).
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Abstract A hydrodynamic model of the Venice La-
goon and the Adriatic Sea has been developed in order
to study the exchanges at the inlets of the Venice
Lagoon, a complex morphological area connecting the
sea and the lagoon. The model solves the shallow
water equations on a spatial domain discretized by a
staggered finite element grid. The grid represents the
Adriatic Sea and the Venice Lagoon with different
spatial resolutions varying from 30 m for the smallest
channels of the lagoon to 30 km for the inner areas
of the central Adriatic Sea. Data from more than ten
tide gauges displaced in the Adriatic Sea have been
used in the calibration of the simulated water levels.
After the calibration, the tidal wave propagation in
the North Adriatic and in the Venice Lagoon is well
reproduced by the model. To validate the model results,
empirical flux data measured by acoustic Doppler cur-
rent profiler probes installed inside the inlets of Lido
and Malamocco have been used and the exchanges
through the three inlets of the Venice Lagoon have
been analyzed. The comparison between modeled and
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measured fluxes at the inlets outlines the efficiency of
the model to reproduce both tide- and wind-induced
water exchanges between the sea and the lagoon. Even
in complex areas, where highly varying resolution is
needed, the model is suitable for the simulation of the
dominating physical processes.

Keywords Hydrodynamic model · Finite elements ·
Venice Lagoon · Adriatic Sea · Sea–lagoon exchange

1 Introduction

The lagoon of Venice is a complex and unique envi-
ronment both because of the internal hydrodynamics
and the high variety in its morphological characteristics.
Because of the presence of channels, shallow flats and
multiple connections with the open sea the lagoon is
continuously changing. For these aspects, the Venice
Lagoon and the coastal areas in front of it can be
seen as a big laboratory for the study of hydrodynamic
processes.

On the other hand, the area deserves its main im-
portance from the presence of the city of Venice inside
the lagoon. Many studies are driven by the need to
preserve this natural environment. In the last decades,
due to the increased frequency of the flooding events
and to the deterioration of the water quality, the ongo-
ing research has been focused to control and preserve
the hydrological, morphological and, bio-geo-chemical
characteristics of the lagoon. Its connections with the
open sea play a central role, and the study of the mass
balance through the inlets is fundamental in order to
monitor the conservation of the lagoon itself.
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The city of Venice is an island situated approxi-
mately in the center of the lagoon with other impor-
tant islands in the southern and in the northern part.
The lagoon is connected to the Adriatic Sea through
three inlets that guarantee the water exchange with the
open sea. The southern and the central inlets (Chioggia
and Malamocco, respectively) are about 500 m wide,
whereas the north-most inlet (Lido) is nearly 1,000 m
wide. The maximum depth is around 8 m for Chioggia
and 14 m for Malamocco and Lido.

The inlets have undergone major changes in the
second part of the nineteenth and the first part of the
twentieth century. Due to silting up of the entrances,
only small boats could pass in this period. Therefore,
jetties have been constructed that reach 2–3 km into
the Adriatic Sea and that gave the inlets the shape and
morphology that can nowadays be observed.

To our knowledge, in the past no major studies have
been carried out that try to measure or describe the
exchange and its mechanisms through the inlets. This
might be surprising, if the importance of the inlets
for the maintenance of the lagoon is considered. Only
recently a major effort in this direction has been un-
dertaken, investigating the exchange mechanism be-
tween the lagoon and the Adriatic Sea, both by mea-
surements of fluxes and biochemical parameters at the

inlets (Bianchi et al. 2004). Bottom mounted acoustic
Doppler current profilers (ADCPs) have been installed
at the three inlets and data have been analyzed (Gačić
et al. 2002). With the data of these field campaigns a
hydrodynamic model could be validated. One part of
the modeling effort is presented in this work.

In the recent past, few modeling studies have been
carried out to investigate the Sea–Lagoon water ex-
change mechanism. In particular in Umgiesser (2000), a
first attempt to understand the residual currents due to
the most prominent wind regimes present in the North-
ern Adriatic can be found. A finite element model
(Umgiesser and Bergamasco 1993, 1995) to simulate
the residual currents of a complete year (1987) is used
there. The other study (Bergamasco et al. 1998) ap-
plied the Princeton Ocean Model (POM; Blumberg and
Mellor 1987; Mellor 1991) to the lagoon and the coastal
area of the Adriatic Sea to simulate both hydrodynam-
ics and primary production.

Both approaches suffered from main deficiencies.
Both models could not be validated with data because
flux measurements were not available at the inlets.
Moreover, the second study applied the POM model
with a 1,200-m grid size, too coarse to resolve the
important hydrodynamic features of the Venice La-
goon. On the other hand, the first study used a calibra-

Fig. 1 The numerical domain
of the Adriatic Sea and the
location of the tide gauges
considered during the
calibration process
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ted model for the water levels inside the lagoon with
good resolution of the channel system (due to its finite
element method), but failed to describe well the inter-
face dynamics, since the model domain ended exactly
at the inlets.

This article is finally concerned with the interaction
process modeling, making a further step in understand-
ing and describing how the Venice Lagoon interacts
with the open sea. The suitability of finite element ap-
proach allows the reproduction of the hydrodynamics
in such a complex modeling area with the necessary
high resolution. The finite element model, even if 3D in
structure, is applied here in its 2D version. The model
domain comprises both the Venice Lagoon and the
whole Adriatic Sea, in order to move the open boun-
dary as far away as possible from the area of interest.
In this study, the model is calibrated with harmonic
constants of tidal data available at the inlets of the
Lagoon and validated in some stations around the Adri-
atic Sea (Fig. 1). The fluxes computed at the inlets are
then validated with the astronomical contribution of
the measured fluxes. Additionally, the model capability
to reproduce residual signals due to the meteorological
forcings at the inlets is investigated.

2 Materials and methods

In this section, a description of the numerical model
and a summary of the adopted experimental data (sea
surface elevation, wind, and ADCP data) are given.
Thereafter, the general simulation set-up is presented.

2.1 The hydrodynamic model

The hydrodynamic model applied here has been de-
veloped at ISMAR-CNR (Istituto di Scienze Marine;
Umgiesser and Bergamasco 1993, 1995). It has already
been applied successfully in its 2D version to the Venice
Lagoon (Umgiesser 2000; Melaku Canu et al. 2001;
Umgiesser et al. 2004) and in its 3D version to the
Adriatic Sea (Umgiesser and Bergamasco 1998).

The model uses finite elements for horizontal spatial
integration and a semi-implicit algorithm for integra-
tion in time. The finite element method allows high
flexibility with its subdivision of the numerical domain
in triangles varying in form and size. It is especially
suited to reproduce the geometry and the hydrodynam-
ics of complex shallow water basins such as the Venice
Lagoon with its narrow channels and small islands.

The numerical computation has been carried out on
a spatial domain that represents the Venice Lagoon
and the Adriatic Sea by means of a grid that consists

Fig. 2 Bathymetry and finite element grid of the Venice Lagoon
and the Gulf of Venice, a subset of the numerical domain of the
model

of 15,619 nodes and 28,827 triangular elements (Figs. 1
and 2) with a resolution varying between 30 m close to
the lagoon inlets and inside the lagoon and 30 km in the
central areas of the Adriatic Sea.

In the lagoon, due to its shallow areas and the rel-
atively big amplitude of tides (±50 cm during spring
tide), stratification of water masses can develop only far
from the inlets where the tidal energy is low. On the
other hand, inside the inlets, where the water velocities
are high (over 1 m/s), the velocity shear creates enough
turbulence to mix the water column (Gačić et al. 2002).
Consequently, the water exchanges between the lagoon
and the sea that are driven mainly by the tide and the
wind action are essentially barotropic in nature (Gačić
et al. 2002). Therefore, the model has been applied in
its 2D version.

The model resolves the shallow water equations
in their formulations with levels and transports. The
horizontal diffusion and the advective terms in the mo-
mentum equation are fully explicitly treated. The Cori-
olis force and the barotropic pressure gradient terms
in the momentum equation and the divergence term
in the continuity equation are semi-implicitly treated.
The friction term is treated fully implicitly for stability
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reasons due to the very shallow nature of the la-
goon. This discretization provides unconditional sta-
bility for what concerns the effects of the fast gravity
waves, the bottom friction and the Coriolis acceleration
(Umgiesser and Bergamasco 1995).

The 2D shallow water equations, here applied, are

∂U
∂t

− f V + gH
∂ζ

∂x
+ RU + X = 0 (1)

∂V
∂t

+ fU + gH
∂ζ

∂y
+ RV + Y = 0 (2)

∂ζ

∂t
+ ∂U

∂x
+ ∂V

∂y
= 0 (3)

with U, V the barotropic transports in the x, y direction,
g the gravitational acceleration, f the Coriolis para-
meter, ζ the sea level, with H = h + ζ the total water
depth, and h the undisturbed water depth.

The friction term R is given by R = cB
√

U2 + V2/H2

which corresponds to a quadratic bottom friction for-
mulation. In this expression, the bottom drag coeffi-
cient cB can be assumed either constant (in the Adriatic
Sea) or dependent on the depth through the Strickler
formula

cB = g
C2

C = ks H1/6 (4)

with C the Chezy coefficient and ks the Strickler coeffi-
cient (Venice Lagoon).

The terms X, Y contain all terms that are treated
explicitly in the time integration. They read

X = U
H

∂U
∂x

+ V
H

∂U
∂y

+ H
ρ0

∂pa

∂x
− τwind

x

ρ0

−AH

(
∂2U
∂x2

+ ∂2U
∂y2

)
(5)

Y = U
H

∂V
∂x

+ V
H

∂V
∂y

+ H
ρ0

∂pa

∂y
− τwind

y

ρ0

−AH

(
∂2V
∂x2

+ ∂2V
∂y2

)
(6)

where ρ0 is the constant water density, pa the at-
mospheric pressure, AH the horizontal eddy viscosity
and (τwind

x , τwind
y ) are the wind stress terms expressed as

τwind
x = cDρawx

√
w2

x + w2
y τwind

y = cDρawy

√
w2

x + w2
y

(7)

where cD is the wind drag coefficient, ρa the air density
and (wx, wy) the x, y components of the wind velocity,
respectively.

At the lateral open boundaries of the domain, the
water levels are prescribed while at the closed bound-
aries the normal velocity is set to zero and the tangen-
tial velocity is a free parameter. This corresponds to a
full slip condition. The model allows also for flooding
and drying of the shallow water flats. This is especially
important for the Venice Lagoon, since about 15% of
the area is partially wet and dry during a spring tidal
cycle. The flooding and drying mechanism has been
implemented in a mass consistent way, and spurious
oscillations that are generated by the algorithm are
damped out fast.

An element is considered dry if at least one of its
nodes has a total water depth of less than 5 cm. In this
case, the element is taken out of the dynamic system,
its water mass is conserved, and an extrapolation of the
water level is done from the adjacent wet nodes to its
dry nodes. After all of its nodes show a water depth of
more than 10 cm, the element is again integrated into
the system with the same water mass it had when it
was taken out. The numerical oscillations that would
appear when switching on and off the element can be
controlled by adjusting the time weighting parameter
(0.5 in the semi-implicit case). In practice, a value of
0.55 (a little more implicit) suffices to completely damp
out these oscillations in a few time steps. The wet and
dry mechanism and its implementation in the model are
fully described in Umgiesser and Bergamasco (1993)
and Umgiesser et al. (2004).

2.2 The available data

In this work two different sets of measured data have
been used to calibrate and validate model results. The
first dataset consists of the harmonic constants (ampli-
tude and phase) of the main tides that characterizes
the sea surface elevation (SSE) of the Adriatic Sea.
For the lagoon inlets and for the Otranto station, the
harmonic constants are computed from available time
series, ISMAR data for Lido and APAT (Environmen-
tal Protection Agency) data for Otranto. The second
dataset contains the discharge data through two of the
three lagoon inlets measured by ADCP probes.

2.2.1 Tidal data

The Adriatic Sea is a basin characterized by moderate
tides. The highest amplitudes are found in the northern
sub-basin, extending from the line connecting Pesaro to
Kamenjak to the Northern coast (Fig. 1), where the am-
plitude of the M2 reaches 0.266 m. Tidal observations
in the Northern sub-basin have been collected from
the middle of the eighteenth century. Three relevant
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Table 1 Comparison
between model results (m)
and observations (o) of the
amplitude H and phase g of
the most energetic tidal
constituents (M2, S2, and K1)
at the tidal stations in
the northern part of the
Adriatic Sea

Site Hm Ho Hm − Ho (Hm − Ho)/Ho gm go gm − go

[cm] [cm] [cm] [%] [◦] [◦] [◦]

Lido M2 23.30 23.38 −0.08 −0.3 286.2 285.1 0.6
S2 14.67 14.71 −0.04 −0.3 298.1 296.7 1.4
K1 20.53 20.00 0.53 2.6 78.5 77.8 0.7

Porto M2 16.54 15.50 1.04 6.7 301.2 305.10 −3.9
Corsini S2 10.31 9.2 1.11 12.1 306.9 310.0 −3.1

K1 18.89 16.5 2.39 14.5 92.5 89.3 3.2
Falconera M2 23.01 23.8 −0.79 −3.3 285.0 291.1 −6.1

S2 14.80 14.10 0.70 5.0 290.3 297 −6.7
K1 20.49 19.0 1.49 7.84 85.4 87.3 −1.9

Trieste M2 24.47 26.4 −1.93 −7.31 280.9 278.1 2.8
S2 15.84 16.00 −0.16 −1.0 286.1 284.0 2.1
K1 20.81 19.3 1.51 7.82 83.4 78.3 5.1

Rovinj M2 17.94 19.10 −1.16 −6.1 272.7 272.1 0.6
S2 11.38 11.2 0.18 1.6 277.2 277.0 0.2
K1 19.13 16.7 2.43 14.55 80.2 79.3 0.9

Pula M2 14.82 15.0 −0.18 −1.2 266.1 267.1 −1.0
S2 9.28 8.7 0.58 6.7 269.9 273.0 −3.1
K1 18.19 16.1 2.09 12.98 78.4 77.3 1.1

stations are present in the Northern part of the basin,
Trieste, Venezia-Lido, and Rovinj (Fig. 1), where the
monitoring of tides covers more than a century.

Modeling the tidal currents in the Adriatic Sea
should be able to reproduce the behavior of the seven
main tidal constituents in the basin, the four semi-
diurnal ones M2, S2, N2, K2, and the three diurnal
ones, K1, O1, and P1 (Polli 1960). The knowledge
about tides in the Adriatic Sea derives from previous
works (Polli 1960, 1961; Mosetti 1987) where the main
harmonic constituents were derived analyzing the tide
gauge measurements in a number of stations along both
the western and the eastern coast (Fig. 1). Ten of these
stations, covering the whole basin, have been chosen to
compare modeled and measured harmonic constituents

after the calibration procedure. For these points, the
harmonic constants obtained from Polli (1960) for the
most energetic semi-diurnal and diurnal tides (M2, S2,
and K1) are reported in Tables 1 and 2.

As a convention, all phases in Tables 1 and 2 are
given with respect to the meridian of central Europe,
Greenwich plus 1 h. As explained in Tomasin (2005),
the harmonic constants are subject to the periodical
changes in the orbits of the sun and moon and for
this reason they slightly change in time. The algorithm
described in Tomasin (2005) gives the opportunity to
update the date shown in Polli (1960), annualizing them
for the year 2002.

For what concerns the tides in the Venice Lagoon,
measured data of amplification and delay of the main

Table 2 Comparison
between model results (m)
and observations (o) of the
amplitude H and phase g of
the most energetic tidal
constituents (M2, S2, and K1)
at the tidal stations in
the southern part of the
Adriatic Sea

Site Hm Ho Hm − Ho (Hm − Ho)/Ho gm go gm-go

[cm] [cm] [cm] [%] [◦] [◦] [◦]

Pesaro M2 11.23 12.7 −1.47 −11.57 310.5 313.1 −2.6
S2 6.77 6.8 −0.03 −0.4 316.9 313.0 3.9
K1 17.34 16.0 1.34 8.38 95.3 92.3 3.0

Ancona M2 6.15 6.5 −0.35 −5.38 324.0 334.1 −10.1
S2 3.46 3.5 −0.04 −1.1 333.9 347.0 −13.1
K1 15.59 13.7 1.89 13.80 96.3 96.3 0.0

Sebenik M2 6.16 6.2 −0.04 −0.65 138.9 137.1 1.8
S2 4.46 4.4 0.06 1.4 138.7 132.0 6.7
K1 11.48 9.7 1.78 18.35 70.9 65.3 5.6

Vieste M2 8.71 9.3 −0.59 −6.34 103.8 107.1 −3.3
S2 5.81 6.0 −0.19 −3.2 110.0 115.0 −5.0
K1 6.92 5.3 1.62 30.57 102.8 99.3 3.5

Megline M2 9.440 9.0 0.44 4.88 108.3 101.1 7.2
S2 6.16 5.9 0.26 4.4 112 103.0 9.0
K1 6.85 5.2 1.65 31.73 73.8 60.3 13.5
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diurnal and semi-diurnal constituents with respect to
the Diga Sud Lido tide gauge are reported for many
stations inside the lagoon by Goldmann et al. (1975).
This dataset has been considered for the calibration
of the model to reproduce the tidal propagation in
the Venice Lagoon (Umgiesser et al. 2004). Recently,
new harmonic constants, calculated from tidal gauges
time series, have been provided for the Venice Lagoon
by the Environment Protection Agency APAT (Ferla
et al. 2007). In the same paper, even an accurate ana-
lysis on long-term variations in the tidal regime in the
Venice Lagoon has been presented. From this dataset,
the harmonic constants for the Lido station have been
derived. From a comparison between the cited papers,
the two sets of harmonic constants computed for the
lagoon are significantly different, which might be as-
cribed mainly to the influence of the deep morpholog-
ical changes occurred in the last decades (Ferla et al.
2007).

2.2.2 The flow rate ADCP data

Recent campaigns in the area of interest provide ADCP
data for the years 2001–2002. The aim of these mea-
surements is to study the time-dependent variability of
the inlet currents as well as of water exchange rates.
The current data have been collected using bottom-
mounted ADCPs installed in each inlet. Current speed
and direction along the water column are recorded
every 10 min with a vertical resolution of 1 m in se-
lected locations inside the inlets. During a preliminary
phase, measurement campaigns have been carried out
to estimate the relationship between the vertically av-
eraged water velocity collected by the fixed ADCP
and the inlet flow rate. About 100 ship-borne ADCP
surveys were conducted to estimate the water inflow
and outflow through each inlet both during spring
and neap tide. Comparing the discharge results with
the average velocity collected by the bottom mounted
ADCP for the same period, the parameters of a linear
correlation function have been calculated (Gačić et al.
2004). Therefore, the flow rate is available every 10 min
applying the calculated linear regression formula to the
vertically integrated measured current values (Gačić
et al. 2002).

2.2.3 Wind data

The meteorological contribution can affect strongly the
dynamics of the water exchanges at the lagoon inlets
(Gačić et al. 2002). The residual water level in the
Adriatic Sea and the related residual flow through the
lagoon inlets are generated by the intense meteoro-

logical phenomena that occur in this area. Therefore,
in this work, wind and pressure fields over the whole
Adriatic Sea have been considered as surface boundary
forcings. The adopted wind fields are the 0.5◦ × 0.5◦
T511 European Centre for Medium Weather Forecast
(ECMWF) 6-h data.

As previous studies stressed (Cavaleri and Bertotti
1996), these data underestimate the real meteorological
status, especially in the Venice Gulf, where the meteo-
rological phenomena are more intense at the synop-
tic scale. In the last years, various correction factors
have been applied for both wind direction and wind
intensity of ECMWF atmospheric fields computed for
the Mediterranean. In this work, a spatially variable
correction factor provided by Cavaleri and Bertotti
(1996) has been applied to the wind dataset used to
force the model. In Cavaleri and Bertotti (1996), the
corrected wind field has been compared with measured
data in the CNR Oceanographic Platform, a station
15 km offshore in front of the Venice Lagoon (Fig. 2).

The same correction mask has been adopted to set
up a storm surge finite element model made operative
at the Venice Municipality (Bajo et al. 2007) with the
aim of forecasting the water level elevation generated
by the meteorological action (the residual water level).
During this application, it has been seen that it was not
necessary to apply the correction mask to the pressure
because the pressure field is reproduced correctly by
the ECMWF model over the whole basin (Zampato
et al. 2005).

2.3 The general simulation set-up

All simulations presented in this work are for the year
2002 and have been carried out using a time step of
300 s. This time step could be achieved due to the
unconditionally stable time integration scheme of the
finite element model.

The bathymetric data interpolated on the Adriatic
Sea finite element grid are taken from the NOAA
1-min resolution dataset.

All simulations have been run with the same wind
forcing of the year 2002 and the lateral boundary
conditions at the Otranto strait for the water levels
derived from the harmonic constants and the storm
surge model. The open boundary has been chosen as
a straight line across the Strait of Otranto (Fig. 1). This
parameterization was suggested by the results obtained
in a previous work by Cushman-Roisin and Naimie
(2002) who applied with success a finite element tidal
model of the Adriatic Sea. This seems a logical choice
for the Adriatic Sea being the Strait of Otranto the
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narrowest part of the whole basin. Furthermore, being
the Otranto line far away from the study area (Venice
Lagoon and northern Adriatic coast), disturbances to
the numerical solution for the region of interest, in-
duced by the artificial imposition of boundary condi-
tions, can be avoided. At each node of the Otranto open
boundary, water level time series are imposed. They
are obtained by adding a surge signal coming from an
operational storm surge model (Bajo et al. 2007) to the
astronomical tide computed from harmonic constants.

The contribution of the fresh water input released
inside the basin by the main Italian rivers is not taken
into account. Flow discharge measurements at the Ma-
lamocco inlet register a flow rate of 10,000 m3/s, and
all three inlets together may show flow rates as high
as 24,000 m3/s. These numbers can be compared with
the main river in the Adriatic Sea, the Po river, that
shows an average discharge rate of 1,500 m3/s (Gačić
et al. 2002).

Even if the river runoff strongly influences the baro-
clinc circulation in the Adriatic Sea, it is far from giving
appreciable contributions to the barotropic water cir-
culation in the coastal area in front of the Venice La-
goon. In particular, considering the Po river runoff, the
advective fluxes and the water level gradient induced
by the river discharge induce a momentum flux over
the water column which influences the water circulation
only locally. Simulations in Umgiesser and Bergamasco
(1998) show how the jet created by the Po first deviates
to North East but then deflects southward due to the
conservation of potential vorticity. Maps show how it
does not influence the study area near the inlets of
the Venice Lagoon. Therefore, the influence of the
barotropic contribution of the Po river runoff on the
sea–lagoon water exchanges and local water circulation
can be neglected.

The bottom boundary condition enforces quadratic
friction based on barotropic (depth-averaged) velocity
according to the classical quadratic drag law. In this ap-
plication, two formulations for the bottom friction coef-
ficient cB have been considered. For the deeper areas of
the domain (Adriatic Sea), the coefficient is imposed to
be constant with a value of 2.5 · 10−3. However, in the
shallow parts (Venice Lagoon), the Strickler formula
has been used where the friction parameter depends on
the water depth. This approach was suggested by the
application of the model to the Venice Lagoon alone
(Umgiesser et al. 2004). Inside the lagoon, different
Strickler coefficients have been used to distinguish the
behavior of channels, tidal flats, and the rest, and at
the three inlets slightly different values of this coeffi-
cient are used in inflow and in outflow conditions to
parameterize the unresolved physical processes such as

the local head loss due to sudden expansion of the out-
flowing water (Umgiesser et al. 2004).

What concerns the wind drag coefficient cD, a con-
stant value of 2.5 · 10−3 has been adopted. The lateral
diffusion parameter AH has been set to 0. The initial
conditions for the water levels and the velocities are
zero in the whole basin and a spin-up time of 30 days
for all the simulations has been imposed (Cucco and
Umgiesser 2005). This time was enough to damp out
all the noise that was introduced through the initial
conditions.

3 Results

In this section, the model results are presented. First,
the model calibration through harmonic constants is
described and then the water levels are validated. In
the third section, the fluxes through the lagoon inlets
are computed and compared with the ADCP data.
The fourth part analyzes the reproduction of the total
levels and fluxes, considering both the astronomical
and the meteorological signals. Finally, the focus is the
reproduction of strong wind events, considering the two
major winds blowing in the Northern Adriatic. The first
one, called Bora from NE, is a cold wind that character-
izes extreme events generally occurring during winter
time (Orlić et al. 1992). The second one, Scirocco, is
a wet, warm wind, coming from SE largely present in
autumn and mostly responsible for the flooding events
of the city of Venice (Orlić et al. 1992).

3.1 Calibration of harmonic constants

The model has been calibrated to reproduce the har-
monic constants of the tidal constituents M2, S2, K1,
N2, K2, O1, and P1 in the Adriatic Sea and, more
specifically, in the Gulf of Venice. These tidal con-
stituents are known for Otranto from a 9-year-long
hourly water level time series recorded by APAT at the
Otranto station. They are representative for the tides of
the western Italian border of the strait. In addition to
the astronomical signal, surge values, produced by a nu-
merical model applied to the whole Mediterranean Sea,
are imposed at the Otranto open boundary (Bajo et al.
2007). This surge model is adopted by the Venice Mu-
nicipality, running operationally to predict the flooding
in the city.

To determine the tidal constituents for the eastern
Albanian border, an iterative procedure has been ap-
plied which can be schematically explained as follows.
First, the harmonic constants of Albania are set to the
same values as the ones for Otranto. A 1-year-long time
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series is produced from these constituents and the surge
signal is added to these water levels. For every node on
the border, a linear interpolation is carried out between
the water levels at Otranto and Albania.

With these water levels for the open boundary, a
1-year-long (8,760 h) simulation is carried out. This
period is needed because it is the necessary and suffi-
cient time to separate the K2 and S2 frequencies in the
harmonic analysis of results (Foreman 1996).

At the end of each calibration run, the harmonic
constants are extracted from the model for the station
closest to the study area, Diga Sud Lido (Fig. 1), and
compared with the empirical ones. The differences be-
tween modeled and observed harmonic constants are
then used in changing the harmonic constants imposed
for the Albanian side of the open boundary. In partic-
ular, the proportion of observed and modeled ampli-
tudes and the time lag for the phases is used to compute
new tidal constituents for Albania. With these new
values, a new set of boundary conditions is computed
for each node on the open boundary as explained above
and a new run is performed.

The calibration is ended when the difference be-
tween the amplitude of the three main measured and
modeled harmonic constants (M2, S2, K1) falls below
3%, and the phase shift is less than 2◦ at Diga Sud Lido.
To reach this result, around 20 iterations were needed.
At this point, a comparison for the other ten stations in
the Adriatic Sea is performed to assure a realistic tidal
behavior in the whole Adriatic Sea and not only an ad
hoc solution for the Venice Lagoon.

3.2 Water level validation

First, a comparison between modeled and measured
harmonic constants at Diga Sud Lido station has been
carried out. In Table 3, the set of harmonic constants
obtained at Diga Sud Lido from the model calibration
and from measurements taken by ISMAR-CNR in the
year 2002 is shown. In Table 4, the final set of harmonic

Table 3 Comparison between model results (m) and observa-
tions (o) of the amplitude H and phase g of the whole set of tidal
data at Diga Sud Lido station

Constituent Hm Ho gm go

[cm] [cm] [◦] [◦]

M2 23.00 23.38 292.5 291.4
S2 14.67 14.71 298.2 296.7
N2 4.13 4.16 290.4 290.1
K2 5.67 5.83 312.8 311.3
K1 20.53 20.00 88.6 87.9
O1 6.32 6.55 59.0 53.4
P1 5.56 5.39 70.9 72.0

Table 4 Open boundary condition

Constituent HO gO HA gA

[cm] [◦] [cm] [◦]

M2 6.8 133.1 8.58 59.33
S2 4.0 141.0 4.65 71.89
N2 1.2 131.2 1.61 1.84
K2 1.1 136.9 1.52 221.33
K1 2.3 91.1 4.04 19.33
O1 0.9 75.7 1.71 33.77
P1 0.8 85.1 1.37 29.04

Amplitude H and phase g of the main tidal constituents for the
western (Otranto, O) and eastern station (Albania, A) of the SSE
imposed as forcing along the open boundary of Otranto

constants of the open boundary (Otranto and Albania)
are listed. In Tables 1 and 2, the amplitudes and the
phase lags of the main semi-diurnal and diurnal tides
(M2, S2, and K1) are compared with the observations
along the coasts of the Adriatic sea (see Fig. 1 for refer-
ence). The phase in the table is expressed with respect
to the meridian of central Europe, as conventionally
applied in Polli (1960) and annualized for the year 2002
as previously explained.

As we could expect, the calibrated model reproduces
the SSE at Diga Sud Lido station with high accuracy.
We do not show the comparison graph for Lido sta-
tion because the results are quite obvious even on
the basis of the harmonic constants shown in Table 3:
small differences with observed data for the harmonic
constants in this station are registered, with differences
of millimeters in amplitude and some degrees for the
phases; the highest difference at Diga Sud Lido is less
than 5◦ for the O1 component which is one of the less
important components of the ones taken into account.

The area of interest for this application is the North-
ern Adriatic Sea, which is limited in the Southern
part by the line connecting Pesaro to Pula (Fig. 1).
The stations located in this area are Falconera, Porto
Corsini, Trieste, Rovinj, Pesaro, and Pula (Table 1).
In the northern half of the basin, the two semi-diurnal
components are well reproduced with an absolute dif-
ference in amplitude never higher than 2 cm (Table 1).
Following the North-East coast of the basin, ampli-
tude differences are oscillating slightly around zero.
These two harmonic components are quite in phase
with measurements with differences never higher than
−6.7◦. This value is reached in the Falconera station.
There is a 20-min delay in the modeled data for these
components. In the same stations, the major diurnal
component is well reproduced, with −1.93 cm (−7%)
as the highest difference in Trieste. When conside-
ring what is the main aim of this work, the mod-
eling of the interaction between the Venice Lagoon
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Fig. 3 Graph of amplitude, relative amplitude and phase differences of the three main modeled and measured harmonic constants
(M2, S2, K1) for the ten stations in the Adriatic Sea
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and the open sea, these results can be considered
satisfactory.

For the other stations in the Adriatic Sea, the result
for Ancona station is striking. Near Ancona, the M2
amphidromic point is located. This means that tidal
variations are small and water level measurements can
be affected by higher errors because of the low signal
to noise level. This could explain the high difference in
phase (around −12◦). Going South, a general overesti-
mation of the diurnal component K1 can be observed
but it has to be mentioned that the difference never
exceeds 1.5 cm, even if this translates into a high error
in terms of percentage (Fig. 3, Table 2).

The relatively high amplitude errors for K1 in the
stations of the Dalmatian coast should be stressed. This
might be due to the grid resolution along the coast.
Because of the interest in simulating the North Adriatic
coastal dynamics, the applied finite element grid has
high resolution in proximity of the Venice Lagoon. The
Dalmatian coast is less resolved than the Northern part
of the Adriatic Sea because of the attempt to limit the
number of elements of the grid and to lower the time of
computation.

For the other two components, M2 and S2, no gen-
eral trends in amplitude difference can be observed.
Phase differences do oscillate around zero for all the
stations along the Adriatic Sea, increasing in mod-
ule approaching the southern open boundary at the
Otranto Strait (Fig. 3). A smooth anticipation of the
real signal along the low resolved eastern coast of
the southern Adriatic and a specular delay along the
western littoral, near Vieste station (Fig. 1), is observed
for these harmonic constituents. The presence of the
open boundary, where water levels are imposed, is
certainly influencing the results for the stations located
close to it.

In conclusion, the choice of moving the open boun-
dary to the Otranto strait was correct. In the southern
part of the basin, errors are higher, mostly due to the
influence of the open boundary. On the other hand, the
results in the Northern part of the basin do not evidence
an influence of these modeling choices. What concerns
the model results of the propagation of the tide inside
the Venice Lagoon we always refer to Umgiesser et al.
(2004) for a more accurate description.

3.3 Flux data validation

Once the model had been calibrated and validated with
the water levels, it has been used to estimate the water
exchange through the three inlets. The presence of both
tidal and meteorological data forcings has to be stressed
because the simulation of barotropic currents in the
Adriatic Sea needs to consider the whole set of signif-
icant forcings. From the evidence of measurements at
the inlets, it can be deduced that the flow acceleration
is generated by the pressure gradient due to the sea
level slope. Velocities are of the order of 1 m/s and the
bottom friction term is balanced by the local acceler-
ation and the horizontal pressure gradient (Gačić et al.
2004). The wind action is mainly barotropic at the inlets
(Gačić et al. 2002). The conjunction of tidal cycles
and atmospheric pressure and wind produces extreme
events propagating into the lagoon from the inlets, in
particular when SE wind (Scirocco) is blowing in a low
pressure configuration (generally in winter time; Gačić
et al. 2004).

To validate the model results, only the tidal signal
of the measured discharge data has been considered.
Harmonic analysis is therefore applied to the ADCP
data collected at Lido and Malamocco inlets for the

Fig. 4 Time series of total,
residual and tidal components
of fluxes from ADCP data in
the Malamocco inlet for
November 2002

20/11/2002 30/11/200225/11/2002
-1

-0.5

0

0.5

1
x 104

Days

F
lu

x 
(m

3/
s)

Malamocco Fluxes - November 2002

 

 

Residual Values
Observed Values
Tidal Values



Ocean Dynamics (2008) 58:397–413 407

Fig. 5 Tidal discharge time
series comparison between
modeled and measured data
in the Lido and Malamocco
inlets
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year 2002, as has been done before for the water levels
(Fig. 4). The contribution of the three major diurnal
and semi-diurnal tidal components to the total flow
rate—M2, S2, and K1—is obtained and the parameters
related to these constituents are presented in Table 5.
As it can be seen from the graphs in Fig. 5, the two sig-
nals match nicely. To quantify the error, a comparison
between the computed flux amplitudes and phases has
been done in Table 5.

Analyzing the tidal reproduction of water fluxes,
different considerations can be done for diurnal and
semi-diurnal components. Satisfactory results are ob-
tained in simulating the M2 and S2 components: the
amplitude error is always less than 3.65% for both
inlets (Fig. 5, Table 5). The M2 and S2 modeled fluxes
anticipate the measured ones by around 20 min at the

Lido inlet and 30 min at the Malamocco inlet. The
worst reproduction, as in the case of water levels, is
again for the K1 constituent. Following the results of
the harmonic analysis, from ADCP data it can be stated
that M2, S2, and K1 components represent about 50%,
30%, and 20% of tidal signal (Table 6). Weighting each
component with these values, the comprehensive tidal
difference in amplitude is 2.7% for Lido the inlet and
2.9% for the Malamocco inlet. The phase anticipation
of modeled tidal fluxes is 23 min for Lido and 30 min
for Malamocco. Moving from harmonic constituents
to the modeled and observed tidal time series, the
computed correlation coefficient is 0.99 both for Lido
and Malamocco inlets.

Moreover, the model reproduces an additional as-
pect, already seen in measurements (Gačić et al. 2002).

Table 5 Water discharge of the Lido and Malamocco inlet

Inlet Am Ao Am − Ao (Am − Ao)/Ao gm go gm − go

[m3/s] [m3/s] [m3/s] [%] [◦] [◦] [◦]

Lido M2 4400.1 4366.8 33.28 0.76 254.9 244.8 10.1
S2 2596.3 2504.8 91.5 3.65 267.2 255.4 11.8
K1 1895.8 1790.4 105.4 5.9 21.3 14.4 6.8

Malamocco M2 4725.2 4682.0 43.2 0.92 245.5 232.1 13.4
S2 2825.0 2790.7 34.3 1.23 258.4 243.1 15.3
K1 1892.1 1717.4 174.7 10.2 13.2 4.0 9.2

Comparison between empirical data (o) (derived from ADCP measurements) and model results (m) of the amplitude A and phase g
of the most energetic diurnal and semi-diurnal frequencies (M2, S2, and K1)
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Table 6 Weighted differences of discharges in amplitude (A) and
phase (g) (in terms of minutes) for the Lido and Malamocco inlets

Inlet Perc of modeled A [%] g [min]
tidal fluxes [%]

Lido M2 49.5
S2 29.2 2.7 23
K1 21.3

Malamocco M2 50
S2 30 2.9 30
K1 20

The observed semi-diurnal signal at the Malamocco
inlet anticipates the Lido one by about half an hour
(Gačić et al. 2002). The simulated phase lag is of about
20 min, nicely matched, even if slightly underestimated.

The flux modeling is strictly connected with two
factors: the capability in reproducing the dynamics in
the lagoon and the parameterization of the bottom
stress inside the three connection channels. The bottom
friction coefficients chosen during the calibration phase
are specific for each inlet with different values applied
to simulate the inflow and outflow dynamics. The final
values chosen are the ones that more uniformly dis-
tribute the error on all three inlets and reproduce the
interaction processes.

To explain the differences with the empirical data,
we can distinguish two different groups of errors: one
related to the measured data and one related to the
numerical model. The empirical discharge data, as ex-
plained in Section 2.3, have been obtained from the
vertically averaged water velocity value measured by
ADCP probe for one fixed location inside each inlet.
From Gačić et al. (2002), we know (Table 1) that
the ADCP velocity data are affected by an error of
around 5% for the M2 and 10% for the K1. Since the
discharge data are computed from the velocity data by

applying a regression formula, the errors given above
are certainly a lower bound for the errors of the flux
data.

A further source of error for the empirical data is
related to the harmonic analysis. In fact, due to the
high residual signal generated by intense meteorologi-
cal events, the amplitude and the phase values obtained
for each main tidal constituents from the harmonic
analysis are subject to high relative errors.

What concerns the model, a source of error can be
related to the reproduction of the SSE outside and
inside the inlets. The discharge rate through the in-
let is dependent on the SSE gradient along the inlet
channel and therefore the accuracy of the SSE in-
side and outside the lagoon strongly affects the model
results. The increase in resolution for what concerns
the lagoon, describing in a more realistic way shallow
areas and channels, in terms of internal dynamics and
bottom friction, can improve the internal reproduction
of SSE. Finally, as mentioned in Ferla et al. (2007),
the harmonic constants measured in the lagoon have
changed significantly during the last decades because
of the morphological changes. It is realistic to suppose
that the use of new bathymetric data to reproduce the
morphology could reduce the error of the model for the
SSE and consequently also the discharge rate through
the inlets.

3.4 Residual levels and fluxes

An analysis on the reproduced fluxes with respect to the
meteorological impact on hydrodynamics has also been
carried out. In Fig. 6 the fast Fourier transform (FFT)
graph for the residual signal, calculated subtracting the
tides from water level at the Lido inlet, is presented. For
this final part, the Foreman harmonic constant analysis

Fig. 6 Fast Fourier transform
of residual components of
levels in the Lido inlet
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has been applied to produce the residual water level
time series (Foreman 1978).

An interesting aspect is the presence of two peaks,
related to the 11 and 22 h periodical signals. These
are the two main seiches of the Adriatic Sea (Tomasin
and Pirazzoli 1999) and the model is able to reproduce
them, better the 22-h seiche than the 11-h one. Compar-
ing model and real data signals, it can be noted that the
model, even if it is able to reproduce the 11-h seiche,
presents a displacement in frequency, with a shift to
higher frequency values (Fig. 6).

Applying the same kind of analysis to the residual
fluxes for Lido and Malamocco once more, the two
seiches are registered by the model (Fig. 7) which are
even more evident. It seems that some semi-diurnal
components still remain in the residual signals, perhaps
the overtide portion of sea breeze. The model does
not reproduce them but this can be explained by the
meteorological forcing that was applied coming from
ECMWF model data. These data have a frequency of
6 h and it is certainly not possible, with this coarse

temporal and spatial resolution of 0.5◦, to produce a
signal of limited space and time extension like the
sea breeze. Additionally, it has to be said that the
meteorological data time step, 6 h, could introduce
some artificial frequencies in the model results and
that could explain the peak around 3.2E-4 Hz in
the model data. These results could be interfaced with
other studies done on residual currents at the Venice
Lagoon inlets from ADCP data (Gačić et al. 2004). In
Gačić et al. (2004), the seiches signals can be isolated
and the obtained information is comparable with the
one from our study, even if the analysis has been done
on axial velocities and not on fluxes as done here.

Considering the whole modeled fluxes for the Lido
and Malamocco inlets, it can be noted that the tidal
signal contained is 95% of the total variance for the
Lido inlet and 97% for the Malamocco inlet, values
comparable with the ones obtained by measurements
(Gačić et al. 2004). From Fig. 7, it can be seen that
the residual variability is due to the meteorological
forcings.
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Fig. 7 Fast Fourier transform of residual component of fluxes in the Lido and Malamocco inlets
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3.5 Extreme wind events

The whole simulated period has been analyzed and a
particular portion, from the 20th of November to the
end of December, has been considered. This period
shows the two main extreme events of the year, with
a strong Scirocco wind blowing around the 24th of
November and a long Bora event lasting several days
before the 8th of December.

In Fig. 8, the wind data measured by the Oceano-
graphic Platform CNR for the chosen period are shown,
both speed and direction.

The Pearson correlation coefficient has been com-
puted, first on the complete chosen time window, and
then on the two singular extreme wind events. The
significance level chosen is 0.05. High correlation is
registered for fluxes, 0.89 for the total temporal range,
0.96 for the Bora event and 0.89 for the Scirocco event.
In the three cases the p value is nearly 0.

On the other hand the correlation of water levels is
higher for the two single wind events, 0.9 for Scirocco

and 0.94 for Bora, compared with the correlation of
the whole time series, 0.82. This could be ascribed to
the choice of imposing modeled storm surge forcings
at the open boundary instead of the measured ones. In
fact, it has to be mentioned that storm surge modeling
is a difficult task because of the strong dependence
on the choice of meteorological forcings. Anyway, it
can be stressed that the correlation computed here is
comparable with the one in Bajo et al. (2007).

Because the sub-sample for the Scirocco wind event
consists only of around 30 values, it has been de-
cided to compute also the Kendall’s Tau, better suited
for small samples. The Kendall’s Tau gives a value
of 0.74 for the water levels (p value 2.2E-9), and
0.84 for the fluxes (p value 1.266E-14). These val-
ues prove a good correlation even on this short wind
event.

It is interesting to note that total fluxes seem to be
reproduced better than total water levels (Fig. 9). This
can be explained because fluxes at the inlets are mainly
tidally driven (Gačić et al. 2004) and, as shown, the tidal
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Fig. 8 Wind data (direction and speed) for a significant extreme event period of December 2002
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Fig. 9 Comparison between residual levels and fluxes modeled and measured in Lido inlet

signal is better reproduced than the residual one. As
an example, Fig. 9 shows the comparison between the
measured and the modeled total water levels and fluxes
time series, stressing clearly the good match.

Some differences in extreme event reproduction
can be also connected with the rough resolution of
ECMWF data, 1/2 of a degree, which does not repro-
duce adequately the wind variability in the study area.
A previous work compared results from the SHYFEM
model, in its operational version, forced with different
wind fields, the ECMWF ones described above and the
Limited Area Model (LAMI) wind fields (Zampato
et al. 2007). The latter one produced more intense
wind fields and was capable of resolving the meso-scale
features of the wind in the study area with a higher
correlation with measured data (Zampato et al. 2007).
Unfortunately, LAMI wind fields were not available for
the considered period.

4 Summary and conclusions

The objective of the present work was to reproduce
by numerical modeling the water exchange dynamics

through the three lagoon inlets. Before this work, no
major studies have been carried out that try to model
the exchange mechanisms through the Venice Lagoon
inlets. It is also the first work in this area that tries
to model the interaction dynamics, running together
a model for the lagoon and the Adriatic Sea. The
increased spatial resolution achieved in the inlet area
permits a realistic study of the interaction processes.
We limited the study to barotropic processes and, for
this reason, the model has been applied in its 2D ver-
sion to reproduce the discharge rate through the lagoon
inlets driven by the action of the tide and wind (Gačić
et al. 2002).

The spatial resolution of the model varies from 30 m
inside the Venice Lagoon inlets to 30 km in the mid-
dle of the Adriatic Sea, with a transition zone close
to the lagoon inlets characterized by a resolution of
300 m. The open boundary has been chosen as a straight
line across the Strait of Otranto on which the tidal
SSE is imposed. The model has been calibrated to
reproduce the tidal propagation in the Adriatic Sea
and in the Venice Lagoon. The SSE along the eastern
end of the open boundary line of Otranto and the
bottom friction coefficient inside the Venice Lagoon
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basin were changed during the calibration. For valida-
tion, the model results have been compared to mea-
sured data of harmonic constants collected in stations
located along both the West and the East coast of the
Adriatic Sea.

In this article, only the results referred to the tidal
propagation in the Adriatic Sea are reported because
the tidal dynamics inside the Venice Lagoon and the
results of the related calibration process is treated in
Umgiesser et al. (2004). For what concerns the tide,
the model reproduces the set of harmonic constants for
the Diga Sud Lido station for the most energetic tidal
constituents (M2, S2, and K1). The results obtained for
the other stations close to the Venice Gulf, Falconera,
Trieste, and Rovinj, are in good agreement with the
empirical data. The SSE offshore the Venice Lagoon
is in fact reproduced with an error always lower than
2 cm for the amplitude of the main tides and with a
phase difference not higher than 10◦. These results are
in accordance with the task of this work, which is the
reproduction of the tidal flow through the three lagoon
inlets.

Finally, the water fluxes through the inlets have
been computed by the model when tide and wind are
forcing the basin. The results have been compared with
empirical data of water discharge derived from ADCP
measurements collected inside each inlet. The model
reproduces the fluxes through the inlets with a good
agreement for both of them and an average overesti-
mation less than 2.9% with a time anticipation of about
20 min. The frequency analysis conducted using the
FFT both on residual signals of levels and fluxes stresses
the capability of the model to reproduce seiches and
its effects on circulation in the interaction areas. Free
oscillations are correctly reproduced.

The SHYFEM model has been already applied at
the whole Mediterranean basin to forecast, focusing on
the Venetian area, water levels (Bajo et al. 2007). The
comparison between modeled and measured residual
levels time series showed how the coupling of tidal and
meteorological forcings, including the surge impact,
leads to acceptable results.

The success of these simulations on the reproduction
both of the SSE inside and outside the Venice Lagoon
and of the tidal flow through the lagoon inlets indi-
cates that the finite element model is performing ade-
quately on the barotropic mode. For the first time, the
physical processes that govern the interaction between
the two basins are reproduced, as the flux modeling
shows. Clearly, the good results reproducing discharges
through the inlets are due to the fact that the lagoon
is modeled together with the Adriatic Sea. Without the

lagoon, the water levels could be certainly reproduced,
but not the fluxes between the sea and the lagoon.

Therefore, this model can be realistically considered
as a fundamental support for other studies that aim
to investigate the nutrient, salinity, pollutant, and sedi-
ment budgets of the lagoon and their exchange with the
open sea.
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Abstract Local mesh refinement features have now
been added to a number of numerical ocean models.
In its crudest form, a high-resolution grid is embedded
(or nested) in a coarse-resolution grid, which covers the
entire domain, and the two grids interact. The aim of
this paper is to review existing two-way grid embed-
ding algorithms. The basic algorithms and specificities
related to ocean modelling are first described. Then, we
address several important issues: conservation proper-
ties, design of interpolation/restriction operators, and
noise control techniques.

Keywords Two-way embedding · Mesh refinement ·
Structured grids

1 Introduction

An increase of the horizontal resolution of a numerical
ocean model still remains a key point in the improve-
ment of the realism of its solutions, mainly through
a better representation of small scales and domain
geometry. This increase of resolution is generally not
performed everywhere in the domain, both because it
is not necessary from a physical point of view and be-
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cause of limited computational resources. That is why a
number of ocean models include local mesh refinement
features. The idea is to refine the mesh where (and
potentially when) necessary according to the objective
of the simulation.

For models based on a structured grid, a possible
way to locally increase the resolution is to use a grid
with variable resolution. Starting from a uniform grid, a
mapping is introduced to produce a grid with increased
resolution in areas of interest (Zhuo and Qingcun
1995). This approach has the advantage that the model
is still written on a single grid and, thus, there is almost
no additional coding complexity, and properties like
conservation are easily handled. The disadvantages lie
mainly in the difficulty of generating grids with good
numerical properties and in the fact that the time step
constraint relies on the smallest grid cell (in the case of
explicit time stepping schemes).

The second approach, which is the subject of the
present paper, is to embed a high-resolution (HR)
version of the same model at a specific location. The
information is exchanged in two ways between the
coarse-resolution (CR) solution and the HR solution:
the coarse grid provides the boundary conditions of the
child grid, while the HR solution is used to update the
coarse grid solution in the common domain. The major
interest of this approach is that the coarse grid provides
accurate boundary conditions for incoming informa-
tion along the HR grid boundaries, while the update
(or feedback) step enables outgoing information to
leave the fine grid much better than in one-way inter-
action (i.e., without feedback from the HR to the CR
solution). In this approach, even if the same model is
applied, numerical schemes and/or physical parameter-
izations can be adapted to the grid resolution.
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We will discuss here only refinement of the mesh
along the horizontal directions. A few applications of
vertical mesh refinement have also been reported. In
Fox and Maskell (1995), the vertical refinement is ap-
plied to the whole water column. For similar reasons to
the nondecomposition of the vertical direction in paral-
lel applications (use of implicit schemes and particular
treatment of the barotropic mode), local mesh refine-
ment on the vertical introduces additional difficulties,
some of them very close to the ones reported in this
paper for horizontal refinement.

Concerning horizontal refinement, we will focus here
on several important aspects, including conservation,
intergrid transfer operators, and noise control tech-
niques. We begin in Section 2 with a description of
the basic algorithms underlying the two-way mesh
refinement method and then give an overview of dif-
ficulties that can arise in practical numerical simula-
tions. Conservation issues are addressed in Section 3. In
Section 4, intergrid transfer operators (interpolations
and updates) are examined and important details of
implementations are given. Noise control techniques,
which aim at making the algorithm more robust, are
presented in Section 5.

2 Two-way nesting: algorithms

In this paper, we will consider only one HR grid em-
bedded in the CR grid. Extension to more than one
grid and/or more than one level of refinement does not
present additional complexities.

So, let us consider Ω as the domain covered by the
coarse grid and a subdomain ω, covered by the fine
grid. γ is the boundary of ω. At the discrete level, the
numerical grids are denoted by ΩH and ωh (cf. Fig. 1).
ωH is the part of the grid ΩH corresponding to the
domain ω.

2.1 Basic algorithm

The ratio between the coarse and fine horizontal mesh
sizes is an integer ρ, the mesh refinement factor (ρ =
2 in Fig. 1). Typical values of ρ in actual applications
range from 2 to 5. Using larger values introduces too
strong a change in the resolved scales on the different
grids. In that case, it may not be appropriate to try to
enforce a strong coupling between the two grids, and
methods with weaker interactions than the ones we will
discuss in this paper could be of interest (Sheng et al.
2005).

Choosing an odd mesh refinement factor simplifies
grid interactions since, in that case, a coarse grid point

ΩH

ωh

γ h

Fig. 1 Local mesh refinement of a structured grid with a mesh
refinement factor of 2. The HR grid ωh is embedded in the CR
grid ΩH

always has one underlying HR point. Figure 2 shows,
for B and C grids (using the Arakawa classification),
that if a variable is staggered (cell- or face-centered)
and if the mesh refinement factor is even, then a coarse
grid point does not have a corresponding point on the
fine grid.

Associated with this spatial mesh refinement, time
refinement may also be applied. Most of the ocean
models now use explicit time integration algorithms
both for computational reasons (efficiency on dis-
tributed memory parallel computers) and for accu-
racy reasons (smaller dispersion errors than implicit
schemes). The model is then subject to a given
Courant–Friedrichs–Lewy stability condition, and the
ratio Δt/Δx must be kept smaller than a given value
on the whole grid hierarchy. As we shall see, refining
in time induces several difficulties but is required for
some applications, especially when only a small portion
of the coarse grid domain is refined or when there are
several levels of refinement. In these cases, keeping the
same time step over the whole grid hierarchy greatly
increases the computational cost. The integration algo-
rithm for a time refinement factor ρt of 3 is depicted in
Fig. 3.

The model is first integrated on the coarse grid with
a time step equal to Δtc, and then, the fine grid is
integrated ρt times with Δt f = Δtc/ρt. Interpolations
of coarse grid boundary data occur at the end of each
fine grid time step and updates occur at the end of the
coarse time step, when the two solutions have been
advanced to the same physical time.

Let L represent the model integration from time
tn to time tn+1 and Lc,L f its discretizations on the
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Fig. 2 Refinement of a cell
with even (ρ = 2) and odd
(ρ = 3) refinement factors for
a B and a C grid. Only one
coarse cell is shown. When
ρ = 3, a coarse grid point
always has a corresponding
fine grid point

Without Refinement ρ ρ= 2  = 3

B 

C grid

Coarse grid Fine grid
T, η points

v

u

points

points

grid

CR and HR grids. Let P denote the interpolation (or
prolongation) operator from ΩH to γh, the boundary of
ωh, and R the update (or restriction) operator from ωh

to ωH . Then, assuming that the model is fully explicit,
the algorithm can be written in the following simplified
form:

1. un+1
c = Lc(un

c )

2. For m = 1 . . . ρt do

u
n+ m

ρt
f = L f

(
u

n+ (m−1)

ρt
f

)

u
n+ m

ρt
f |γh

= P(un
c , un+1

c )

3. un+1
c |ωH

= R(un+1
f )

P, the interpolation operator, includes a time interpola-
tion. This time interpolation is done linearly in most of

1

2
ωh

ΩH

3 4

Δ tc

Δt f Δt f Δt f

Interpolation

Update

Model Integration

Fig. 3 Integration algorithm for a time refinement factor of 3

the applications and, thus, requires only the knowledge
of uc at time tn and tn+1. To our knowledge, the effect of
increasing the interpolation order in time has not been
studied in the literature. This is because, as for numeri-
cal models on a uniform grid, the error relative to time
is expected to be lower than the one relative to spatial
interpolation. However, as for numerical models, it may
not be the case anymore due to the increase of hori-
zontal resolution and to the use of higher- order spatial
schemes. New experiments are probably required to
test the validity of the linear interpolation. Note, finally,
that interpolation and restrictions can also be applied to
time tendencies instead of instantaneous values (Jones
1977; Spall and Holland 1991; Oey and Chen 1992).

2.2 Complexities associated with time stepping

The numerical schemes are seldom as simple as previ-
ously described, and this can lead to several complica-
tions. In a numerical ocean model, some of them are
linked to the particular treatment of the gravity waves
associated with the evolution of the barotropic mode.
This treatment leads either to the use of an implicit
time stepping, thus leading to the solution of an elliptic
system, or to the use of a time splitting method.

2.2.1 Elliptic systems

Elliptic systems can come from a 2D implicit solve (e.g.,
implicit treatment of free surface (Dukowicz and Smith
1994) or rigid lid approximation). A 3D system also has
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to be solved if the hydrostatic assumption is removed.
If we denote the associated linear system by:

Av = B,

then, after discretization, on the nested grid, the sim-
plest choice is to force the HR solution with an interpo-
lation of the coarse grid solution:

a) Acvc = Bc on ΩH, b)

{A f v f = B f on ωh

v f|γh
= Pvc

(1)

This implies continuity of the solution at the interface
γh, but the resulting gradient across the boundary is
discontinuous. Additionally, a loss of accuracy is in-
troduced because errors produced by the coarse grid
resolution (a) propagate inside the HR domain through
the boundary forcing in step b.

A first step toward better accuracy is to update the
right-hand side of the coarse grid equation so that
Eq. 1 is replaced by Eq. 2:

a) Acvc =
{

RB f in ωH

Bc in ΩH\ωH
, b)

{A f v f = B f on ωh

v f|γh
= Pvc

(2)

In Spall and Holland (1991), this technique is applied to
a rigid lid ocean model. The linear system corresponds
to the computation of the streamfunction tendency and
the right-hand side is the barotropic vorticity tendency.
The barotropic vorticity tendency on the coarse grid is
updated by the one computed on the fine grid.

However, despite this improvement, the gradient of
the solution across the interface is still discontinuous.
To be properly solved, the two-grid system should be
handled as a truly local multilevel system. This can
be done using local defect correction methods (see
Laugier et al. 1996 for an application to a rigid lid
model and a comparison with results obtained in Spall
and Holland 1991). The system can also be seen as
discretized on a single composite grid. In this approach,
the operator A is modified at the boundary and involves
both coarse- and fine-grid variables. The resulting sys-
tem is:⎛
⎝ Ac 0

0 A f

Acγ A fγ

⎞
⎠

(
vc|ΩH\ωH

v f

)
=

⎧⎨
⎩
Bc in ΩH\ωH

B f on ωh

Bγ in γh

(3)

Acγ vc|ΩH\ωH
+ A fγ v f = Bγ is an approximation of the

original system on the interface, which leads at conver-
gence to continuity of both the solution and its gradient
across the boundary. See Martin and Cartwright (1996)
for applications of the local multilevel method to the
solution of a Poisson equation.

Remark

– Algorithms 2 and 3 are more difficult to apply when
time refinement is used. Indeed, the right-hand side
Bc and B f should be computed at the same time,
and the way to write the system at intermediate time
steps on the fine grids is not obvious.

– Since we are using two-way techniques, the right-
hand side Bc, which depends on coarse grid vari-
ables that have been updated, is never significantly
different from RB f . In some cases, the update
schemes used for the primary variables are precisely
chosen in such a way that Bc = RB f in ωH . How-
ever, this leads most of the time to the use of very
simple restriction operators (e.g., average, see Clark
and Farley 1984) that do not have good filtering
properties and, thus, can affect the quality of the
solution (see Section 4.1).

2.2.2 Free surface and time splitting

Similar problems are also inherent when a time-
splitting is used for the treatment of the external mode.
A number of models now use the time-splitting ap-
proach of Blumberg and Mellor (1987) and Killworth
et al. (1991). The barotropic time step is set to a fraction
of the baroclinic time step. The barotropic mode is
then integrated as a solution of a shallow water model
forced by the vertical integral of the right-hand side
of the 3D equations. At the end of this integration,
the newly computed barotropic quantities are used to
replace the barotropic part of the 3D fields. In order to
prevent aliasing errors, two approaches can be taken.
The first one, as in Killworth et al. (1991), is to use
in the barotropic time steps a time integration scheme
that sufficiently damps high temporal frequencies (e.g.,
Euler Backward). In this case, the fine and coarse
grids can interact during the small barotropic time
steps throughout the barotropic quantities (see Oey
and Chen 1992). This is illustrated in Fig. 4 with a time
refinement factor of 2.

t t + Δ tc

t t + Δ tc / 2
t + Δ tc

Gc

Gf

Fig. 4 Time splitting algorithm with a time refinement ratio
equal to 2. Intermediate times (due to time refinement) on the
fine grid are not shown. Gc is the coarse grid and G f is the fine
grid
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t t + Δ tc t +2Δtc

Fig. 5 Time splitting algorithm with filtering using flat weights
over [t, : t + 2Δtc]. Intermediate instantaneous values are used to
compute a filtered value at time t + Δtc

The second approach consists in applying a filter to
the barotropic quantities to filter out the high temporal
frequencies. The integration extends to a time larger
than t + Δtc, and a filtering formula, the result of which
is centered at time t + Δtc, is applied. For example,
as shown in Fig. 5, one may extend the integration
period to t + 2Δtc and use flat weights over [t, t + 2Δtc]
(constant weights equal to 1/N, where N is the number
of barotropic time steps) to compute the average at
time t + Δtc. When filtering is applied, it is relatively
easy to interact between grids when no time refinement
is done, as in Fig. 6 (Barth et al. 2005).

However, when both filtering and time refinement
are used (cf. Fig. 7), a new problem arises, due to
the fact that some coarse grid points do not have fine
grid points located at the same time. For this reason,
the coupling between coarse and fine grids cannot be
done anymore through the instantaneous barotropic
quantities.

In that case, a simple choice is to perform the cou-
pling at the baroclinic level (Penven 2006), i.e., the
exchange occurs only between filtered quantities. How-
ever, this is like having the system in a one-way mode
for the external mode and, as for implicit solvers, errors
produced on the coarse grid can then propagate inside
the HR grid. One way to perform the coupling at the
barotropic level is to exchange information between
another set of variables corresponding to intermediate
quantities (Debreu et al. 2008a). Using intermediate
weights, quantities centered at times between t and t +
Δtc are computed so that coupling as without filtering
(Fig. 4) is permitted.

Partial conclusion As we have seen, besides the sim-
ple algorithm, several additional complexities arise

t
Gc

Gf

t +Δtc t +2Δtc

t t + Δtc t +2Δtc

Fig. 6 Time splitting algorithm without time refinement and with
filtering

t
Gc

Gf

t + Δtc t +2Δtc

t t + Δtct + Δtc /2

t +3Δtc /2

?

Fig. 7 Time splitting algorithm with time refinement equal to 2
and with filtering

when implicit schemes or time splitting schemes are
used. Moreover, it is clear that, in both cases, use of
time refinement leads to additional difficulties. Looking
at the problem as a truly multilevel system in the case of
elliptic systems and doing the coupling at the barotropic
level in the case of a time splitting scheme are probably
the best choices. Additionally, if more simple tech-
niques are used, then it brings strong constraints on the
update operators in order to maintain the coarse-grid
right-hand side in agreement with the fine-grid right-
hand side. Most of the time, these constraints lead to
the use of very simple update operators that do not
have good numerical properties (see Section 4.1).

3 Conservation

On a uniform grid, conservation is guaranteed when
internal numerical schemes are written in flux form.
Concerning two-way embedded models, it is not so
common that the resulting system is conservative.
Ensuring conservation leads to several computational
issues and imposes strong requirements on intergrid
transfer operators that can lead to a loss of accuracy.
However, it is recommended for long-term integration.
After reviewing the basic requirements for conserva-
tion on an embedded grid, two familiar approaches
for the preservation of conservation properties are
described.

3.1 Definition and discretization

Let us consider a two-dimensional domain and q, a so-
lution of the following equation written in conservative
form:

∂q
∂t

+ ∂ f
∂x

+ ∂g
∂y

= 0,

where f and g may contain both advective and diffusive
fluxes.
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Then, assuming that fluxes f and g cancel on the
boundaries of Ω , QΩ , integral of q over the domain Ω ,
is constant in time (at the continuous level).

QΩ(t) =
∫

Ω

q(x, y, t) dx dy ⇒
dQΩ(t)

dt
=

∫
∂Ω

f ds +
∫

∂Ω

g ds = 0

In the nested grid system, the quantity QΩ is defined by
the summation over the HR domain ω and its comple-
ment in Ω :

QΩ = Qω + QΩ\ω

Now, let us make the following assumptions for the
sake of simplicity:

– As shown in Fig. 8, we consider a two-dimensional
domain infinite in both x and y directions. The left
(respectively, right) part of the domain is at coarse
(respectively, high) resolution.

– The variable qn
i, j is cell-centered.

– The time stepping scheme is an explicit Euler
scheme.

qn+1
i, j =qn

i, j−
Δt

ΔxΔy

(
Fi, j−Fi−1, j

)− Δt
ΔxΔy

(
Gi, j−Gi, j−1

)

(4)

ΩH ωh

ic if

j

j1

j1+1

j1+2

Fig. 8 The CR domain ΩH on the left and the HR domain ωh on
the right for a C-grid with a mesh refinement factor of 3

where Fi, j, Gi, j are volumetric fluxes: Fi, j = fi, jΔy,

Gi, j = gi, jΔx.
At discrete level, QΩ at time t = tn is given by

Qn
Ω =

∑
i≤ic, j

ΔxcΔyc qc,n
i, j +

∑
i≥i f , j

Δx f Δy f q f,n
i, j ,

where, as shown in Fig. 8, ic and i f denote the first
coarse and fine indices close to the interface.

Then after one time step, according to Eq. 4, we
obtain

Qn+1
Ω = Qn

Ω − Δtc
∑

j

Fc,n
ic, j + Δt f

ρt−1∑
p=0

j1+ρ−1∑
j f = j1

Fn+p/ρt
i f −1, j f

= Qn
Ω − Δtc

∑
j

⎛
⎝Fn

ic, j −
1

ρt

ρt−1∑
p=0

j1+ρ−1∑
j f = j1

Fn+p/ρt
i f −1, j f

⎞
⎠.

(5)

In general, there will be a misfit between the coarse and
fine grid fluxes so that the flux differences of the right-
hand side do not cancel and conservation is artificially
lost: Qn+1

Ω �= Qn
Ω .

Conservation can be achieved if the fine grid fluxes
derive from a conservative interpolation (in time and
space) of the coarse grid flux so that the following
relation holds:

1

ρt

ρt−1∑
p=0

j1+ρ/2∑
j f = j1−ρ/2

Fn+p/ρt
i f −1, j f

= Fn
ic, j (6)

This approach is applied in several ocean models for
volume conservation (q being the free surface and F, G
being the vertically integrated transport in x and y
directions). It is indeed sufficient to produce a con-
servative interpolation of the transport for the global
volume to be conserved. A number of classical con-
servative interpolation schemes can then be used (see
Section 4.2).

Let us consider more generally the computation of a
boundary flux on a C-grid as indicated in Fig. 9 and let
us suppose that we are trying to compute the flux of a
tracer on the boundary so that:

f = uT

The computation of fine grid flux on the boundary
involves the result of the interpolation of the velocity
u on the boundary (grey ellipses in Fig. 9). This inter-
polation has to be conservative in order not to create
an artificial loss of conservation. The fine grid flux also
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ΩH
ωh

ic if

j

j1

j1+1

j1+2

Fig. 9 Computation of a boundary flux on a C-grid

involves the computation of the tracer’s value on the
interface that makes use of both interpolated values
(grey circles in Fig. 9) and internal values in the fine-
grid domain. Thus, we may suppose that the resulting
fine-grid fluxes are actually more accurate than the
coarse-grid ones, so that trying to enforce Eq. 6 is not
the best choice. Two other approaches to conservation,
that share several similarities, are now introduced: the
flux correction algorithm and the Kurihara method.

3.2 Flux correction algorithm

The flux correction algorithm comes from the adap-
tive mesh refinement community. It follows from the
algorithm of Berger and Oliger (1984) and Berger and
Colella (1989). The idea is to apply a modification of the
coarse grid variables that take into account the misfit
between coarse and fine grid fluxes.

Starting from Eq. 5, a correction is applied to the
coarse grid variable at time n + 1 near the boundary as
follows:

qn+1,∗
ic, j =qn+1

ic, j + Δtc
ΔxcΔyc

⎛
⎝Fn

ic, j−
1

ρt

ρt−1∑
p=0

j+ρ/2∑
j f = j−ρ/2

Fn+p/ρt
i f −1, j f

⎞
⎠

(7)

Basically, it means that the coarse grid variable has
been integrated using, on the right interface, fluxes
computed by the fine grid:

qn+1,�
ic, j =qn

ic, j−
Δtc

ΔxcΔyc

⎛
⎝ 1

ρt

ρt−1∑
p=0

j+ρ/2∑
j f = j−ρ/2

Fn+p/ρt
i f −1, j f

−Fic−1, j

⎞
⎠

(8)

The algorithm is easy to implement assuming that it is
possible to write the time evolution of q in terms of flux
divergences, as it was indeed the case for the Euler time
scheme. The program stores the fine-grid fluxes at the

boundary and makes a summation in time and in space
over the fine-grid cells.

With other time-stepping schemes, e.g., leap-frog
associated to an Asselin filter, this is not achievable
(even without the Asselin filter, it is more complex since
two arrays of fluxes should be stored, see Herrnstein
et al. 2005).

When using this approach, care must be taken con-
cerning potential stability issues. Indeed, if the original
fluxes are computed in a centered way, the resulting
scheme is always biased and instabilities can occur
(Olsson and Petersson 1996; Debreu et al. 2008a). One
remedy is to compute the interfacial fluxes using in-
formation along characteristics of the flow (see Part-
Enander and Sjogreen 1994; Blayo and Debreu 2005 for
an interpretation of usual open-boundary conditions
in terms of characteristic variables). This is actually
the case in the adaptive mesh refinement community
where, due to the hyperbolic nature of the problems,
the internal numerical schemes already make use of
decompositions into characteristic variables.

Moreover, there is an associated loss of accuracy
at the boundary. Indeed, it can be shown that if the
fluxes are computed with a second-order accurate ap-
proximation, use of Eq. 8 leads to a first-order only
approximation of the original equation (Debreu et al.
2008a). These two remarks also apply to the Kurihara
method that we now describe.

3.3 Kurihara method

The Kurihara method (Kurihara et al. 1979) has
been used by several authors to enforce conservation
(Kurihara and Bender 1980; Ginis et al. 1998). It is
important to note that it applies to a model with all
variables cell-centered. To understand the method, it
is first necessary to explain that the scheme makes use
of an intermediate area, composed of two coarse-grid
cells (grey circles in Fig. 10), where the space resolution
is the one of the coarse grid and the time resolution is
the one of the fine grid.

In this method, conservation is achieved thanks to
two principles:

– The coarse grid computes its fluxes, which are then
interpolated in time in a conservative way at �

points to force the separation area.
– A spatial linear interpolation of variables is per-

formed at � points and the computed flux is used
both for integrating the coarse-grid cell on the left
and the fine-grid cell on the right. In two dimen-
sions, a summation is applied along the y axis just
as for the flux correction approach.
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Fig. 10 The three zones of
the Kurihara method: on the
left, the coarse grid, on the
right, the fine grid. In
between, an area composed of
two coarse-grid cells with the
space resolution of the coarse
grid and the time resolution
of the fine grid

Dynamic Interface Mesh Interface

tn

tn + Δtf

tn +2Δ t f

tn + Δ tc

Thus, the resulting scheme is conservative. The prob-
lems of loss of conservation due to time refinement and
to space refinement have been treated separately. It
is clear that, if there is no time refinement, then the
flux correction approach is equivalent to the Kurihara
method if the boundary variables used in the flux com-
putation have also been linearly interpolated.

As already said, the original method is designed for
a nonstaggered grid with all variables located at the
cell’s center. Similar to the flux-correction approach,
the Kurihara method is more difficult to implement for
non-cell-centered variables (for example, in order to
preserve conservation of momentum on a C-grid, cf.
Sobel 1976).

Partial conclusion We have presented two different
approaches for enforcing conservation. Due to the pres-
ence of the transition area, the Kurihara method is
more difficult to implement than the flux-correction
approach. Additionally, although possible, it is more
difficult to implement such methods for quantities not
defined at the centers of the cells. The flux correction
approach is easier to implement; however, care about
potential stability issues must be taken, especially when
the original model computes its fluxes using second-
order centered differences.

When conservation properties are not preserved in a
two-way simulation, it is important, especially for long-
term integration, to have an idea of the artificial loss
of conservation. That is why the misfit between coarse
and fine grid fluxes on the interface should always be
diagnosed.

4 Intergrid transfer operators

For very simple equations (e.g., 1D advection–
diffusion), the properties of the two-grid methods can
be analyzed with simple techniques related to the study
of numerical schemes on nonuniform grids (Harrisson
and Elsberry 1972; Berger 1985; Olsson and Petersson
1996). In the linear case, it can even be extended to
more complex systems of equations using matrix stabil-
ity analysis (Heggelund and Bernsten 2002). However,
in the more general case, the design of intergrid transfer
operators must rely on more crude considerations.

4.1 Update schemes

Obviously, the restriction operator has a crucial role in
two-way nesting algorithms. If we just think in terms
of resolved scales, the two following properties should
hold:

1. The transfer of information should be maximum for
scales well resolved on the coarse grid. Otherwise,
the order of the approximation will be lowered.

2. Small scales should be strongly filtered. Otherwise,
by aliasing, noise will be produced on the coarse
grid.

In several applications, authors have made the choice
to use the average operator for the feedback step: the
coarse grid value in a cell is replaced by the area-
weighted sum of the fine grid values in the same cell:

uc = 1

ΔxcΔyc

∑
i, j

Δx f Δy f u f
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Fig. 11 Transfer functions for usual one-dimensional restriction
operators with a mesh refinement factor ρ = 3 for typical filters (k
is the wavenumber). The corresponding formulas are also given

Note that this is often seen as a requirement for conser-
vation but, as has been previously seen, it is not.

In an adaptive mesh refinement context, the restric-
tion is still made with this average formula because the
grid can move from one time step to another, so that
an average restriction is necessary to globally maintain
the conservation before and after the regridding step
(periodic modification of the grid hierarchy following
a refinement criterion). Note that this was also the
main reason for using the average restriction operator
in the Kurihara paper (Kurihara et al. 1979), where
the methodology is applied to moving mesh meth-
ods. Other familiar restriction schemes are written in
Fig. 11, along with their corresponding transfer
functions.

Recently, in Debreu et al. (2008a), it was shown
that the use of higher-order restriction operators, using
a larger stencil (full weighted schemes), can lead to
strong improvements. Even if the full-weighted oper-
ator damps the well resolved scales a little more, it also
produces a strong damping of the small scales, which is
required to inhibit aliasing and noise on the coarse grid.

4.2 Interpolation

Numerous interpolation operators have been used in
two-way nesting methods. See Koch and McQueen
(1987) and Zhang et al. (1986) for the details in sev-
eral models. The basic idea is that the order of the

interpolation order should be high enough not to lower
the global order of approximation and, as usual when
using high-order interpolation schemes, care must be
taken about the potential oscillations produced by
the schemes (this problem is well known, for exam-
ple, when using Lagrange interpolation operators). As
previously seen, it is also advantageous to have con-
servative interpolations (in particular, for the interpo-
lation of normal velocities on the boundaries). To fulfill
these two conditions, several methods can be used:
parabolic conservative interpolation or approximation
Clark and Farley (1984), parabolic interpolation with
minimization of second-order derivative Barth et al.
(2005), piecewise parabolic method (PPM), weighted
essentially nonoscillatory (WENO) method, advection
equivalent interpolation schemes Alapaty et al. (1998).

Several authors also mention the fact that interpola-
tion and restriction operators must be devised in agree-
ment with one another. This is mainly justified when
implicit solvers are used. The main reason is that, after
feedback, the right-hand side of the elliptic equation,
computed on the coarse grid, must be in agreement
with the one of the fine grid (Clark and Farley 1984).
In that case, assuming a conservative interpolation has
been used, the average restriction operator is the most
natural. Let us take the example of the free surface
equation written under the following form (Eq. 9):

∂η

∂t
+ ∇ · (U, V) = 0 (9)

where η is the free surface and (U, V) is the barotropic
transports in x and y directions. If the transport U
has been conservatively interpolated on the fine grid
boundary, then a simple update (average in one direc-
tion and simple copy in the other direction, as shown
in Fig. 12) of the transports leads to a barotropic diver-
gence in the coarse-grid cell equal to the average of the
barotropic divergence on the fine-grid cell:

∇ · (Uc, Vc) = 1

9

∑
i, j

∇ ·
(

U f
i , V f

j

)
(10)

However, as we already saw (Section 2.2.1), the
constraint given by Eq. 10, which actually corresponds
to an equality between tendencies of the free surface
equation instead of instantaneous values, can be re-
moved if either the right-hand side of the coarse grid
is directly updated by the right-hand side of the fine
grid or if a truly multilevel solver is used. Removing this
constraint allows the use of more scale-selective update
operators than those used here.
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Fig. 12 Update and
interpolation schemes for the
preservation of the barotropic
divergence on a C-grid with a
mesh refinement factor of 3.
The transport (U) is
conservatively interpolated
on the boundary (grey
ellipses) and then simple
update operators are used
at coarse grid points (black
ellipses)

4.3 Inconsistency at boundary

We now look at a particular problem that also in-
duces differences between implementation of intergrid
transfer operators. Let us rewrite the explicit algorithm
given in Section 2.1

1. un+1
c = Lc(un

c )

2. For m = 1 . . . ρt do

u
n+ m

ρt
f = L f

(
u

n+ (m−1)

ρt
f

)

u
n+ m

ρt
f |γh

= P(un
c , un+1

c )

3. un+1
c |ωH

= R(un+1
f (un+1

c )),

where we insist on the fact that un+1
f is indeed depen-

dent on un+1
c through the boundary interpolation so that

an inconsistency (sometimes called overspecification) is
inherent to the third step. Note that this does not apply
to variables entirely lying on the interface, like normal
velocities on a C-grid, because the coarse grid variables
used in the interpolation (along the interface) are not
updated in the feedback step. On a C-grid, this inconsis-
tency occurs for tracers and tangential velocities. One
possible way to remove this inconsistency is to modify
the interpolation step 2 by doing intermediate updates
so that step 2 is modified as follows:

u
n+ m

ρt
f |γh

= P
(
un

c , un+1
c

) → u
n+ m

ρt
f |γh

= P

⎛
⎝un

c ,

⎧⎨
⎩

un+1
c in ΩH\ωH

R
(

u
n+ m

ρt
f |γh

)
in ωH,

⎫⎬
⎭

⎞
⎠

eventually using a fixed point iteration if the operators
P and/or R are nonlinear.

To our knowledge, this method has not been ex-
plored. In the literature, several other methods have
been developed to try to remove this contradiction:

– Interpolation operators. It is possible to write the
interpolations so that no coarse grid points that
will be modified during the feedback step (i.e.,
inside the HR grid domain) are used in the inter-
polation process. In order to do this, a tangential
interpolation is first applied, followed by a normal
interpolation (Fig. 13). The idea is also to use the
HR solution as soon as available, thus lowering
interpolation errors (in both space and time).
Note that, here too, care must be taken about sta-
bility issues. As an example, using a high-order in-
terpolation, which involves several fine-grid points
inside the fine-grid domain, biases the interpo-
lation schemes and can produce unstable solu-
tions if the flow is actually entering the fine grid.
Therefore, in practice, the normal interpolation
should be computed using the direction of the
flow. Again, this is especially true when the model
computes its fluxes using second-order centered
differences.

– Update operators—separation of dynamic and
feedback interface. Another remedy to remove
this inconsistency is to modify the feedback step.
Several authors have proposed to separate the feed-
back interface from the dynamic interface (some-
times also called the input interface) where the
boundary values are interpolated (Phillips and
Shukla 1973; Zhang et al. 1986; Oey and Chen
1992). Similarly, the Kurihara method can also
be seen as introducing a separation between forc-
ing and feedback interfaces. Figure 14 shows a
separation of the dynamic and feedback interface
by one coarse-grid cell. This separation can also
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Fig. 13 Tangent
interpolation followed by a
normal interpolation. A set
of fictitious points (squared
boxes) are first obtained by
interpolation along the
tangential direction; this is
followed by a normal
interpolation that, in addition
to these points, uses fine-grid
points inside the fine-grid
domain. Note that the
coarse-grid points inside the
fine-grid domain are not used
in the interpolation process

Tangential
Interpolation

Normal
Interpolation

be composed of two coarse-grid cells. In these
cases, the contradiction has been removed since the
coarse-grid points used in the interpolations are not
updated.
Another reason for using a mesh separation be-
tween dynamic and feedback interfaces is that, if
noise is produced, it will be larger near the dynamic
interface so that it is safer not to use the fine grid
values near the dynamic interfaces.

However, as mentioned by Spall and Holland
(1991), setting the feedback interface closer to the
dynamic interface maximizes the information trans-
ferred to the coarse grid. In addition, since there is
no feedback in this area, the consistency between
coarse and fine solutions will be less than with
feedback, and this inconsistency has to be lowered
by the use of noise control techniques that will
indeed recombine and smooth the HR and CR

Fig. 14 Separation of
dynamic and feedback
interface on a C-grid for a
mesh refinement factor of 3.
Without a separation of these
interfaces, the tracers and
tangential velocities would
also be updated in the light
grey area
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solutions in the area between dynamic and feed-
back interfaces.

Partial conclusion From the authors’ experience, up-
date operators have a greater impact on the quality
of the solution than interpolation operators (assuming
that these last ones are properly built, e.g., conservative
when they have to be). The usual update operators (av-
erage, Shapiro filter. . . ) do not have sufficiently good
numerical properties to lead to stable simulations. In
particular, the use of update operators that produce a
stronger damping of small scales is required.

The technique of separation of dynamic and feed-
back interfaces can be used associated with noise con-
trol techniques to make robust two-way embedding
simulations. However, errors introduced by these meth-
ods may be found to be very large when quantitatively
evaluated.

5 Noise control

Two principles can motivate the use of noise control
techniques:

– Maintain a strong consistency between HR and CR
solutions in the area where solutions interact (i.e.,
near the common interface).

– Prevent waves reflection: waves unresolved on the
coarse grid reflect inside the fine grid domain and
have to be filtered in some way.

It is generally accepted that one criterion for choos-
ing the noise control technique is that the associated
modifications should cancel if the refinement ratio is
equal to 1, so that if the simulation is made with a mesh
refinement factor of 1, the result is identical to the result
computed with a uniform grid. Of course, the use of
noise control techniques modifies the original differen-
tial operator near the interface and, thus, lowers the
order of approximation.

Two-way embedding models can make use of noise
control techniques that are traditionally used in open-
boundary and/or one-way embedded simulations. We
briefly recall here some of them:

– Use of a time-stepping algorithm or other internal
numerical scheme that damps small wavelengths.
This is the crudest form of noise control technique:
the original model solution is sufficiently damped
so that small scales are strongly removed.

– Relaxation methods

– Blending (flow relaxation scheme)

q�
f = (1 − μx,∂ω)q f + μx,∂ω Pqc

μx,∂ω is a coefficient varying from 1 on the
interface ∂ω to 0 away to the interface (Davies
1976). This is used in Oey and Chen (1992)
in the separation area between feedback and
dynamic interfaces.

– Nudging

∂q f

∂t
= . . . − (q f − Pqc)

Td

The discrete form of nudging is equivalent
to the flow relaxation scheme (Martinsen and
Engedahl 1987).

– Increase of dissipation coefficient—sponge layer.
When using a sponge layer, it is advantageous to
apply it to the difference between external (CR)
and internal (HR) fields.

∂q f

∂t
= . . . + (−1)n+1(Δ)n [

μx,∂ω(q f − Pqc)
]

(11)

Here, the objective is clearly to damp small scales as
defined by the restriction operator. Since the coarse
grid variable qc has been updated (qc = Rq f ), the
diffusion term mostly acts on the scales lying in the
kernel of the restriction operator (Rq f = 0). Note
that the preceding relaxation methods can be put
under this category just by choosing n = 0 in Eq. 11
so that they produce a less selective damping than
for n ≥ 1.
The advantage of this formulation is also that the
diffusion term naturally cancels if there is no re-
finement. Using differences between coarse- and
fine-grid variables can also be at the basis of the
derivation of open boundary schemes suitable for
embedding methods (e.g., Perkins et al. 1997; Oddo
and Pinardi 2008). Additionally, in a flux correction
approach of conservation, it is easy to maintain
conservation just by adding the diffusive flux of
Eq. 11.

Moreover, due to the inability to build ideal restriction
operators, it may also be useful to smooth the coarse-
grid solution inside the fine-grid domain. The filtering
is only applied to the coarse-grid points inside the
fine-grid domain in order not to violate conservation
principles. As an example, the smoothing–desmoothing
algorithm of Bender et al. (1993) can be applied on the
first coarse grid points near the interfaces.
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Partial conclusion Two-way grid embedding algo-
rithms should be first evaluated without using noise
control techniques in order not to hide fundamental
problems of the algorithm. Because the primary re-
quirement is that the associated modifications of the
original model should cancel if the refinement factor
is equal to 1, most of the methods are formulated in
terms of differences between coarse and fine fields as in
Eq. 11. Choosing n = 1 in Eq. 11 (laplacian diffusion) is
a good compromise between a low computational cost
and a selective damping of the difference. For n ≥ 1, the
correction can be easily written in terms of flux diver-
gences, thus allowing the conservation properties to be
maintained (e.g., using the flux correction approach).

6 Conclusion

This paper reviews existing two-way embedding tech-
niques. The emphasis has been put on what the sources
of potential approximations and errors are. In particu-
lar, we have shown how the use of implicit solver and/or
time splitting algorithms and the use of refinement
in time can introduce several problems in comparison
with an idealized model. Conservation issues can be
tackled in a simple way, using the flux correction ap-
proach (at least for quantities based on cell centered
variables: mass, tracers. . . ). There is also a large choice
of intergrid transfer operators; the choice between one
of them is a trade-off between conservation, accuracy,
robustness, and coding complexities. Some guidelines
have been given as partial conclusions of each section.

Several issues related to grid embedding have
not been covered. Computational implementation of
embedding can be done by hand or by using dedi-
cated software (e.g., AGRIF Debreu et al. 2008b; RSL
Michalakes 1998). In the context of operational ocean-
ography and production of HR forecasts at particular
areas of interest, HR grid initialization schemes that
are in agreement with the two-way interactions have
to be derived. As most of the operational systems are
now using data assimilation methods, one possible way
to look at the problem is to introduce the HR grid
initialization in the assimilation process, and this is an
active research subject.
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Abstract The tsunami event generated by the great
Sumatra–Andaman earthquake on 26 December 2004
was simulated with the recently developed model
TsunAWI. The model is based on the finite element
method, which allows for a very flexible discretization
of the model domain. This is demonstrated by a trian-
gulation of the whole Indian Ocean with a resolution
of about 14 km in the deep ocean but a considerably
higher resolution of about 500 m in the coastal area. A
special focus is put on the Banda Aceh region in the
Northern tip of Sumatra. This area was heavily hit by
the tsunami and the highest resolution in this area is
about 40 m in order to include inundation processes
in the model simulation. We compare model results
to tide gauge data from all around the Indian Ocean,
to satellite altimetry, and field measurements of flow
depth in selected locations of the Aceh region. Further-
more, we compare the model results of TsunAWI to
the results of a nested grid model (TUNAMI-N3) with
the same initial conditions and identical bathymetry
and topography in the Aceh region. It turns out that
TsunAWI gives accurate estimates of arrival times in
distant locations and in the same mesh gives good
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inundation results when compared to field measure-
ments and nested grid results.

Keywords Tsunami · Numerical modeling ·
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Nested grids · Shallow water equations ·
Model comparison

1 Introduction

The devastating tsunami generated by the great
Sumatra–Andaman earthquake on December 26 in
2004 has triggered many activities aimed at the estab-
lishment of a tsunami early warning system for the
Indian Ocean. As part of the German aid contribution
in the framework of the German–Indonesian Tsunami
Early Warning System (GITEWS) (www.gitews.de), a
tsunami wave propagation model (TsunAWI) is being
developed at AWI (Behrens 2008). Numerical mod-
eling relies on a discretization of the physical space.
The two major strategies in this respect are the regu-
lar and the unstructured discretization of the domain
under consideration. The largest part of models used
for tsunami simulations at the moment are based on
regular meshes. Many of these have been successfully
applied to the December 2004 tsunami event (see Geist
et al. 2007; Kowalik et al. 2007; Grilli et al. 2007; Titov
and Gonzalez 1997). Even the global extent has been
investigated in Kowalik et al. (2005) and Titov et al.
(2005). On the other hand, ocean models based on
unstructured grids are being developed by many insti-
tutions and wave propagation problems were among
the first applications in the ocean successfully tackled
with this technology (see, for example, Piatanesi et al.

http://www.gitews.de
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1999; Tinti and Gavagni 1995; Walters 2006; Walters
and Goff 2003).

TsunAWI is based on an unstructured grid approach
employing finite elements to solve the governing equa-
tions. Development of this model has started as a spin-
off from the 3D ocean model FEOM, which is being
developed at AWI (see Danilov et al. 2004). Motivation
for the choice of unstructured grids is the ability to
simulate wave processes on different scales. In the deep
ocean, coarse resolution (several kilometers) is suffi-
cient to represent the wave adequately. However, while
reaching the shoreline, the tsunami steepens, the wave
may break, contributions of nonlinear terms become
more important, and much higher resolution is needed
to include even rough estimates of the inundation
processes. In finite difference approaches, this problem
is tackled by a series of nested grids ranging from about
1 km in the coarsest grid to less than 100 m in the finest
(see Fig. 2). In an unstructured grid, all constraints on
the local resolution mentioned above may be satisfied
in one grid where, additionally, transitions of nodal
density are smooth.

In the framework of an early warning system model,
results are crucial as important quantities such as ar-
rival time and estimated wave heights are derived
from precalculated scenarios of future tsunamis [e.g.,
a description of the Japanese early warning system is
given in Furumoto et al. (1999)]. TUNAMI is recom-
mended within the Tsunami Inundation Modeling Ex-
periment project and has been used in many countries
for tsunami simulations already. A direct comparison of
this model to TsunAWI is therefore especially helpful
for gaining insights into possible advantages and dis-
advantages of the finite element approach in unstruc-
tured grids.

The subject of the present study is the tsunami gen-
erated by the Sumatra–Andaman earthquake on 26
December 2004. The initial conditions are taken from
the reconstruction of the rupture as described in
Tanioka et al. (2006). We compare model results to the
following data:

– Arrival times and wave heights in tide gauge
records from rim countries of the Indian Ocean

– Satellite altimetry data obtained from Jason-1,
Envisat and Topex-Poseidon

– Field measurements in selected positions in Banda
Aceh region

Additionally, we compare results of both models,
TsunAWI and TUNAMI-N3, with respect to arrival
times and wave height in virtual gauges, as well as the

inundation obtained in Aceh region. It turns out that
arrival times and estimated amplitude of the first wave
crest coincide well, given the uncertainties in approxi-
mation and data. The same is true for the inundation
area, which coincides well in both models. Field data
in selected positions were used to adjust the friction
parameters of the models.

Section 2 describes the model setup for the numeri-
cal experiments. Section 3 contains some details on the
models TUNAMI and TsunAWI. Section 4 describes
the results of both models before conclusions are drawn
in Section 5.

2 Tsunami source model

There are many studies on the rupture process of the
2004 Sumatra–Andaman earthquake using seismic data
estimating the moment magnitude (Mw) about 9.0 to
9.3 (Ammon et al. 2005; Park et al. 2005). For water
wave modeling purposes, a precise description of the
fault mechanism is needed. In Tanioka et al. (2006),
the rupture process of the 2004 Sumatra–Andaman
earthquake has been estimated by tsunami wave forms
at tide gauges, as well as coastal coseismic vertical de-
formations. It turns out that a rupture speed of 1.7 km/s
gives the best match between tide gauge data in five
stations and the synthetic tsunami propagation. These
results are used to derive initial conditions for both
models. The source area of the 2004 Sumatra–
Andaman earthquake is divided into 12 subfaults. The
event is described by consecutive activation of the cor-
responding 12 fault plates located as shown in Fig. 1.
Assuming the rupture speed mentioned above, the
whole earthquake takes 12 min. Each fault plate moves
as described by a set of Okada parameters (see Okada
1985, for a theoretical background) specifying the lo-
cation, bearing, and slip of each plate. Table 1 gives
the timing and amount of slip for the plates depicted
in Fig. 1. The large slip values of plates A and C
correspond to the largest bottom deformations in these
regions. It is assumed that the bottom and ocean surface
move at the same rate. Whenever a subfault is to be
moved during model integration (as given in Table 1),
the model is reinitialized, i.e., the bottom and sea sur-
face height are adjusted instantly at the same rate in
order to conserve volume.

There are other approaches to the parameters of
the rupture mechanism. Banerjee et al. (2007) presents
coseismic slip distributions inverted from GPS data,
whereas Hirata et al. (2006) optimizes the earthquake
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Fig. 1 Subfaults as proposed in Tanioka et al. (2006). The rup-
ture area has been decomposed into 12 subregions. With the
indicated rupture speed, the whole rupture process takes 12 min

parameters with respect to satellite altimetry. We did
additional experiments with initializations derived from
these sources. Initial conditions taken from Banerjee
et al. (2007) improved matching with Indian tide gauge
data, whereas matching to satellite altimetry was im-
proved using the initialization from Hirata et al. (2006).
However, none of the approaches resulted in consistent
agreement of the modeling results to all of the available
measurement data.

3 Model description

Both TsunAWI and TUNAMI are based on the non-
linear shallow water theory. The parameterization of
bottom friction is based on Manning’s approach. The
friction coefficient n ranges from 0.01 for smooth con-
crete to 0.06 for poor natural channels (see Arcement
and Schneider 1984). This parameter varies between
0.015 and 0.04 in both models; however, it is assumed
constant for all the coast. Tidal forcing is not included
in the simulations.

3.1 TsunAWI

TsunAWI has been developed within the framework
of GITEWS. It is based on an unstructured mesh
approach applying finite elements for discretization.
Model results depend heavily on the quality of the
underlying grid. Therefore, numerics and mesh genera-
tion are described separately.

3.1.1 Governing equations and numerics

The velocity formulation of the shallow water equa-
tions is used, i.e., the governing equations are

∂tv+(v · ∇)v+f × v+g∇ζ + gn2v|v|
H4/3

−∇ · (Ah∇v)=0

(1)

∂tζ + ∇ · (vH) = 0, (2)

where v = (u(t, r), v(t, r)) denotes the horizontal depth
averaged velocity and H = h(r) + ζ(t, r) denotes the
total water depth, with ζ the time-dependent sea sur-
face elevation relative to the mean water depth h.

Table 1 Fault plates A–L
specifying the initial
conditions

The slip values correspond to
the largest values proposed in
Tanioka et al. (2006) for the
case of a rupture speed of
1.7 km/s

Fault Length Width Depth Strike angle Dip angle Time Slip
plate [km] [km] [km] [deg] [deg] [min] [m]

A 100 100 10 340 10 0 26.1
B 160 100 10 340 10 1 0.0
C 150 90 10 340 10 1 29.6
D 150 100 10 340 10 3 7.3
E 150 100 27 340 10 3 10.9
F 150 100 5 340 10 5 7.8
G 150 100 22 340 10 5 0.0
H 150 100 5 340 10 7 12.1
I 150 100 22 340 10 7 16.5
J 100 110 10 340 10 8 16.6
K 150 110 10 340 3 10 7.7
L 100 110 5 10 17 12 1.4
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The discretization of Eqs. 1 and 2 follows the ideas
published in Hanert et al. (2005). Approximate solu-
tions are determined in the spaces of piecewise linear
basis functions for ζ and nonconforming linear basis
functions for v. This combination (P1 − P1

NC) is known
to be well suited for wave propagation problems (see

Hanert et al. 2005; Le Roux and Lin 1998). Parame-
terizations of bottom friction are based on empirical
studies of open channel flow. Most frequently formulas
by Manning and Chézy are used. We implemented both
variants; in the present study, a Manning formulation
was employed. The coefficient n is assumed constant

Fig. 2 The upper panel shows
the nested grids A, B, and C
in TUNAMI (grid A:
1,280 × 1,354 nodes,
dx = 900 m; grid B: 297 × 357
nodes, dx = 300 m; grid C:
289 × 274 nodes, dx = 100 m).
The lower figure displays a
close up of the TsunAWI
mesh to Aceh region
(approximately domain C in
upper panel). Green nodes are
land nodes (initially dry)
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in all of the domain and takes values between 0.015
and 0.04. Comparisons of inundation results with field
measurements are used to tune this factor. The hori-
zontal diffusion is needed for numerical stability. It is
of Smagorinsky type as described in Stacey and Nowak
(1995). The factor Ah is constant on elements and the
value in each triangle depends on the size and the
velocity gradient. The diffusion coefficient in triangle
τ is given by

Ah(τ ) = cA(τ )

√
(∂xu)2 + 1

2
(∂xv + ∂yu)2 + (∂yv)2

where A(τ ) denotes the area of τ , all gradients are
determined in τ , and c is a constant. A benchmark
experiment (Okushiri test case) was used to compare
the damping in the model to measurements and the
actual value of c was chosen in order to guarantee a sta-
ble model yet minimizing the damping. Time stepping
is performed with a Leap-Frog scheme. A Roberts–

Table 2 Model characteristics

Parameter TsunAWI TUNAMI-N3

Number of nodes 5.066 Mio 1.918 Mio
Time stepping Leap frog Leap frog
Manning coefficient 0.035 0.025
Time step 0.5 s 1 s in all grids
Resolution [m] 40–14500 900 (A), 300 (B), 100 (C)

Asselin filter is used to eliminate the numerical mode.
The time step in all experiments is 0.5 s.

The run up scheme implemented in TsunAWI fol-
lows the ideas of Lynett et al. (2002). Once the wave
crest reaches the shore, the gradient of the sea surface
height is extrapolated from wet nodes to dry nodes on
land. This information is used to calculate the velocity
and sea surface height in the next time step. In this
approach the new shoreline after the wetting process
is not limited to computational nodes; instead, it might

Fig. 3 Time series obtained with both TsunAWI and TUNAMI-N3 in selected locations. All virtual gauges are shown in the upper left
panel. Green areas are land nodes contained in the model
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Table 3 The upper part
compares arrival times
obtained with TUNAMI and
TsunAWI at the nine field
stations depicted in Fig. 8 and
the lower part compares the
arrival times at six tide gauges
(taken from Rabinovich and
Thomson 2007) to the values
obtained with TsunAWI

Numbers in brackets are time
differences between
TsunAWI and TUNAMI in
the upper part and
differences between model
and data in the lower part

Station Gauge data TUNAMI-N3 TsunAWI (�T)
[sec] [sec] [sec]

Station 1 – 2,520 2,550(+30)
Station 2 – 2,300 2,260(−40)
Station 3 – 2,260 2,160(−100)
Station 4 – 2,160 2,100(−60)
Station 5 – 2,740 2,780(+40)
Station 6 – 2,560 2,660(+100)
Station 7 – 2,680 2,760(+80)
Station 8 – 1,880 2,020(+140)
Station 9 – 1,780 1,800(+20)
Colombo 10,200 – 9,900(−300)
Male 11,700 – 11,540(−160)
Diego Garcia 13,560 – 13,240(−320)
Salalah 25,740 – 25,900(+160)
Lamu 31,980 – 31,500(−480)
Kochi 16,920 – 16,700(−220)

be located at arbitrary positions in between nodes. The
same is true for the drying process. Different extrapola-
tion schemes were implemented following both a linear
interpolatory and a linear least squares strategy. The
scheme was tested in a simple, quasi-one-dimensional
run-up benchmark with linear slope as well as a com-
plicated three dimensional domain (Okushiri test-case)
and did perform well. More details of the model are
given in Behrens et al. (2007).

3.1.2 Mesh generation

The quality of the mesh is crucial for the quality
of the model results. The unstructured mesh in the
present study was produced with the freely available
mesh generator TRIANGLE by Jonathan Shewchuk,
see Shewchuk (1996). The resulting meshes were
smoothed to improve the overall mesh quality. The
coarsest resolution of the mesh is 14 km in the deep
ocean, whereas the coastal area is better resolved. The
cell size on land is 500 m in the broad scale and about
100 m in Aceh region. Mesh generation as well as
model topography and bathymetry are based on the
GEBCO (GEB 2008) data set in a resolution of one
arc minute. These data however were improved by
several sources. Topography data were obtained from
results of the Shuttle radar topography mission SRTM
(SRT 2007), which were processed by DLR. Ship cruise
data by the research vessels SONNE and SCOTT were
included as well. In the domain of TUNAMI grid C, the
same topography and bathymetry provided by BPPT
Jogyakarta was used by both models.

Mesh generation is performed in three steps. After
the boundary of the model domain has been specified
as a polygon line, TRIANGLE is used to produce a

basic triangulation containing all boundary nodes and
allowing edge lengths not larger than the coarsest ac-
ceptable resolution. In the second step, this triangula-
tion is refined according to user-defined rules. These
rules are linked to TRIANGLE by a C-routine. Since
the phase velocity of the tsunami is given by

√
gh in

linear approximation, the desired resolution is directly
linked to the bathymetry. On the other hand, steep
bathymetry leads to a steepening of the wave, and such
areas must be well resolved. Therefore, the refinement
algorithm employed in this study is as follows: Each
triangle is refined until all the edges of the resulting
triangle fulfill the criteria

�x ≤ min

{
ct

√
gh, c∇

h
∇h

}
,

where �x denotes edge length and ct[s] and c∇ (dimen-
sionless) are constants. The CFL criterion connects ct to
the largest possible time step. Larger values of ct result
in a coarser overall mesh and a larger time step might
be used.

After TRIANGLE has completed the mesh refine-
ment relaxation methods as described in Frey and Field
(1991) are applied in the third and final step. The
whole model domain with corresponding nodal density
is shown in Fig. 5. A small part of the smoothed mesh is
displayed in Fig. 2.

3.2 TUNAMI-N3

TUNAMI-N3 (Tohoku Universitys Numerical Analy-
sis Model for Investigation of Near-field tsunamis
Vers. 3) utilizes the consistent flux formulation for
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the discharge M = (M, N) = (uH, vH). The governing
equations are given by

∂t M + ∂x(M2/H) + ∂y(MN/H) + gH∂xζ

+ gn2 M|M|
H7/3

= 0,

∂t N + ∂x(MN/H) + ∂y(N2/H) + gH∂yζ

+ gn2 N|M|
H7/3

= 0,

∂tζ + ∇ · (M) = 0.

The Coriolis force is neglected in this approach. A
detailed description of the model is given in Imamura
et al. (2006). A sequence of three nested grids is used
in the comparison with highest resolution of 100 m in
the Aceh region. The spacial extent of all three grids is
shown in Fig. 2. A Leap-frog scheme is used for time
integration with a time step of one second in all three
grids. The time stepping is performed subsequently
from coarse to fine grids. The coarser grid provides
boundary conditions for the next finer grid and after
the time stepping has been performed in the finest grid
the coarser grids are updated by averaging the fine cells
making up a coarse cell.

Fig. 4 Comparisons to
satellite altimetry data (blue
lines) by Jason-1 (upper
panels) and Envisat (middle
panels). The red lines mark
model results after 2 h (upper
and lowest panels) and 3 h
20 min. The lowest figure
displays the comparison to
Topex-Poseidon data. The
green line marks the result
from an alternative initial
condition (Banerjee et al.
2007). The green areas along
the coast in the left figures are
land nodes contained in the
model domain



436 Ocean Dynamics (2008) 58:429–440

Fig. 5 Model domain of the unstructured grid and positions of
the tide gauges that are used for far field model verification. The
resolution of this grid ranges from 14 km in the deep ocean to
500 m at the coast and 100 m at the northern tip of Sumatra. The
shades of grey correspond to the density of nodes. The green areas
are land nodes contained in the model domain. The black squares
correspond to the nested grids of TUNAMI

Run-up is only considered in the finest grid and is
calculated cell wise. In each time step, the water level
along the border separating dry and wet cells is checked
with respect to a flooding criterion. If the flow depth
in the wet cell exceeds the topography value in the
neighboring dry cell the latter is submerged.

4 Discussion of the results

Subject of this study are in the first place model re-
sults, which are relevant in an early warning process.
We investigate arrival times, wave heights near the
coast, and inundation areas obtained in both models.
Additionally, we compare the inundation results to
field measurements in selected locations to find appro-
priate values for the Manning friction coefficient n in
Eq. 1. Some characteristics of the models are summa-
rized in Table 2.

4.1 Wave propagation

4.1.1 Early stages

The tsunami reaches the Northern tip of Sumatra in
about 30 min. Since not many gauge data documenting
arrival times in this area are available we compare
arrival times and wave heights obtained by both models
in virtual gauges close to the shore line in the area
of highest resolution. Figure 3 displays both the po-

sitions for comparison, as well as the results in three
exemplary locations South and North of Aceh region.
In all panels, the position of the first wave crest and
the magnitude coincide well. The upper part of Table 3
compares the arrival times determined by both models
in the locations displayed in Fig. 8. The differences
are acceptable given that different inundation schemes
are implemented in TUNAMI and TsunAWI and the
resolution in the coarse part of the unstructured grid is
considerably lower.

The two models do not agree well in later stages of
the time series. However, the behavior of the wave after
the coast has already been reached depends strongly
on reflections at the shoreline. In the coarse grids A
and B of the TUNAMI experiments, no inundation is
implemented, and therefore, less realistic results must
be expected once reflections from those grids reach the
finest grid C. In this context, TsunAWI should give
more consistent results as the broad scale resolution
is the same for all parts of the coast and inundation is
implemented all along the coast.

4.1.2 Comparison to satellite altimetry

The tsunami was observed by several satellites. Jason-
1 crossed the equator at 2:55 AM UTC around 2 h
after the earthquake (Hayashi 2008) and the onboard
altimeter recorded the tsunami in the Bay of Bengal.
By comparison to the previous average heights, the
signature of the wave was determined. These data are
available from NOAA (NOA 2008). It is shown in Fig. 4
together with the model state of TsunAWI after 2 h of
integration time. The double peak structure between
5◦S and the equator arising from the superposition
of the partial waves generated by subfaults A and C
(compare Fig. 1) are visible, although the magnitudes
are too low compared to the data.

Topex-Poseidon altimetry data contain several gaps
and are displayed in the lowest panel. Additionally to
the experiments with initial conditions from Tanioka
et al. (2006) (red line), the green line displays the
results from an alternative initial condition taken from
Banerjee et al. (2007). This experiment does not show
the double peak structure; however, the location of
the leading wave crest is improved when compared to
Topex-Poseidon data.

Envisat crossed the equator at around 4:14 AM UTC
and thus registered the wave from approximately 3 h
and 10 min until 3 h and 21 min after the earthquake.
The middle panels display the comparison to a model
snapshot after 3 h 20 min of integration. The reflected
wave from Sri Lanka (10◦N–15◦N) is reproduced by the
model although the leading crest to the south is too low.
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Fig. 6 Time series (time
in hours) of the sea surface
elevation (in meters) in
positions of the actual tide
gauges displayed in Fig. 5.
Starting point of the
earthquake was assumed on
0:59 AM UTC on 26
December 2004

Fig. 7 Inundation results in
comparison to field
measurements in the nine
locations shown in Fig. 8 for
different values of Manning
coefficient
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Fig. 8 Maximum flow depth obtained with TUNAMI-N3 (mid-
dle panel) and TsunAWI. The black line gives an approximation
to the inundated area obtained by DLR from satellite images.
The upper panel shows nine positions where field measurements
of the flow depth are available from the survey teams ITST-
1 and ITST-2. Green dots mark land nodes contained in the
unstructured grid

4.1.3 Far field tsunami

Since the objective of the finite element modeling ap-
proach is a single grid for different scales, we com-
pare the wave propagation to available tide gauge
data recorded by stations in the whole Indian Ocean.
A comprehensive overview of these stations and
an analysis of the tsunami records is published in
Rabinovich and Thomson (2007). For the present

study, we chose six stations in the Indian Ocean. These
are shown in Fig. 5. The corresponding records of 26
December 2004 are partly available from the Survey
of India & National Institute of Oceanography (see
http://www.nio.org/jsp/tsunami.jsp and Nagarajan et al.
(2006)) and partly from the University of Hawaii Sea
Level Center within the Global Sea Level Observ-
ing System (GLOSS-IOC, for more information see
http://ilikai.soest.hawaii.edu/uhslc/). The model results
of the long time integrations are exemplified as time
series in the tide gauge positions in Fig. 6. The arrival
times in far away gauges agree very well with the tide
gauge records. In these figures, the starting time of
the earthquake is assumed at 26 December 2004, 0:59
AM UTC. The lower part of Table 3 compares mea-
sured arrival times to the model values and the largest
error is 3.2%. In all of these gauges, the bathymetry
is merely given by the GEBCO data set. Thus, the
local bathymetry around the gauges is not very precise
and an accurate wave form cannot be expected from
these model runs. The arrival times are very similar to
the results obtained from the numerical experiments in
Kowalik et al. (2005) (page 54). The wave form of the
first crest obtained in Colombo station coincides very
well with the numerical results published in Tanioka
et al. (2006).

4.2 Inundation

The actual wave heights that occurred in Aceh region
were investigated by several survey teams in early 2005
(Borrero et al. 2006; Jaffe et al. 2006). The upper panel
of Fig. 8 indicates the locations of field measurements
in Aceh region. These values are results of the Inter-
national Tsunami Survey Teams (ITST-1 and ITST-2)
from January to April 2005 [results were presented in
Kongko (2007) and published in Kongko et al. (2006)].
These locations contain measurements in the central
part of Aceh (stations 5, 6, and 7) where waves from
the northern part met those from the south during the
tsunami event. All nine stations are not contained in
Jaffe et al. (2006) and Borrero et al. (2006).

The measurements together with the corresponding
model results are depicted in Fig. 7. Only the parameter
of Manning bottom friction is varied between 0.015 and
0.04. Due to different implementations of horizontal
diffusion and inundation algorithms in both models, the
individual parameter range varies as well. The varia-
tions of inundation are larger in TsunAWI. The best
agreement between model and data with respect to the
RMS error is achieved for Manning friction set to 0.035
(0.025) in TsunAWI (TUNAMI-N3).

http://www.nio.org/jsp/tsunami.jsp
http://ilikai.soest.hawaii.edu/uhslc/
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The total inundation area for the optimal friction
coefficients in both models is shown in the lower panels
of Fig. 8. In this figure, the boundary of the actual
inundation area after the event is shown as well. This
curve was derived from satellite images by the German
Aerospace Agency (DLR). A similar inundation area
was determined in McAdoo et al. (2007).

5 Conclusions

We simulated the tsunami event generated by the
Sumatra–Andaman earthquake with a finite element
model (TsunAWI) based on unstructured grids. The
flexibility of this approach with respect to a variable
resolution is used to resolve both the far field behavior
of the tsunami with moderate resolution, as well as
inundation processes in a very high resolution.

The model results were compared to available data,
i.e., tide gauge records in stations all over the Indian
Ocean, satellite altimetry, and field measurements in
the inundation area. It turns out that the model is
capable of simulating the far field wave, as well as the
inundation with high accuracy.

The inundation results are compared to the results
of a nested grid model (TUNAMI-N3) in a much
smaller domain but similar resolution in the finest grid.
Initial conditions were identically defined in a regular
grid. However, interpolations to model grids lead to
slightly different representations due to different grid
resolutions.

Both models agree well in the crucial quantities ar-
rival time of the first wave crest, magnitude of the first
crest, and inundation area. Considerable differences
occur in later stages of the wave propagation. These are
largely influenced by reflections and depend heavily on
the coastal representation in the lower resolved parts
of the model domain. In this respect, the finite ele-
ment approach is appropriate due to smooth transitions
in resolution and consistent treatment of inundation
boundary conditions along the whole coast, in contrast
to the nested grid approach with inundation merely
implemented in the finest grid.

With respect to CPU time, TsunAWI is still a fac-
tor of about 5–10 slower than TUNAMI. This does
not apply to wall clock time, since TsunAWI employs
OpenMP parallelism and is implemented on a multi-
processor shared memory platform. Additionally, the
model is yet to be optimized, and, especially in the
framework of an early warning system, a consistent
accuracy on the broad scale is a necessity. Since the
early warning system developed within GITEWS is

based on precomputed scenarios, the CPU time is not
the most relevant criterion.
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Abstract This paper presents a rigorous, yet practical,
method of multigrid data assimilation into regional
structured-grid tidal models. The new inverse tidal
nesting scheme, with nesting across multiple grids, is
designed to provide a fit of the tidal dynamics to data
in areas with highly complex bathymetry and coastline
geometry. In these areas, computational constraints
make it impractical to fully resolve local topographic
and coastal features around all of the observation sites
in a stand-alone computation. The proposed strategy
consists of increasing the model resolution in multiple
limited area domains around the observation locations
where a representativeness error is detected in order
to improve the representation of the measurements
with respect to the dynamics. Multiple high-resolution
nested domains are set up and data assimilation is
carried out using these embedded nested computa-
tions. Every nested domain is coupled to the outer
domain through the open boundary conditions (OBCs).
Data inversion is carried out in a control space of the
outer domain model. A level of generality is retained
throughout the presentation with respect to the choice
of the control space; however, a specific example of
using the outer domain OBCs as the control space is
provided, with other sensible choices discussed. In the
forward scheme, the computations in the nested do-
mains do not affect the solution in the outer domain.
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The subsequent inverse computations utilize the
observation-minus-model residuals of the forward com-
putations across these multiple nested domains in or-
der to obtain the optimal values of parameters in the
control space of the outer domain model. The inver-
sion is carried out by propagating the uncertainty from
the control space to model tidal fields at observation
locations in the outer and in the nested domains using
efficient low-rank error covariance representations.
Subsequently, an analysis increment in the control
space of the outer domain model is computed and the
multigrid system is steered optimally towards obser-
vations while preserving a perfect dynamical balance.
The method is illustrated using a real-world applica-
tion in the context of the Philippines Strait Dynamics
experiment.

Keywords Tidal modelling · Inverse methods ·
Nesting

1 Introduction

A significant number of tidal observations are col-
lected along coasts and in inland waterways with
complex coastline geometry and bottom topography.
Local small-scale coastal and topographic features are
often consequential for the tidal fields measured at
coastal locations. For example, coastal measurements
in (semi)enclosed bays and estuaries might not be rep-
resentative of the nearby open-ocean areas, but rather
reflect the local characteristics of the shoreline. On the
other hand, the computational constraints limit model
resolution and often lead to an insufficient represen-
tation of small-scale coastal and topographic features
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in areas where measurements are obtained, such as
estuaries, channels, and sills. This presents a difficulty
with respect to the assimilation of measurements into
regional tidal models. The measurements utilized for
assimilation must be representative of the tidal dy-
namics at a model resolution. An artificial steering of
the solution towards unresolved observations can be
counter-productive and lead to a degradation of model
accuracy. With the unstructured grid tidal models, the
mesh resolution can be selectively adjusted around all
of the observation locations to fully resolve important
coastal features. The structured grid tidal models are
less conducive to selective resolution adjustments and,
therefore, part of the observational network might be
unresolved. A popular way of avoiding the difficulty
within the structured grid modeling framework is either
an exclusion of the unresolved measurements from the
data set or an inflation of the representativeness error
covariance around coastal segments unresolved in a
model. Both approaches lead to a loss of information
from part of the observational network.

The present paper describes a new multigrid data
assimilation scheme for regional tidal modeling ap-
plications that provides a rigorous way of reducing
the representativeness error by employing a multigrid,
data-assimilative framework. The representativeness
error can be detected by analyzing the observation-
minus-forecast residuals and their sensitivity to model
resolution. Adaptive methods for data assimilation re-
viewed in Lermusiaux (2007) can potentially be useful
for distinguishing the error of representativeness due
to model and bottom topography resolutions vs that
due to model formulation. If data-model misfits are
found to be consistently larger than the average in
certain areas of model domain, the representativeness
component in these misfits can be analyzed through
refinements to model grid resolution. If misrepresen-
tation due to insufficient resolution is detected, it can
be dealt with in the data assimilative component of the
modeling system by using the method presented in this
paper. High-resolution nested domain(s), coupled to
the outer model domain via the open boundary con-
ditions (OBCs), can be setup around the problematic
areas and the assimilation can be carried out using these
nested computation(s). Thus, with the use of the nested
domains, coastal measurements can be assimilated into
a modeling system consistently with the resolution.
A real-world example of such an application in the
context of the Philippines Straits dynamics experiment
(PhilEx) is discussed in Section 5 as a demonstration.

An extensive variety of methods exist to con-
strain regional barotropic tidal estimates with the ob-
servational tidal elevation and velocity data (Egbert

and Bennett 1996; Robinson and Lermusiaux 2001;
Lermusiaux et al. 2006b). The techniques differ by
the choice of an optimization space and by the
specifics of implementation. An early important contri-
bution included a variational formulation developed by
Bennett and McIntosh (1982) which led to the ad-
joint techniques of generalized inverse tidal solution,
subsequently utilized in a variety of tidal applications
(e.g. McIntosh and Bennett 1984; Egbert 1997; Muccino
et al. 2008). The representer method (Bennett 1992,
2002) and its reduced-basis alternatives (Egbert and
Erofeeva 2002) have been developed following this
approach and successfully applied to assimilation of
Topex/Poseidon altimeter data (Egbert et al. 1994), es-
timation of the internal tides (Kurapov et al. 2003), and
in other coastal ocean modeling applications (Muccino
et al. 2008). The aforementioned methods have one
feature in common, namely, an optimization is carried
out in the (reduced) data space and requires an adjoint
tidal model. Alternative techniques that do not re-
quire an adjoint model have also been proposed. These
include the steady-state Kalman filter (KF) schemes
(Heemink and Kloosterhuis 1990; Sorensen and Mad-
sen 2004) that carry out an optimization in the model
state space and rely on reduced-rank error covariance
models, defined in the model state space, evolved us-
ing stochastic linearized shallow water equations. The
KF-based schemes were utilized in a series of realistic
two-dimensional inverse problems arising from the as-
similation of water level measurements into a regional
model of the North Sea (Sorensen and Madsen 2004)
and a storm surge prediction model of Danish coastal
waters (Canizares et al. 2001). Lynch and Hannah
(1998), Xu et al. (2001), and Logutov and Lermusiaux
(2008) have developed an inverse scheme that carries
out an optimization in the OBC space, also without the
need of an adjoint model. The method was specifically
developed for regional tidal modeling applications and
successfully applied near the Georges Bank, near the
Newfoundland and South Labtador shelves, and off
the coast of Vancouver Island and in the Hood Canal
and Dabob Bay region of WA (Xu et al. 2008), as
well as in other regions (Haley et al. 2008). Nudging
and optimal interpolation schemes have been proposed
and applied in some tidal modeling systems, e.g., Navy
PCTides system (Hubbert et al. 2001). Adjoint schemes
that utilize bottom topography or model parameters as
the control space have also been proposed (e.g., Das
and Lardner 1992) but not yet fully demonstrated in
real-world applications.

A variety of structured and unstructured grid tidal
models are currently in use across various organi-
zations (Davies et al. 1997). The finite-difference
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(e.g., LeProvost and Vincent 1986; Davies 1993), the
finite-element (e.g. Jones and Davies 1996; Walters
2005; Greenberg et al. 2005), and the structured
nonorthogonal curvilinear coordinate (e.g. George
2007) schemes have been proposed and developed into
stand-alone computational systems for regional tidal
modeling. Jones and Davies (2005) provide intercom-
parison between the finite-difference and the finite-
element schemes using an example of tidal modeling
in the Irish sea. An advantage of the unstructured
grid approach is efficiency in representing complex
boundary geometries and the potential of employing
higher-order approximation schemes, for example, the
high-order discontinuous Galerkin method discussed
in Bernard et al. (2008). As a result, the unstructured
grid tidal models can be made representative of tidal
measurements even in areas with complex boundary
geometries. However, the generation of unstructured
grids, especially for time domain models, is a difficult
and time-consuming task that requires considerable hu-
man intervention and experience (Blain et al. 2002). In
addition, the unstructured grid models are more prone
to contamination of the solution with spurious gravity-
wave modes, while the finite-difference schemes can
be easily made to contain no spurious modes (Walters
2005). For these and other reasons, structured-grid
tidal models remain an important component of tidal
prediction in both operational and research settings.
As an example, the US Navy tidal prediction sys-
tem currently consists of a time domain finite-element
barotropic tidal model ADCIRC (Luettich et al. 1992)
and a finite-difference spectral model PCTides (Hub-
bert et al. 2001). The finite-element system is limited to
a number of preexisting computational meshes and is
not as easily relocatable as the PCTides system, which
provides a rapidly relocatable capability and can be
quickly exercised in any region of the world (Blain et al.
2002).

The purpose of this article is to present a rigorous,
yet practical, method of data assimilation into regional
structured grid tidal models that allows for the use
of nested domain(s) resolving the tidal dynamics near
the observations that are otherwise unresolved and
contain a representativeness error. The computational
constraints often make it impractical to fully resolve
local topographic and coastal features around all of the
observation sites in stand-alone structured grid models.
A general discussion of the sensitivity of regional tidal
solutions to mesh resolution is provided by Jones and
Davies (2007a, b), Walters (2005), Jones and Davies
(1996), and LeProvost et al. (1994). The proposed
strategy consists of increasing the model resolution in
limited-area nested domains in order to improve the

representation of the measurements with respect to
the dynamics. In our method, the nested domains are
coupled to the outer domain via the OBCs. In the for-
ward system, the computations in the nested domains
do not affect the solution in the outer domain, while in
the inverse system, observation-minus-forward model
residuals computed in the nested domains affect the
solution in the outer domain. Data inversion is carried
out in a control space of the outer domain model. An
adjoint model is not needed in the method because
of the low-rank formulation adopted for the represen-
tation of the error covariance of the control parame-
ters. The presented approach is tailored towards the
applications where the use of strong model constraints
is desirable. The multigrid system is steered towards
observations via the control parameters of the outer
domain model (e.g., OBCs of the outer model) and the
inverse solution preserves a perfect dynamical balance.
An alternative strategy and a sequential scheme for
weakly constrained estimation across nested domains
using a KF approach is presented in Barth et al. (2007).
The authors have proposed an analysis scheme that
uses a single multivariate state vector comprised of
the variables from multiple nested models that leads
to a reduction of the inconsistencies along the nesting
boundaries.

The presence of the representativeness error can,
in general, be detected through the sensitivity ex-
periments with model resolution. If the observation-
minus-model residuals have a consistent bias in certain
areas of the domain and this bias is found sensitive to
model resolution, the representativeness error can be
suspect. In this case, high-resolution nested domain(s)
can be setup around such areas and the assimilation in
those areas can be carried out using the nested com-
putation(s). Thus, the representativeness error can be
reduced and coastal measurements can be assimilated
into a multigrid modeling system more consistent with
the resolution.

The organization of this paper is as follows. In
Section 2, the model equations, both in continuous
and discrete formulations, are described. The model
formulation presented is a specific example of the dy-
namical constraints of the inverse scheme. It is provided
here only as an illustration for clarity. Importantly,
the method can be extended to use with other struc-
tured grid tidal models. Section 3 presents the pro-
posed multigrid assimilation method, with a subsequent
discussion in Section 4. Finally, an illustration of the
methodology in the context of the Philippines Strait
dynamics experiment is presented in Section 5. The
goal in Section 5 is not a comprehensive description
of tidal dynamics in the Philippines basin but rather an
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illustration and an analysis of the described method, as
applied in realistic settings. The Appendix outlines the
index notation utilized in Section 2.

2 Model formulation

2.1 Dynamical equations

The governing equations that we utilize as the dy-
namical constraints of the inverse scheme consist of
the shallow water equations forced through the OBCs.
In coastal applications, the self-attraction and loading
terms, as well as the direct astronomical forcing, are
negligible as compared to the open boundary forcing
and can be omitted from the equations (Snyder et al.
1979). The development presented here consists of
the depth-averaged equations. The 2-D formulation
allows us to remove a layer of complexity related to
parametrization of the vertical divergence of Reynolds
stresses in the momentum equations required in the
3-D models. However, an extension to a 3-D for-
mulation is straightforward if needed. In differential
form, the governing equations are expressed in spher-
ical coordinates (λ, φ), where λ and φ are the longi-
tude and the latitude, respectively, using the linearized
barotropic shallow water equations

∂

∂t
η + 1

a cos φ

∂

∂λ

(
Hu

) + 1

a cos φ

∂

∂φ

(
Hv cos φ

) = 0

∂

∂t
u − fv + κu = −g

a cos φ

∂

∂λ
η (1)

∂

∂t
v + f u + κv = −g

a
∂

∂φ
η

subject to the zero normal flow condition

n · u
∣∣∣∣
∂�C

= 0 (2)

at closed boundaries, and the Dirichlet conditions

η

∣∣∣∣
∂�O

= ηobc (3)

at open boundaries. In Eqs. 1–3, η and u = (u, v) de-
note tidal elevations and zonal and meridional velocity
components, respectively. H is the undisturbed water
depth; g, f , and a are the acceleration due to gravity,
the Coriolis parameter, and the Earth radius; and κ

is the bottom friction parameter. In the subinertial
regime (e.g., diurnal tidal constituents in high latitudes),

the depth-integrated shallow water equations (Eq. 1)
support coastal-trapped topographic wave response to
open boundary forcing and, therefore, errors in the
Dirichlet conditions can sometimes cause generation of
spurious topographic waves near the adjacent coastal
boundaries. Radiation OBCs with external sea surface
height data (see an overview by Blayo and Debreu
2005) can then be applied at a subset of open ocean
boundaries affected by the errors to effectively re-
move spurious coastal trapped waves. In the super-
inertial regime, the dynamical equations do not support
coastal-trapped topographic wave response to errors in
the Dirichlet OBCs and condition 3 is always sufficient.
For example, in an application presented in Section 5 of
this paper, both the semidiurnal and diurnal tidal con-
stituents are super-inertial and, therefore, the Dirichlet
condition 3 was used exclusively at all open boundaries
for all tidal constituents. The bottom friction term in
the momentum equations could be specified following
any parameterization of modeler’s choice. In this work,
the bottom friction is specified following a quadratic pa-
rameterization and an iterative approximation method.
The bottom friction coefficient is

κ = CD|u(0)|
H

(4)

where u(0) is the velocity field obtained by running the
model with a fixed value of κ . The nondimensional
bottom drag coefficient CD is a tunable parameter,
with values CD = 0.002 − 0.003 typically suggested (e.g.
Grenier et al. 1995). Note that κ = κ(λ, φ) is a spatially
varying field.

The kinematic and dissipative nonlinearities in the
dynamical equations are capable of introducing new
frequencies in tidal spectrum through energy transfer
from the astronomical tidal constituents to higher and
lower frequency harmonics. In this manner, the over-
tides, compound tides, and low-frequency tides, with
frequencies given by the sums and the differences of
the astronomical constituent frequencies, can be cre-
ated. The nonlinear tidal effects can be simulated by
introducing the shallow-water tidal constituents, which
compensate for the nonlinearities and for wave–wave
interactions between the astronomical constituents
(LeProvost et al. 1981; Andersen et al. 2006). As op-
posed to the astronomical constituents defined by a
unique set of Doodson numbers, the shallow-water con-
stituents have frequencies determined by the multiples
of the astronomical constituent frequencies (overtides)
or by sums and differences of frequencies of interact-
ing astronomical constituents (compound tides). For
example, the nonlinearity in the continuity equation
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manifested through the interaction of the M2 and the S2

astronomical constituents gives rise to the MS4 shallow-
water constituent. The nonlinear effects generating the
shallow-water constituents can be treated within the
linearized modeling framework using a perturbation
method described in Snyder et al. (1979) and LeProvost
et al. (1981). In this manner, the nonlinear effects can
be included following a rigorous approach, and a lin-
earized numerical scheme can be formulated for each
astronomical or shallow-water constituent.

By searching for solution of Eqs. 1–3 in the form

{η, u, v}(λ, φ, t) = R

{
K∑

k=1

{
η̃k, ũk, ṽk

}
(λ, φ) exp iωkt

}
,

(5)

where ωk denotes frequencies of the astronomical and
shallow-water tidal constituents and η̃k, ũk, and ṽk are
complex spatially varying fields; we obtain a spectral
representation, with a boundary value problem

iωk η̃k + ∇ ·
[

Hũk

Hṽk

]
= 0 (6)

[
ũk

ṽk

]
= −g

(iωk + κ)2 + f 2

[
iωk + κ f

− f iωk + κ

]
∇η̃k,

(7)

defined for each individual tidal constituent k, subject
to the boundary conditions

η̃k

∣∣∣∣
∂�O

= ζk(x, y) (8)

at open boundaries and

n ·
[

ũk

ṽk

] ∣∣∣∣
∂�C

= 0 (9)

at closed boundaries. Equations 6–9 can be solved
numerically, for example, on an Arakawa-C staggered
grid. An outline of the numerical implementation per-
tinent to the inverse methodology of this paper is dis-
cussed next.

2.2 Discrete operators and representations

Equations 6–9 discretized on a structured grid lead to
a sparse system of equations for a gridded vector η of
tidal sea surface elevations

Aη←ηη = 0, (10)

where matrix Aη←η is a discrete version of the operator

A{·} =
(

iωk −∇ · gH
(iωk + κ)2 + f 2

×
[

iωk + κ f
− f iωk + κ

]
∇

)
. (11)

The numerical details of assembling the sparse sys-
tem matrix Aη←η on an Arakawa-C grid are pro-
vided by Logutov and Lermusiaux (2008). In their
scheme, Aη←η is nine-diagonal. In the notation fol-
lowed throughout this paper, the subscripts are utilized
to indicate mappings provided by the discrete operators
between various staggered grids or variables. For ex-
ample, the finite-difference operators implementing the
gradient differential operator, g∇{·}, utilized in Eq. 7,
can be denoted as Gu←η, Gv←η, which indicates that the
matrices Gu←η and Gv←η act on gridded vectors defined
at an η grid and provide mappings to u and v Arakawa-
C grids, respectively. Similarly, the finite-difference
operators implementing the divergence, (∇·), can be
consistently denoted as Dη←u and Dη←v to indicate
that the vectors defined at u- and v-staggered grids
constitute the domain of these operators, respectively,
while the vectors defined at an η grid constitute the
range of these operators. Following this notation, the
tidal velocity vectors u and v are obtained from the tidal
elevation vector η using Eq. 7

u = Uu←ηη

v = Uv←ηη, (12)

where the linear operators Uu←η and Uv←η are
sparse matrices, assembled following a finite-difference
scheme of modeler’s choice for the gradient and the
matrix multiplication acting on the gradient of tidal
elevations, η̃k, in Eq. 7.

Further, let vector ζ ∈ C
nζ denote a control space of

a tidal model, that is, the partition of the state-space
and/or tunable parameters that we would like to utilize
to steer the model fields towards observations as part
of data assimilation procedures. The exact composition
of the control space ζ might vary across different tidal
modeling systems and applications. For example, the
control space might include the OBCs. Alternatively, a
parameterized increment to model bathymetry or bot-
tom friction parameters can be utilized, among other
options. To provide a level of generality, we leave the
choice of the control space to the discretion of the
modeler and only require that a model can be linearized
with respect to the control parameters for the purposes
of data assimilation. This latter requirement amounts to
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an assumption that the control space is separable from
the state-space following

A(x←x)x = B(x←ζ )ζ , (13)

where x ∈ N
nx is the model state-space. In order to

provide a specific example of how Eq. 13 is obtained,
suppose that the OBCs are chosen as the control space.
The sea surface elevation vector η ∈ C

N in Eq. 10 con-
tains active, masked, and open boundary grid-nodes.
Let the indices of active and open boundary η-points be
denoted as ix ∈ N

nx and iζ ∈ N
nζ , respectively, following

the index notation in the Appendix. We can separate
the partitions of the system matrix Aη←η corresponding
to active and open boundary nodes as

A(x←x) ≡ (
Aη←η

)
ix,ix

, A(x←ηζ ) ≡ (
Aη←η

)
ix,iζ

. (14)

In the foregoing, the index notation in the Appendix
is followed. With these partitions, the computational
discretization of the dynamical equations (Eq. 10) at
active grid-points is given by

A(x←x)x = −A(x←ζ )ζ (15)

where vector ζ contains the values of the OBCs. The
right-hand side in Eq. 15 represents ocean open bound-
ary forcing and the overall system is a specific form
of Eq. 13, with the OBCs providing the control space.
Alternatively, the bottom friction parameters can be
added to the control space. With such a choice, Eq. 7
needs to be linearized with respect to κ(λ, φ) and
the first variation of the dynamical equations with re-
spect to κ needs to be included in the right-hand side
of Eq. 13. By seeking to control the model through
a chosen set of the control parameters, the inverse
solution is fitted to regional observations in accord
with the dynamics. After assimilation, the interior and
the boundary inverse tidal fields satisfy the barotropic
shallow water dynamical equations exactly.

System 13 provides the dynamical constraints for the
inverse method. At high resolution, Eq. 13 is solved
using iterative methods. We use the preconditioned
conjugate gradient method, with the left and the right
preconditioners obtained by computing an incomplete
LU decomposition of A(x←x). Such preconditioning
leads to an acceleration of convergence of the method
and allows for a state-space with a dimensionality of
up to O(106). The solution of Eq. 13 will hereby be
formally denoted as

x = M(x←ζ )ζ , (16)

where

M(x←ζ ) = A−1
(x←x)B(x←ζ ). (17)

In practice, the inverse A−1
(x←x) is never formed ex-

plicitly. Equation 17 merely represents an iterative so-
lution of a linear system A(x←x)X = Y for the unknowns
X ∈ C

nx×p and the right-hand side Y = B(x←ζ )Zζ , (Zζ ∈
C

nζ ×p).

3 Methodology

3.1 Setup and logistics

The methodology presented in this paper is designed
to employ nested domains around coastal segments
where tidal observations are collected but model res-
olution is insufficient to fully resolve the tidal dynam-
ics. The outer model domain will be referred to as
the control domain throughout this paper, consistent
with the definition of the control parameters in that
domain. The variables and the parameters defined in
the control domain are labeled throughout using the
subscript 0. The nested model domains are setup within
the control domain and, without loss of generality, are
assumed to be nonoverlapping. To maintain generality,
it is assumed that there are m nested domains. The
variables and the parameters defined in the nested
domains will be labeled throughout using the subscripts
i ∈ {1, 2, . . . , m}. Figure 1 presents a schematic of the

Fig. 1 Schematic of the control and nested domains. The data
assimilation scheme tunes the control parameters ζ 0, defined
in the control domain, based on the observational data y0,
y1, y2, . . . , ym. The data-model misfits for yi, i ∈ {1, 2, . . . , m}, are
obtained based on the nested model computations. A nested
domain i is coupled to the outer domain via the OBCs, ζ i
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control and the nested domains and the observations.
The control space ζ is defined in the outer domain and,
therefore, will be denoted as ζ 0. The nested domains
are coupled to the control domain through the OBCs,
ζ i, i ∈ {1, 2, . . . , m}. In the forward problem, the control
domain provides the OBCs for the nested domains but
the computations in the nested domains do not affect
the computation in the control domain. In the inverse
problem, the computations in the nested domains affect
the solution in the control domain through adjustments
made to ζ 0 based on the data-nested model misfits. The
goal of this section is to provide an optimal scheme
for tuning the control parameters, ζ 0, based on the
observation-minus-forecast residuals in the outer and
the nested domains.

3.2 Observational data

Tidal observations may come in the form of sea surface
height (SSH) and velocity measurements. Such mea-
surements are obtained from a variety of instruments
and platforms, such as moorings, coastal tide gauges,
bottom mounted tide gauges, and satellite altimetry,
among others. The spectral modeling framework de-
scribed in Section 2 assumes that the observations
are harmonically analyzed and converted to harmonic
amplitudes {η̃k, ũk, ṽk} for each individual tidal con-
stituent. Details of such a conversion are provided in
Logutov and Lermusiaux (2008). The spectral domain
data are related to the time domain variables via Eq. 5.
Let vectors ηobs ∈ C

nη

obs , uobs ∈ C
nu

obs , and vobs ∈ C
nv

obs

denote the observed values of the tidal elevations η̃k

and the zonal and meridional barotropic tidal velocities
ũk and ṽk at observation locations. The total observa-
tional vector y ∈ C

nobs obtained by concatenation

y =
⎡
⎣ηobs

uobs

vobs

⎤
⎦

nobs

(18)

is collected throughout the control domain including
the areas covered and not covered by the nested do-
mains, as illustrated in the schematic in Fig. 1. The
nested domains are setup at a high resolution sufficient
to ensure that the collected measurements are repre-
sentative of the tidal dynamics of the nested models.
By permutating the order of entries in y, we hereby
introduce the partitions of the observational data,
y = {y0, y1, . . . , ym}, based on their location with re-
spect to the nested domains. The observational data
inside the ith nested domain is denoted as yi, while

the observational data inside the control domain but
outside of any of the nested domains is denoted as y0

(Fig. 1)

y =

⎡
⎢⎢⎢⎣

y0

y1
...

ym

⎤
⎥⎥⎥⎦

nobs

, (19)

with the ordering of the SSH and the velocity measure-
ments in each yi given in Eq. 18. Errors associated with
measurements can typically be assumed independent
between observation locations leading to a diagonal
observational error covariance model. We will here
assume only that the observational error covariance has
a block-diagonal structure, with the measurement error
uncorrelated across the domains

R ≡ E
{
εyε

H
y

}
=

⎡
⎢⎢⎢⎣

R0

R1

. . .

Rm

⎤
⎥⎥⎥⎦

nobs×nobs

. (20)

Each block Ri can be specified based on any practical
considerations with respect to measurement error in
each domain or estimated using the methods of er-
ror covariance parameter estimation from data-model
misfits (e.g., Dee 1995). Finally, let Hyi←xi denote an
observational operator relating the model state-space,
xi, in the ith model domain to the observation vector
in that domain. In its simplest form, an observational
operator represents an interpolation from a model
grid onto the observation locations. For the velocity
measurements, an observational operator includes the
linear mappings Uu←η and Uv←η defined in Eq. 12, in
addition to interpolation. Following the notation, data-
model misfits corresponding to a tidal solution obtained
in each model domain are given by

di = yi − Hyi←xi xi, (21)

where xi denotes the model state-space in the ith model
domain, with the control domain counted as the 0th
model domain.

3.3 Forward model error covariance

The control parameters ζ 0 can be assigned some a
priori values. For example, the a priori values of the
OBCs can be specified from a global tidal model. Let
ζ̂ 0 denote the a priori values of the control parameters,
with the corresponding error covariance P0. Theoret-
ical statements about the sources of error in ζ̂ 0 com-
bined with practical considerations lead to a specific
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form of P0. In practice, P0 is not well known and merely
reflects the degree of accuracy that a modeler associates
with the a priori estimate ζ̂ 0. Given the lack of objective
information about P0, it can be sufficiently expressed
using a low-rank approximation

P0 = Z0ZH
0 , (22)

with Z0 ∈ C
nζ ×p containing p dominant orthogonal

control parameter error subspaces. The error subspaces
Z0 can be obtained, for example, via a singular value
decomposition (svd) of a valid parametric covariance
form G0,

G0 = U0�0UT
0 , Z0 ≡ U0�

1/2
0 , (23)

e.g. an svd of a Gaussian parametric form given in
Eq. 39. Alternatively, Z0 can be specified via the
Gramm–Schmidt orthogonalization of an ensemble of
the control parameters. The number, p, of orthogonal
error subspaces retained in P0 is at the discretion of
the modeler and can be adjusted as needed. It will be
shown below that the orthogonal matrix Z0 provides
a linear basis for an analysis increment of the control
parameters. Therefore, rank p should be chosen such
as to ensure that Z0 provides a sufficient linear basis
depending on a specific application. With the OBCs
utilized as the control space, the a priori values ζ̂ 0 can
be specified from a global tidal model and p ≤ 100 is
typically sufficient. Following Eq. 16, the model error
subspace induced by Z0 is given by

Zx0 = M(x0←ζ 0)
Z0. (24)

As before, the operator M(x0←ζ 0)
represents an itera-

tive solution of Eq. 13, with the right-hand side given by
B(x0←ζ 0)

Z0. Equation 24 can be solved efficiently even
for large (103 − 104) values of p by, firstly, carrying out
an incomplete LU factorization of A(x←x) with small
values of drop tolerance and, secondly, using the com-
puted LU factors as preconditioners of the conjugate
gradient solver. Zx0 ∈ C

nx×p is the matrix square root of
the forward model error covariance

Px0 = Zx0 ZH
x0

, (25)

induced by the control parameter error propagated
from the control space to the model state-space in the
control domain. The formalism can be further applied
to obtain the matrix square roots of forward model
error covariances in the nested domains, in addition to
the control domain. The nested domains are coupled to
the control domain through the OBCs, ζ i. With Hζ i←x0

denoting an interpolation from the state-space in the

control domain onto the open boundaries of the ith
nested domain

ζ i = Hζ i←x0 x0, (26)

the square root of the OBC error covariance in the ith
nested domain is given by

Zi = Hζ i←x0 Zx0 . (27)

The subspaces Zi, can, next, be propagated through
the corresponding nested tidal models, similarly to
Eq. 24,

Zxi = M(xi←ζ i)
Zi. (28)

Equation 28 represents an uncertainty propagation
from the OBC space of the nested domains to the state-
space of the nested domains. As in Eq. 16, operator
M(xi←ζ i)

is a formal representation of the numerical pro-
cedures solving the dynamical equations in the nested
domains, with the open boundary forcing provided by
Zi. Solution of the dynamical equations (Eq. 28) yields
the square roots of the forward model error covariances
in the nested domains. In conjunction with Eqs. 24 and
27, the procedure amounts to propagating an uncer-
tainty from the control space ζ 0 to the state-spaces of
the nested tidal models.

3.4 Estimation of control parameters

An optimization problem is posed using a quadratic
cost functional penalizing the (weighted) variance of
the observation-minus-forecast residuals in the control
and the nested domains

ζ̂ ∗ = arg min
ζ

J(ζ ), (29)

J(ζ ) = (ζ − ζ̂ 0)
HP−1

0 (ζ − ζ̂ 0)

+
m∑

i=0

(
yi − Hyi←xi xi

)HR−1
i

(
yi − Hyi←xi xi

)
.

In Bayesian interpretation, the first term in Eq. 29
represents the prior information about the control pa-
rameters. It can also be viewed as a regularization term
added to penalize a deviation of the control parameter
values from their a priori values. The definition (Eq. 29)
of a penalty functional is equivalent to the minimum er-
ror variance estimation in the control parameter space
(Logutov 2007). The minimization problem (Eq. 29) is
subject to the linear constraints

xi = M(xi←ζ i)
ζ i, ∀i ∈ {

0, 1, . . . , m
}
, (30)
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with M(xi←ζ i)
described in Eq. 17 and the OBCs ζ i

obtained via Eq. 26. Equations 29–30 fall into a general
class of quadratic minimization problems with linear
constraints.

To provide a practical method of solution of Eqs. 29–
30, we, first, establish the notation that unifies the
linear constraints (Eq. 30). By combining Eqs. 30 and
26, a nested state-space, xi, is related to the control
parameters via

xi = M(xi←ζ 0)
ζ 0 (31)

with the operator M(xi←ζ 0)
given by

M(xi←ζ 0)
≡ M(xi←ζ i)

Hζ i←x0 M(x0←ζ 0)
. (32)

Consistently with the notation, the operator M(xi←ζ 0)

is a formal representation of the following numerical
procedures: solution of the dynamical equations in the
outer domain, interpolation of the solution to open
boundaries of the ith nested domain, followed by a
solution of the dynamical equations in the ith nested
domain. Finally, let

M(y←ζ 0)
≡

⎡
⎢⎢⎣

Hy0←x0 M(x0←ζ 0)

Hy1←x1 M(x1←ζ 0)

. . .

Hym←xm M(xm←ζ 0)

⎤
⎥⎥⎦ (33)

denote the total dynamical operator providing the
multigrid model values of the tidal fields at observation
locations given the values of the control parameters.
The observational operators Hyi←xi are described in the
text leading to Eq. 21. The linear dynamical constraints
are now unified through M(y←ζ 0)

. With these dynamical
constraints substituted directly into Eq. 29, the penalty
functional is expressed

J(ζ 0) = (ζ 0 − ζ̂ 0)
HP−1

0 (ζ 0 − ζ̂ 0)

+(
y − M(y←ζ 0)

ζ 0

)HR−1
(
y − M(y←ζ 0)

ζ 0

)
, (34)

with the block-diagonal R given in Eq. 20. The
quadratic functional Eq. 34 is convex and has a unique
minimum. The solution can be derived in closed form
by expressing the first variation of Eq. 34 with respect
to the control parameters ζ and setting it to zero. The
minimum is reached at

ζ̂ ∗ = ζ̂ 0+P0MH
(y←ζ 0)

(
M(y←ζ 0)

P0MH
(y←ζ 0)

+R
)−1

×(
y−M(y←ζ 0)

ζ̂ 0

)
. (35)

With the a priori error covariance P0 provided by
Eq. 22, the analysis equation (Eq. 35) can be equiva-
lently expressed as

ζ̂ ∗ = ζ̂ 0 + Z0β. (36)

As was eluded to in Section 3.3, the orthogonal ma-
trix Z0 provides a linear basis for an analysis increment
of the control parameters. Complex coefficients β ∈
C

p are obtained from the observation-minus-forward
model residuals

β = Z̃H(
Z̃Z̃H + R

)−1(y − M(y←ζ 0)
ζ̂ 0

)
(37)

Z̃ = M(y←ζ 0)
Z0. (38)

Matrix Z̃ is the square root of the error covariance
propagated from the control parameter space to ob-
servation locations through a tidal dynamical model
in the multigrid settings. Analysis equations (Eqs. 36–
38) provide a practical method of data assimilation
using multigrid resolving computations. The steps of
the inverse solution are summarized below.

3.5 Summary of the inverse solution

First, a choice of the square root matrix Z0 is made,
for example, by following Eq. 23 or via the Gramm–
Schmidt orthogonalization of an ensemble of the con-
trol parameters. Numerical solution of the dynamical
equations (Eq. 13) is, next, carried out in the outer
domain, with forcing provided by B(x←ζ )Z0. The re-
sult, the square-root Zx0 , is interpolated onto the open
boundaries of the nested domains to provide the OBCs
for the nested computations. The dynamical equations
in the nested domains are subsequently solved and
the square-roots Zxi are generated. Finally, the obser-
vational operators Hyi←xi are applied to Zxi in each
domain and the square-root Z̃ in Eq. 38 is obtained.
The analysis increment in the control space is computed
via Eqs. 36–38, and the multigrid tidal modeling system
is run again, with the analysis values of the control
parameters, to yield the inverse tidal solution in the
control and in the nested domains.

4 Discussion

The key point of divergence of various data assimila-
tion schemes is the method by which an uncertainty
is estimated and propagated through a dynamical
model (Lermusiaux et al. 2006a). Adjoint methods
seek to optimize a model state-space trajectory with
respect to measurements and the a priori boundary
and initial conditions by solving the coupled forward
and adjoint dynamical equations arising from the prin-
ciples of calculus of variations (Bennett 1992). The
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representer method refers to a specific way of solving
the coupled forward/adjoint systems by their decou-
pling of each other, suitable for linearized dynamical
systems (Egbert et al. 1994). In these methods, various
sources of uncertainty are accounted for by specifying
the error covariances or convolution kernels affecting
the forcing terms of the forward dynamical system. In
contrast, the KF based assimilation algorithms evolve
an uncertainty in the model state-space by integrating
the linearized error covariance evolution equations,
potentially embedded in the stochastic environment
(Heemink and Kloosterhuis 1990). Stochastic primitive
equation ocean models propagate and model an uncer-
tainty by adding random perturbations, with specified
characteristics, to a deterministic primitive equation
ocean model to represent the effect of various error
sources (Lermusiaux 2006). In the method presented
in this paper, data assimilation is carried out, with the
mediation of nested computation(s), by propagating an
uncertainty from a control space in the outer domain
to model tidal fields at observation locations in the
outer and in the nested domains using low-rank error
covariance representations (Lermusiaux and Robinson
1999). An analysis increment in the control space is
computed by minimizing the (weighted) variance of the
observation-minus-forecast residuals constructed using
nested resolving computations.

The methodology relies on steering the model state-
space towards observations by adjusting the values of
the parameters in a chosen control space. Because an
assimilation scheme is implemented by means of a
chosen set of the control parameters, the inverse tidal
fields are in a perfect dynamical balance, uniform across
the multigrid system. The specific choice of the model
control space is left to the discretion of the modeler and
depends on a specific application. A level of generality
was intentionally retained throughout this presentation
with respect to the choice of the control space. The only
requirement imposed was that the model dynamics can
be linearized with respect to the control parameters
for the purposes of data assimilation. As an example,
the OBCs provide a sensible control space in regional
tidal modeling applications (Logutov and Lermusiaux
2008). In coastal waters, the tidal forcing occurs mainly
through the OBCs and constitutes a significant source
of uncertainty. The OBCs of regional tidal models are
typically prescribed from global tidal estimates, for
example, from TPXO (Egbert and Erofeeva 2002) or
FES95 (LeProvost et al. 1994) global models. The res-
olution of global models is insufficient to fully resolve
regional topographic and coastal features, and, there-
fore, tuning the OBCs consistently with the regional
tidal dynamics and the measurements is sensible. The

choice of the OBCs as the control space is adopted for
the illustration of the method in the next section. Al-
ternatively, the bottom friction parameters or bottom
topography parameters can be utilized as the control
space. Linearization of the dynamical equations with
respect to the OBCs is straightforward, presented in
Section 2. Linearization with respect to the bottom
friction parameters is also feasible, briefly described
in Section 2 but not followed upon. The next section
provides a real-world example of an application of the
described methodology in the context of the PhilEx.

5 PhilEx case study

The PhilEx project, an ongoing effort at the time
of this writing, was designed as a multi-institutional,
wide-range study of spatial and temporal variability of
the oceanographic processes in and around the straits
of the Philippine Archipelago, with an overall goal
of better understanding the archipelago dynamics and
improving the capability to model and predict re-
gional and coastal ocean processes in areas with diverse
topographic conditions. A wide variety of topographic
conditions, including enclosed and semienclosed seas
connected through a network of channels and sills,
make tidal modeling in the waters of the Philippines
an exceptionally challenging task. The logistics of the
modeling component of PhilEx required that the tidal
computations were carried out in a domain covering
the Philippines Archipelago, as well as portions of the
Pacific and Indian oceans shown in Fig. 2. Computa-
tional constraints and other considerations led us to
use a structured grid spectral barotropic tidal model
(Logutov and Lermusiaux 2008) at a 5-min resolution
for that domain. The 5-min resolution domain will be
referred to hereafter as the control or outer domain,
consistently with the previous notation. The bottom
topography was specified from 1-min resolution (Smith
and Sandwell 1997) (version 9.1) bathymetry data set,
the highest resolution bathymetry product available to
us. Appropriate smoothing was applied to the bathy-
metric data to avoid aliasing when specifying the model
grid at 5-min resolution. The a priori values of the
OBCs were obtained from the 1/4-degree resolution
TPXO7.0 global tidal model (Egbert and Erofeeva
2002).

Tidal observations available to us consisted of the
Topex-Poseidon (TP) satellite altimeter data, with
tracks shown in Fig. 2, and the velocity and the SSH
data from two moorings in the Panay (A1) and the
Dipolog (A2) straits. The A1 and A2 moorings were
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Fig. 2 Bathymetry [m] in
PhilEx 5-min resolution
model domain and the
observational data. The black
bounding box shows the
nested 1-min resolution
domain. The observational
network consisted of the
Topex/Poseidon altimetry
and two moorings, A1 and
A2. The observational data
are partitioned into y0
(yellow) and y1 (red) as
explained in text

Fig. 3 M2 Greenwich phase
[in deg] based on the forward
computations in the outer
domain
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deployed and operated by the team led by Janet Sprint-
all of the Scripps Institution of Oceanography as part
of PhilEx observational program. In addition to the

acoustic doppler current profilers (ADCPs), the moor-
ings were carrying pressure gauges, suitable for infer-
ring the SSH. The TP data, collected from the launch of

Fig. 4 Data-forward model
misfits for M2. Plotted: SSH
amplitude in the control and
nested domains. The misfits
are plotted as arrows
originating at TP tracks and
pointing up for positive
misfits and down for negative.
a Five-min resolution
computation. b One-min
resolution computation.
Arrow scale is given in
bottom left corner
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the satellite in 1992, were provided to us in the form of
tidal constituents (SSH amplitudes and phases) by Dr.
Richard Ray of the Planetary Geodynamics Laboratory
at the NASA Goddard Space Flight Center (Schrama
and Ray 1994; Ray 2001). The TP data were utilized
to constrain the model to the observed sea-level eleva-
tions; the mooring ADCP and pressure measurements
were utilized to validate tidal model outputs. Since the
mooring data were utilized for validation, they were not
used for assimilation.

Tidal modeling in the Philippine basin is difficult be-
cause of the substantial phase and amplitude transitions

in tidal constituents across the straits on the eastern
boundary of the Archipelago. The transitions occur in
the Surigao and the San Bernardino straits connecting
the Bohol Sea and the Visayan Sea with the Pacific
Ocean, and in the straits of the Sulu Archipelago con-
necting the Sulu and the Celebes seas. Figure 3 shows
the cotidal chart for M2, the dominant tidal constituent
in the basin, based on the forward model computations.
The M2 tide is out of phase across the Surigao and the
San Bernardino straits and has about 100 degrees phase
difference across the straits of the Sulu Archipelago.
Under these circumstances, the computations are
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Fig. 5 Observed and forward model velocity at A1. Observed meridional depth-averaged velocity, with mean removed (black). Model
velocity (red). a At 5-min resolution; b at 1-min resolution
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sensitive to model resolution because the resolution
affects the representation of bottom topography and,
therefore, tidal transports through the straits. At 5-min

resolution, the data-model residuals in the Sulu, Bohol,
Visayan, and Sibuyan seas were higher than the aver-
age across the model domain. A trial use of a higher-

Fig. 6 Same as Fig. 4 but for
the multigrid inverse solution
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resolution nested domain covering these basins con-
firmed that the computations were sensitive to model
resolution. Figure 4 shows the SSH amplitudes of the
M2 tide modeled at 5-min (panel a) and 1-min (panel b)
resolution. Plotted also are the misfits of the observed
and the model M2 amplitude. The misfits are plotted
as arrows originating at TP tracks and pointing up or
down depending on the sign of a misfit, positive, up,
and negative, down. Thus, an upward arrow indicates
that an observed value is higher than a model value,
and vice versa. The misfits are within the 5-cm range at
5-min model resolution, except in the Sulu sea and the
adjacent basins. The Sulu, Bohol, Visayan, and Sibuyan
seas had model values consistently higher than the
observed SSH by an average of 10 cm, with even larger
misfits at several locations. The computations at 1-min
resolution, however, showed a substantial reduction of
data-model misfits. The reduction indicated to us the
presence of the representativeness error in these areas.
A 1-min resolution domain was, therefore, setup in the
Sulu, Bohol, Visayan, and Sibuyan sea basins, shown by
the bounding box in Fig. 2, and a task of assimilating the
measurements into the 5-min resolution model via the
mediation of the nested 1-min resolution domain was
presented. The methodology described in this paper

allowed us to achieve that task. Figure 5 shows the
time series of the observed and the forward model
velocity at mooring A1 in the Panay strait. The mooring
was located about 3 km off the coast of Panay Island,
near a coastal segment with predominantly meridional
orientation. The meridional velocity plotted in Fig. 5
corresponds to the along-slope direction. Local bottom
topography is a major factor determining a velocity
field near coastal moorings. The observation-minus-
forecast residuals at A1 were found to be highly sen-
sitive to model resolution. Figure 5 shows the velocities
at A1 obtained from the 5-min resolution and the 1-min
resolution computations compared against the depth-
averaged ADCP velocity measurements. The forward
solution in the control domain exhibited significant
errors in both amplitude and phase. However, the
1-min resolution nested computations were in closer
agreement with the measurements.

To illustrate the utility of our method, the informa-
tion from the TP data was assimilated into the outer
model domain with and without the use of the nested
domain. The primary source of tidal forcing in the
PhilEx region is provided through the open boundaries.
Therefore, the OBCs were chosen as the control space
for the purposes of data assimilation. The a priori

Fig. 7 Same as Fig. 6a but for
the stand-alone inverse
computation, with all TP data
assimilated directly into the
5-min resolution model
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error covariance of the control parameters was speci-
fied using a Gaussian two-dimensional parametric form

G−(r, r0) = σ 2
0 exp

−|r − r0|2
2L2

,
∣∣(r, r0) ∈ ∂�O, (39)

where r and r0 are coordinates of two points on the
control domain open boundary. The length scale and
the variance parameters in Eq. 39 were chosen L=
100 km and σ 2

0 =(10 cm)2. The svd of Eq. 39, with p=50
dominant singular vectors retained, was carried out
and Eq. 23 was utilized to obtain Z0 in Eq. 37. The ob-

servations were assumed to have spatially uncorrelated
error, with variance σ 2

o =(10 cm)2. Figures 6 and 7 are
provided for comparison of the inverse solution for the
M2 constituent in the multigrid system and the stand-
alone system, respectively. The former shows the SSH
amplitude of the multigrid inverse solution, computed
using the methodology presented in this paper. The
latter presents the amplitude in the stand-alone inverse
computation, with all the TP data assimilated directly
into the 5-min resolution model. These computations
show that fitting the TP data in the Sulu, Bohol,
Visayan, and Sibuyan seas directly into the 5-min
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Fig. 8 Observed vs inverse model velocities at A1 and A2. Plotted are the depth-averaged velocities, with mean removed. a Meridional
velocity at A1; b zonal velocity at A2
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Fig. 9 Example of a tidal
velocity forecast obtained
using the inverse scheme.
Total tidal velocity valid at
8 UTC, June 15, 2007

resolution model was counter-productive and led to a
degradation in the overall model fit to the altimetry.
On the contrary, assimilation of the named data subset
via the use of the resolving 1-min computation led to a
consistent decrease of the overall error. The inverse so-
lution depicted in Fig. 6 provides a fit of the barotropic
tidal dynamics to data consistently with the dynamical
scales resolved in models and in observations. Figure 8
shows the comparison of the velocity field of the
multigrid inverse solution against the ADCP data. An
improvement in the velocity field estimates through
the use of the multigrid inverse can be analyzed by
comparing Figs. 8a and 5b. The match of the ADCP
measurements to the inverse model velocity has been
substantially improved as compared to the forward
model velocity in Fig. 5. On the contrary, the velocity
field of the stand-alone inverse solution was in worse
agreement (figure not shown) with the ADCP data
than the forward solution shown in Fig. 5b. Figure 9
gives an example of the final output of the inverse
scheme: the tidal velocity forecast at high resolution,
tuned to measurements. The use of the multigrid
data-assimilative computations has allowed us to
generate reliable barotropic tidal velocity forecasts and
demonstrate a good skill in modeling the barotropic
tidal circulation despite the challenges presented by
the complexity of coastlines and bottom topography.

6 Summary and conclusions

The main focus of this paper was a multigrid data-
assimilative framework for assimilation of measure-
ments into regional tidal models. A new technique for
inverting the observational data in a multigrid setting
has been described. The methodology allows to em-
ploy nested domains around coastal segments where
tidal observations are collected but model resolution
is insufficient to fully resolve the tidal dynamics. As
was argued in the paper and demonstrated using a
real-world application in the context of the PhilEx
dynamical experiment, assimilation of measurements
inconsistent with the resolved model dynamics can be
counter-productive. In regional tidal modeling appli-
cations, coastal measurements are often affected by
local small-scale coastal and topographic features. For
example, the SSH measured in a small bay or in an
estuary can have tidal variations substantially different,
both in amplitude and in phase, from the nearby open
ocean areas, depending on the local characteristics of
a coastline and bottom topography. In areas where
model resolution is insufficient to resolve the important
characteristics of the waterways, the observational data
are compounded with the representativeness error. The
inverse procedures presented in this paper are designed
to suppress the representativeness error by employing
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nested resolving computations. This capability is ex-
pected to find applications in the context of structured
grid regional tidal modeling applications.

The method seeks to assimilate the observational
data into a multigrid modeling system by using a set
of control parameters chosen at the discretion of the
modeler, such as the OBCs. Presently, the control pa-
rameters are defined in the outer domain. With this
strategy, a model is fitted to data consistently with the
dynamics defined uniformly across the entire multi-
grid computational system. The inverse fields are in
a perfect dynamical balance and a transition of the
inverse solution across the domain boundaries is seam-
less and satisfies the unified dynamical balance. An
assimilation is carried out with the mediation of nested
computation(s) resolving all important topographic and
coastal features. The data inversion is carried out by
propagating an uncertainty associated with the a priori
values of the control parameters to the multigrid model
state-space at observation locations. The inverse does
not require an adjoint model and is highly practical.
In the future, one could consider the idea of having a
scheme that corrects for the control parameters defined
in each or some of the nested domains, in addition to
the outer domain. Such an approach would be desirable
in applications where a solution in the nested domains
cannot be fully controlled through the OBCs only.
A disadvantage of such an approach is that it would
result in a discontinuity of the dynamical balance across
the domain boundaries. The inverse method discussed
in this paper can also become a useful basis for fu-
ture investigations of data assimilation into models of
physical processes occurring on multiple scales. One
of our future research directions would include an ex-
tension of the method to other models and processes
in environmental prediction, monitoring, and planning
(Lermusiaux et al. 2007). In addition, other sources of
uncertainty could be allowed, for example, to account
for the inaccuracies related to nonlinear and frictional
effects in the momentum equations and parameteriza-
tion of the barotropic-to-baroclinic conversions. Work
in this direction is currently in progress.
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Appendix

Index notation

A ∈ C
m×n complex m × n matrix,

iK ∈ N
K a set iK = {ik}K

k=1, ik ∈ {1, 2, ...},

(a)iK ∈ C
K complex vector of length K containing the

iKth entries of a, (a)iK = [
ai1, ai2, . . . , aiK

]T ,

(A)iK,jL ∈ C
K×L complex K × L matrix containing the

entries in the iKth rows and jLth columns of matrix A,

(A)iK,jL =

⎡
⎢⎢⎢⎣

ai1, j1 ai1, j2 . . . ai1, jL
ai2, j1 ai2, j2 . . . ai2, jL

...
. . . . . .

...

aiK, j1 aiK, j2 . . . aiK, jL

⎤
⎥⎥⎥⎦

K×L

.
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Abstract A method for generating computational
meshes for applications in ocean modeling is presented.
The method uses a standard engineering approach for
describing the geometry of the domain that requires
meshing. The underlying sphere is parametrized using
stereographic coordinates. Then, coastlines are de-
scribed with cubic splines drawn in the stereographic
parametric space. The mesh generation algorithm
builds the mesh in the parametric plane using available
techniques. The method enables to import coastlines
from different data sets and, consequently, to build
meshes of domains with highly variable length scales.
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1 Introduction

Finite elements have been used in engineering analysis
for several decades. Since the 1990s, geometric domains
that are used in finite element analysis and design
have been built using computer-aided design (CAD)
programs. Today’s CAD systems are highly reliable:
they deal with most of the complex geometric features
of industrial parts or assemblies.

Traditional ocean models are based on finite differ-
ence schemes on Cartesian grids (Griffies et al. 2000).
It is only recently that finite elements and unstructured
meshes have been used in ocean modeling (e.g., Piggott
et al. 2007; White et al. 2008; Danilov et al. 2005). One
of the advantages of unstructured grids is their ability
to conform to coastlines.

As unstructured grid ocean models began to appear,
mesh generation algorithms were either specifically de-
veloped or simply adapted from classical engineering
tools. Le Provost et al. (1994) use the mesh generation
tools of Henry and Walters (1993) on several subdo-
mains to obtain a mesh of the World Ocean, aiming at
global scale tidal modeling. Further, Lyard et al. (2006)
use a higher-resolution version of the same kind of
meshes with the state-of-the-art FES2004 tidal model.
Hagen et al. (2001) give two algorithms to generate
meshes of coastal domains and use them to model
tides in the Gulf of Mexico. Legrand et al. (2006)
show high-resolution meshes of the Great Barrier Reef
(Australia). On the global scale, Legrand et al. (2000)
and Gorman et al. (2007) developed specific algorithms
to obtain meshes of the World Ocean.
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Our domain of interest is the Earth’s surface, i.e.,
within a sufficiently good approximation, a sphere
S centered at the origin and of radius R of about
6,370 km. The World Ocean is bounded by continents’
and islands’ coastlines. The first aim of the paper is to
describe an automatic procedure that enables to build
a boundary representation (BRep) of the geometry of
the World Ocean within a prescribed accuracy. This
procedure takes advantage of various sets of data:
high-resolution shoreline databases (Wessel and Smith
1996), global relief data (National Geographic Data
Center 2006), local cartographic data, etc.

Even if accurate data are available, it cannot be
envisaged to build a BRep with the maximal avail-
able resolution everywhere. For example, the current
global shoreline database has a resolution of about
50 m, which would lead to a huge number of con-
trol points (9,451,331). Our procedure enables to con-
struct a model with an adaptive geometrical accuracy.
Some regions of interest of the globe are discretized
with the maximal available geometrical accuracy while
other regions are approximated in a coarser way.
Our technique also allows to mix various data sets as
input.

Numerical analysis procedures utilize meshes, i.e.,
discretized versions of the domains described by CAD
models. In this paper, we have decided not to develop
a new mesh generation algorithm specifically designed
for doing meshes that can be used in finite element
marine modeling. Here, we have rather decided to build
a CAD model that can serve as input for any surface
mesher. In the last decade, mesh generation procedures
have evolved with the objective of being able to interact
directly with CAD models (e.g., Beall and Shephard
1997; Haimes 2000). More specifically, some of the
authors of this paper have developed Gmsh: a 3D finite
element mesh generator with built-in pre- and post-
processing facilities. The specific nature of the model—
the Earth surface with several thousands of islands,
including hundreds of thousands of control points—
have led us to greatly improve the meshing procedures
implemented in Gmsh. Those specific features are also
explained in the paper.

The paper is divided in three sections. The first sec-
tion deals with the procedure for building CAD mod-
els of ocean geometries. The second section describes
mesh generation procedures. In the last section, we

provide illustrative examples with diverse simulation
results.

2 A geometric model for the World Ocean

Any 3D model can be defined using its BRep: a volume
(called region) is bounded by a set of surfaces, and a
surface is bounded by a series of curves; a curve is
bounded by two end points. Therefore, three kinds of
model entity are used: model vertices G0

i (dimension 0),
model edges G1

i (dimension 1), and model surfaces G2
i

(dimension 2).
Model entities are topological entities, i.e., they only

deal with adjacencies in the model. A geometry has to
be associated to each model entity. The geometries of
curves and surfaces are their shapes. A parametrization
of the shapes, typically a mapping, is usually available.

The geometry of a model edge is its underlying curve
defined by the parametrization:

t ∈ R �→ p(t) ∈ R3.

Similarly, the geometry of a model surface is its under-
lying surface defined by the parametrization:

(u, v) ∈ R2 �→ p(u, v) ∈ R3.

If a curve is included within a surface, it is usually drawn
on the parameter plane (u, v) of the surface:

t ∈ R �→ (u(t), v(t)) ∈ R2 �→ p (u(t), v(t)) ∈ R3.

As an illustration, let us consider the surface rep-
resented in Fig. 1. Most important features of model
entities are highlighted in this example:

– The surface is periodic. A seam curve has been
introduced in the list of boundary edges of the
surface to define its closure properly.

– The surface is trimmed: it contains four holes and
one of those holes is crossed by the seam.

– One of the model edges on the closure of the model
face is degenerated. Degenerated edges are used to
take into account singularities of the mapping. Such
degeneracy is present in many surface geometries:
spheres, cones, and other surfaces of revolution.

From an engineering point of view, dealing with
the geometry of the ocean is dealing with a trimmed
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Fig. 1 A model surface in real (left) and parametric (right)
coordinates. The seam of the surface is highlighted in the left plot

sphere—i.e., a surface that is periodic, that is bounded
by continents and islands and that has degeneracies at
both poles.

2.1 Parametrization of the sphere

Several parametrizations exist for the sphere. CAD
systems use spherical coordinates. In geosciences, most
of the available data are expressed in the geographic
coordinate system, which has the same properties as the
spherical coordinate system. Spherical coordinates suf-
fer from all the problems that we have just mentioned
before: there exist two singular points in the mapping,
leading to the definition of two degenerated edges in
the model; one of the coordinate directions is periodic,
leading to the introduction of one seam edge; shorelines

may cross the seam edge, leading to complexity in the
definition of the geometry. It is indeed impossible to
choose the seam edge so that it does not cross any
shoreline. In Fig. 2, a mesh of the World Ocean built
using the spherical coordinate system is shown. The
seam passes through the Bering Strait and crosses the
Pacific Ocean, ending somewhere in the coastline of
Antarctica.

Moreover, the spherical coordinates, as with most
of the parametrizations, are not conformal. A confor-
mal mapping will conserve the angle at which curves
cross each other. Consequently, in order to obtain
an isotropic mesh in real space, one has to build an
anisotropic mesh in the parametric plane. In the case of
spherical coordinates, the mapping is highly distorted
near the singularities, i.e., near the poles. Robust sur-
face meshers might be able to deal with that issue,
as illustrated in Fig. 2. Anyway, it is always better to
use a conformal mapping, such as the stereographic
projection of Fig. 3.

Let us consider a sphere S centered at the origin and
of radius R, and one point s. This point lies on the
surface of the sphere, does no belong to the oceans,
and will be the only singular point of the mapping. A
suitable choice for s could be a location in the mid-
dle of Kazakhstan, but here, we choose s = {0, 0, −R}.
It corresponds to the South Pole. Antarctica being a
continent, this choice makes sense for ocean modeling
applications. The stereographic projection consists in
projecting points p of the sphere on the plane z = R.

Bering
strait

Bering
strait

Antarctica

Antarctica

Fig. 2 Mesh of the World Ocean using the spherical coordinate system. The seam edge is visible on the right plot
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Fig. 3 Stereographic projection

The stereographic projection u(x) = {u, v} of a point
x={x, y,z} is the intersection of vector q− p with z= R:

u = {u, v} =
{

2R
R + z

x,
2R

R + z
y
}

,

x = {x, y, z} = 4R2

u2 + v2 + 4R2

{
u, v, R

(
4R2 − u2 + v2

)}
.

Figure 4 shows the World Ocean in stereographic co-
ordinates {u, v}. The outside loop surrounding the do-
main is the stereographic projection of the Antarctica.
The radius of the Earth is chosen arbitrarily to R = 1.
No seam is required to define the overall domain and
no singular point exists in the domain of interest.

2.2 Coastlines definition

Today, the most accurate shoreline database is the
Global Self-consistent Hierarchical High-resolution
Shorelines (GSHHS, (Wessel and Smith 1996)). This
data set describes the Earth’s coastlines with a global
resolution of about 50 m. GSHHS data are guaranteed
to be self-consistent, i.e., coastlines in the database do
not intersect themselves. In our approach, we define a
size field γ (x) that expresses the geometrical requested
accuracy of the model at any point x. The GSHHS data
set is coarsened with respect to this size field and every
successive point at x that is closer than γ (x) is collapsed.

A coastline is defined in practice as a periodic curve.
A first approach could be to use a piecewise linear
definition for defining such a curve. A first naive ap-
proach would consist in defining such a curve by a
piecewise linear interpolation. However, in order to
enjoy more flexibility, we use here cubic B-splines
with control points taken in the GSHHS database. As

Fig. 4 The World Ocean in
stereographic coordinates.
The North Pole is the center,
Antarctica constitutes the
external boundary
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Fig. 5 Great Britain and
Ireland with resolutions of
100 km (top/left), 15 km
(top/right), 1.5 km
(bottom/left), and 150 m
(bottom/right). Splines
control points are depicted on
the geometry with the two
lowest resolutions

B-splines remain inside the convex hull defined by the
control points, it can be shown that, if the piecewise
linear representation is convex and consistent, then the
curvilinear B-splines representation is also consistent.

In Fig. 5, we generate the coastlines of Great Britain
and Ireland with different resolutions. With a resolu-
tion γ = 100 km, we only consider Ireland and Great
Britain, and we neglect all smaller islands. With a reso-
lution of γ = 15 km, 15 contours appear in the domain.
Typically, the Isle of Wight is now included. With a res-
olution of γ = 1.5 km, the domain contains 152 islands.
With a resolution of γ = 150 m, the domain contains
2,176 islands and a total of 83,277 control points.

3 Mesh generation

As an accurate representation of the boundaries is
now available, the next task involves the generation of
finite element meshes on curved surface. Two major
approaches are available:

– Techniques for which the surface mesh is generated
directly in the real 3D space

– Techniques for which the surface mesh is generated
in the parametric plane of the surface

When a parametrization of the surface exists, build-
ing the mesh in the parametric plane appears to be the
most robust choice.

3.1 Definition of a local mesh size field

The aim of the mesh generation process is to build
elements of controlled shape and size. Mesh generators
are usually able to adapt to a so-called mesh size field.
An isotropic mesh size field is a scalar function δ(x) that
defines the optimal length of an edge at position x of
the real space. In the domain of ocean modeling, there
exist some heuristics on the way mesh sizes should be
distributed in the World Ocean.

The mesh should take into account the bathymetry.
The bathymetry H(x) is taken into account in two
ways, leading to two fields f1 and f2. Gravity waves
move at speed

√
gH, with g being the acceleration of

gravity. The lengthscale λ of a gravity wave is therefore
proportional to λ = O(1/

√
H). If we consider that N

mesh sizes are necessary to capture one wavelength,
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and if λmin is the smallest wavelength that has to be
captured for a reference bathymetry Href , we define
f1 as

f1(x) = λmin

N

√
Href

H(x)
.

Another way of taking into account the bathymetry
is to force the mesh to capture its variations with a
given accuracy (Gorman et al. 2006). Bathymetry can
be seen as a scalar field defined at mesh vertices and
interpolated piecewise linearly. As the first term of
error in its interpolation is supposed to depend on
λmax, the greatest (in absolute value) eigenvalue of the
Hessian H(x),

H(x) = ∇∇
(

H(x)

Href

)
,

we define the second field as:

f2(x) = 1√
λmax

.

In order to represent coastlines well and to capture
the small-scale phenomena generated by the friction
on the coasts, mesh size should be even smaller near
coastlines. This criterion has already been used in the
literature (e.g., Legrand et al. 2006). We define a first
field f3(x) as the distance to the closest shoreline:

f3(x) = d(x).

This field f3 is also called a shore proximity function.
This distance can be computed in place using the

Approximated Nearest Neighbor Algorithm (Arya
et al. 1998).

For each criterion field fi, a mesh size field δi is
computed as follows:

δi(x) = δsmall
i + αi(x)

(
δ

large
i − δsmall

i

)
,

where

αi(x) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 if fi(x) ≤ f min
i

fi(x)− f min
i

f max
i − f min

i
if f min

i < fi(x) < f max
i

1 if fi(x) ≥ f max
i

with δ
large
i and δsmall

i as large and small desired mesh
sizes and f max

i and f min
i as two field values that define

the zone of refinement. The final size field is simply
computed as the minimum of all size fields:

δ(x) = min (δ1(x), δ2(x), . . . ).

Fig. 6 Three parametrizations of a straight edge

Finally, it is always possible to add other size fields as
error estimators that may depend on the finite element
solution.

In Fig. 6, we consider a straight edge e described
by its vector e in the parametric plane, where the
mesh generation process is performed. Its length L is
computed as follows:

L =
∫

e

√
‖dx‖2 =

∫
e

√
du TJT Jdu =

∫ 1

0

√
e TMe dt

where J = ∂x/∂u is the Jacobian of the mapping and
M = JTJ is the metric tensor. In the case of a stereo-
graphic projection, both eigenvalues of M are positive
and equal:

λ(u) =
(

4R2

u2 + v2 + 4R2

)
.

To obtain the mesh in the parametric space but with
the right sizing in the real space, a suitable mesh size
field δu(u) has to be defined in this parametric plane. As
the stereographic projection is a conforming mapping,
it can be defined with a simple scaling:

δu(u) = δ(x(u))
1

λ(u)
.

3.2 Coastlines mesh generation

Let us consider a curve in the parametric plane u(t) :
[0, 1] → R2. The number of subdivisions N of the curve
is the following function of the size field

N =
∫ 1

0

1

δu(u(t))
‖dtu‖dt,
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where ‖dtu‖ = √
(∂tu)2 + (∂tv)2. The N + 1 mesh points

on the curve are located at coordinates {t0, . . . , tN}
where ti is computed using the following rule:

i =
∫ ti

t0

1

δu(u(t))
‖dtc‖dt.

Integration of those expressions must be performed
with an adaptive trapeze rule, as coastlines are dis-
cretized with cubic splines that contain a large number
of control points. Typically, Europe and Asia are dis-
cretized by only one spline with more than 20 thousand
control points (Fig. 4).

However, this algorithm does not guarantee that,
even if the model edges G1

j that constitute the bound-
aries of the domain are nonintersecting, the corre-
sponding 1D meshes do not self-intersect. Figure 7
shows two islands very close to each other. Yet, even if
the geometry is itself not self-intersecting, the first 1D
generated mesh intersects itself. This can be considered
as a critical issue: modifying the mesh size field by hand
locally cannot be considered when several thousand
islands are to be involved. It is therefore mandatory
to define a systematic recovery procedure. Such an
algorithm, illustrated in Fig. 7, works as follows:

1. A Delaunay mesh that contains all points of the
1D mesh is initially constructed using a divide-and-
conquer algorithm (Dwyer 1986).

2. Missing edges are recovered using edge swaps
(Weatherill 1990). If a mesh edge ei that belongs to
the 1D mesh is to be swapped for recovering edge
e j, then the mesh edges ei and e j that both belong
to the 1D mesh intersect.

3. All intersecting edges ek are split in two segments
and the new point is snapped onto the geometry.
Then, we go back to the first step until the list of
intersecting edges is empty.

If an intersecting edge is smaller than the geometrical
tolerance, then an error message is thrown claiming
that the geometry is self-intersecting. Note that when a
unique mesh edge connects two different islands, those
islands are numerically merged if a nonslip boundary
condition is applied along their coastlines.

3.3 Surface mesh generation

To generate a mesh on the sphere, three approaches
are available in Gmsh software. All of them start with
an initial Delaunay mesh that contains all the mesh

Fig. 7 A geometry with two islands (in light and dark gray) that
are very close to each other. The top image shows the initial 1D
mesh that respects mesh size field. The middle image shows the
first iteration of the recovery algorithm. The bottom image shows
the final mesh that was possible to realize after two recovery
iterations

vertices of the contours. Then, every mesh edge of the
1D mesh is recovered using edge swaps. Then, internal
vertices are iteratively inserted inside the domain.
The way points are inserted differently in the three
algorithms:

– The del2d algorithm is inspired by the work of
the GAMMA team at INRIA (George and Frey
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2000). New points are inserted sequentially at the
circumcenter of the element that has the largest
adimensional circumradius. The mesh is then re-
connected using an anisotropic Delaunay criterion.

– In the frontal algorithm (Rebay 1993), new points
are inserted optimally on Voronoï edges. The mesh
is then reconnected using the same anisotropic
Delaunay criterion as the one in the del2d algo-
rithm. Note that this algorithm’s implementation
only differs slightly from that of algorithm del2d.

– The meshadapt algorithm is very different from the
first two ones. It is based on local mesh modifica-
tion: This technique makes use of edge swaps, splits,
and collapses. Long edges are split, short edges
are collapsed, and edges are swapped if a better
geometrical configuration is obtained.

The frontal algorithm usually gives the highest-quality
meshes while the del2d algorithm is the fastest: it pro-
duces about five million triangles a minute if the size
field δ is not too complex to compute. Figure 8 presents
three meshes of one of the models of Fig. 5 for which
we have used a shore proximity function as the only
size field. Meshes have, respectively, 18,698, 19,514,
and 17,154 triangles. The percentage of elements that
have an aspect ratio ρ > 0.9 is, respectively, 93.2%,
88.1%, and 84.5%. CPU time for generating meshes
was, respectively, 0.7, 0.5, and 5.7 s.

Figures 9 and 10 present a mesh of the World Ocean
that makes use of all size fields defined in Section 3.1:

– A shore proximity function f1 is used with δsmall
1 =

30 km, δ
large
1 = 200 km, f min

1 = 0, and f max
1 =

500 km.
– We use f2 and refine the mesh proportionally to

the square root of the ocean depth. The size field
δ2 ranges from 25 to 500 km.

– We use f3 to capture the bathymetry. The size field
δ3 ranges from 25 to 500 km.

The resulting mesh is generated of 436,409 triangles
and the whole mesh generation process (data load-
ing, coastline reduction, 1D mesh generation, 2D mesh
generation, output files writing) takes 35 s on a re-
cent laptop. Those timings compare advantageously

a) Mesh done using the frontal algorithm

b) Mesh done using the del2d algorithm

c) Mesh done using the meshadapt algorithm

Fig. 8 Meshes of the same domain using three different
algorithms (a–c)
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Fig. 9 Mesh of the World Ocean. The mesh size field is defined
using a shore proximity function, the bathymetry, and its Hessian

with alternative techniques based on mesh decimation
(Gorman et al. 2006). The memory footprint of the
meshing algorithms is low: about 12 million triangles

(six million nodes) can be generated per gigabyte of
memory.

4 Examples

In the mesh generation community, it is assumed that
a good paper should present nice pictures of meshes.
We will not circumvent that prerequisite. Yet, mesh
generation is usually considered as a tool, not as an aim.
Therefore, the meshes that we present in this section
are accompanied by some simulation results.

4.1 Sea ice modeling

The mesh presented in Fig. 11 was used to investigate
the sensitivity of the Arctic sea ice cover features to
the resolution of the narrow straits constituting the
Canadian Arctic Archipelago. This mesh constitutes of
17,053 triangles with a resolution of 20 km near the
islands in the archipelago and 40 km elsewhere. Far
from coasts and islands, the resolution decreases up to
300 km. Model results are shown in Fig. 12. A complete
description of the model and its validation can be found
in Lietaer et al. (2008).

Fig. 10 Close up of the mesh
of Fig. 9 in the north Pacific
Ocean; color levels represent
the bathymetry (in meters).
The effects of the three
refinement rules are clearly
visible
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Fig. 11 Mesh of the Arctic region (north of the parallel 50
degrees North) especially refined along coastlines and in the
Canadian Arctic Archipelago

4.2 Multiscale model of the Scheldt River

Within the framework of the multidisciplinary project
TIMOTHY,1 our team is presently involved in the
development of a 2D hydrodynamic model of the
Scheldt Estuary in the Netherlands. Our main goal in
this project is to take advantage of the finite element
method to study very specific ecological problems, such
as the dynamics of fecal bacteria or heavy metals. We
also intend to study the characteristic time scales de-
termining the physics and the biology in the estuary.
In this model, the tide is forced at the shelf break,
which is more than 1,000 km away from the mouth
of the estuary, and the upstream boundary is situated
in the areas of Antwerp, where the river width is a
few hundred meters. The multiscale character of the
problem is then one of its main feature and the use
of an unstructured grid is thus totally appropriate.
Figure 13 presents a mesh of 27,472 elements used
in our preliminary runs. Various criteria based on the
distance from coasts, islands, and shelf break are used
to define the mesh size fields. The element sizes range

1TIMOTHY, Tracing and Integrated Modeling of Natural and
Anthropogenic Effects on Hydrosystems: The Scheldt River
basin and adjacent coastal North Sea, http://www.climate.be/
TIMOTHY.

from 150 m in the Scheldt river near Antwerp to about
50 km away from the coastlines.

4.3 The Great Barrier Reef

Our research team has developed the first multiscale
hydrodynamic model of the whole Great Barrier Reef.
The Great Barrier Reef is on the continental shelf of
the Australian northeastern coastline. There are over
2,500 coral reefs in a strip that is about 2,600 km in
length and 200 km in width. The simulation that is
presented here makes use of most of the specific mesh
generation features that were presented in this paper: a
geometric domain with multiple scales, use of a shore
proximity function, grid adaptation with respect to
the bathymetry, and special refinement in the domain
of interest. A complete simulation is described in
Lambrechts et al. (2008). Figure 14 shows a mesh built
to run small simulations on a single CPU to study a
specific region while keeping the boundary conditions
of the complete simulation. Around a specific island
(Lizard Island), the resolution is sufficient to capture
some small-scale hydrodynamic features like tidal jets
in small interreef passages and recirculations around
islands. Elsewhere on the shelf, the resolution is very
coarse, those regions are only used as boundary con-
ditions. Seventy percent of the 20,384 elements are

Fig. 12 Detail of the mesh of Fig. 11. Mean March sea ice
thickness pattern (in meters) in the western part of the Canadian
Arctic Archipelago as computed by the finite element sea ice
model (1979–2005)

http://www.climate.be/TIMOTHY
http://www.climate.be/TIMOTHY
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Fig. 13 Multiscale mesh:
North Sea and Scheld River
Estuary. Color levels
represent the amplitude
of the M2 tidal component
(in meters)

located in the refined region. A plot of velocity vec-
tors is also presented. Tidal jets and eddies due to
the interaction of the flow with the topography near
the open-sea boundary are clearly visible. Those small-
scale features were captured thanks to the accurate
description of the bottom topography.

5 Summary

A CAD-based mesh generation procedure for ocean
modeling has been developed. The new approach has
the advantage of relying on existing well-known engi-
neering mesh generation procedures. The CAD model,
based on a smooth BRep of the domain, allows to
build a compact, self-consistent, and portable geomet-
ric model. Existing robust meshing procedures can be
applied to the CAD model. Various meshes can be

constructed based on the same CAD definition, and
various meshing algorithms can be used as well. Last
but not least, everything that has been described in
this paper is now part of Gmsh, a 3D finite element
mesh generator with built-in pre- and postprocessing
facilities (http://www.geuz.org/gmsh). Since Gmsh is
open-source (under the GNU General Public License),
anyone within the finite element marine modeling com-
munity has the opportunity to use this freely.
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Lizard Island

Fig. 14 Coarse mesh of the Great Barrier Reef refined around
Lizard Island (top). Details of the simulation computed on this
mesh in the vicinity of this island (bottom). Color levels show the
depth and the arrows indicate the bidimensional velocity field
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Abstract During the next decade and beyond, climate
system models will be challenged to resolve scales and
processes that are far beyond their current scope. Each
climate system component has its prototypical example
of an unresolved process that may strongly influence
the global climate system, ranging from eddy activity
within ocean models, to ice streams within ice sheet
models, to surface hydrological processes within land
system models, to cloud processes within atmosphere
models. These new demands will almost certainly result
in the develop of multiresolution schemes that are able,
at least regionally, to faithfully simulate these fine-scale
processes. Spherical centroidal Voronoi tessellations
(SCVTs) offer one potential path toward the develop-
ment of a robust, multiresolution climate system model
components. SCVTs allow for the generation of high-
quality Voronoi diagrams and Delaunay triangulations
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through the use of an intuitive, user-defined density
function. In each of the examples provided, this method
results in high-quality meshes where the quality mea-
sures are guaranteed to improve as the number of
nodes is increased. Real-world examples are developed
for the Greenland ice sheet and the North Atlantic
ocean. Idealized examples are developed for ocean–ice
shelf interaction and for regional atmospheric model-
ing. In addition to defining, developing, and exhibiting
SCVTs, we pair this mesh generation technique with
a previously developed finite-volume method. Our nu-
merical example is based on the nonlinear, shallow-
water equations spanning the entire surface of the
sphere. This example is used to elucidate both the po-
tential benefits of this multiresolution method and the
challenges ahead.

Keywords Voronoi diagram · Delaunay triangulation ·
Climate modeling · Multiresolution

1 Introduction

Climate system models (CSMs) are an increasingly
important tool for assessing anthropogenic climate
change. CSMs, along with observations and theory,
form the basis for the Intergovernmental Panel on
Climate Change (IPCC) Working Group 1 Assessment
Reports that detail the anticipated consequences of
rising concentrations of atmospheric greenhouse gases
(International Panel on Climate Change 2007). While
CSMs have been highly successful in interpreting ob-
servations, confirming theory and providing gross es-
timates of climate sensitivity, the climate modeling
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community will be challenged in the coming decade to
extend the utility of CSMs well beyond their current
scope.

At least two drivers are pushing CSMs into new and
expanding roles. The first is the increasingly urgent
need to resolve scales and processes that are far beyond
the current scope of these models. There are likely
to be unresolved processes and currently misrepresen-
ted processes that have significant influence on the
global climate system. Every component of the Earth
system has its own prototypical example, ranging from
eddy activity within ocean models (Hallberg and
Gnanadesikan 2006), to ice streams within ice sheet
models (Joughin et al. 1999), to surface hydrological
processes within land system models (Newman et al.
2006), to cloud processes with atmosphere models
(Tomita et al. 2007). All of these processes are not
faithfully included in IPCC-class CSMs primarily due
to lack of resolution; the degrees of freedom required
to comprehensively simulate these processes are com-
putationally prohibitive given the current (and foresee-
able) resources.

The second driver pushing the evolution of CSMs
is the rapidly growing demand for high-fidelity assess-
ments of regional climate change driven by increasing
concentrations of atmospheric greenhouse gases. As
appreciation for the possible consequences of anthro-
pogenic climate change improves, we are confronted
with the need to characterize the regional aspects of
climate change in order to support adaption and mit-
igation strategies. As indicated by the last chapter of
the IPCC WG1 Fourth Assessment Report (AR4),
the push in this direction is already underway (Inter-
national Panel on Climate Change 2007). To be suc-
cessful in providing the relevant information regarding
regional climate impacts, CSMs will require significant
increases in resolution, at least regionally, along with
the incorporation of new processes.

The magnitude of the problem that must be ad-
dressed by the climate modeling community in order
to transition from coarse-grain global CSMs to robust
multiresolution CSMs is portrayed in chapter 8 of AR4.
Every one of the 23 models contributing to AR4 uti-
lizes an ocean model based on structured quadrilat-
eral grids using low-order (∼second-order) numerics
based on compact finite-difference/finite-volume sten-
cils (See Table 8.2.1 in AR4). In addition, as a group,
these 23 models showed a rapid migration in their
atmospheric component from global spectral methods
to finite-volume methods built on traditional latitude–
longitude grids. Not a single model contributing to AR4
utilized unstructured grids or multiresolution methods.
So, while the scientific and societal needs for multireso-

lution CSMs are strikingly clear, the path to that end is
not at all obvious.

CSM components are presently testing various types
of quasiuniform tessellations (also referred to as grids
or meshes) to discretize the surface of the sphere.
These quasiuniform tessellations are a significant im-
provement over their predecessor, latitude–longitude
grids, by removing both the strong grid-pole singu-
larities and the accompanying numerical filters re-
quired to regularize these singularities. Various types of
meshes have been proposed as alternatives to the tradi-
tional latitude–longitude grid. For example, the cubed-
sphere, which offers the same topological structure
as the latitude–longitude grid without the strong pole
singularities, has been successfully implemented in var-
ious efforts (McGregor 1996; Adcroft et al. 2004; Nair
et al. 2005). Voronoi tessellations (also referred to as
geodesic, icosahedral or hexagonal grids) have some-
times been chosen for their remarkable uniformity and
isotropy (Ringler et al. 2000). Finally, closely related
to these Voronoi tessellations are the Delaunay trian-
gulations that have been successfully implemented in
an idealized setting and are now being integrated into
full CSMs (Bonaventura and Ringler 2005; Comblen
et al. 2008). While all of these methods have success-
fully removed the grid pole singularities associated with
latitude–longitude grids, it is not clear that any of these
methods, as presently formulated, will be able to meet
the challenges outlined above.

By their nature, quasiuniform tessellations imply a
substantial increase in computational costs with an in-
crease in horizontal resolution. A halving of the nom-
inal grid spacing implies an increase in computational
cost of approximately a factor of eight; a factor of four
arises from doubling the degrees of freedom in each
of the horizontal directions and a factor of two arises
due to halving the time step. The computational bur-
den associated with increasing resolution everywhere
within the domain quickly exhausts available com-
putational resources. For example, conducting eddy-
resolving ocean simulations as a part of century-long
coupled climate simulations is impracticable now and
will likely continue to be so for at least the next decade
or more. The current NCAR coupled CSM (Collins
et al. 2006) uses an ocean component model with a
320 × 384 grid and a time step of approximately 1 h.
The eddy-resolving version of this ocean model uses
a 3,600 × 2,400 grid and a time step of approximately
6 min (Maltrud and McClean 2004). The two configu-
rations differ by a factor of about 1,000 in terms of their
computational burden. Similarly daunting computa-
tional burdens are found in ice sheet modeling, surface
hydrology modeling, and atmospheric modeling.
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The obvious implication here is that CSMs will not
be able to fulfill their expanding roles by solely using
quasiuniform tessellations. The corollary to this asser-
tion is that multiresolution schemes will be required
if CSMs are to meet the growing challenges over the
next decade. In many ways, ocean models are ahead
of the other climate system components in develop-
ing models amenable to multiresolution modeling (e.g.
Stuhne and Peltier 2006; Giraldo and Warburton 2008).
Yet, even within the limited context of ocean modeling,
a large gap remains between the idealized dynamical-
core simulations conducted to date and the goal of full-
physics simulations of the real ocean. Clearly, a host of
scientific complexities arise as we begin to contemplate
the construction of a multiresolution IPCC-class CSM.

The recent work of St-Cyr et al. (2007) clearly indi-
cates that a successful multiresolution scheme requires
attention to the combination of method and mesh. The
authors develop a multiresolution mesh by implement-
ing an adaptive, hierarchical nesting technique in which
quadrilateral elements are bisected to locally increase
resolution. When this adaptive meshing technique was
used in combination with a high-order spectral method,
the resulting multiresolution scheme produced positive
results. Alternatively, when the same technique was
used in combination with a low-order, finite-volume
technique, the results were equivocal at best; adding
degrees of freedoms did not reduce numerical solution
error. The implication is that robust, multiresolution
climate system components will require close attention
to both the quality of the variable-resolution meshes
and to the numerical techniques we place “on top” of
these meshes.

An alternative to hierarchical nesting is to pro-
duce a smoothly varying tessellation. By their design,
smoothly varying tessellations provide strong control
over the spatial patterns of truncation error. While this
control may be superfluous when used in combination
with high-order methods, it may prove to be critically
important when used with the low-order, finite-volume
methods that are ubiquitous in IPCC-class component
models discussed above. The primary purpose of this
paper is to develop a class of robust, variable-resolution
meshes, called spherical centroidal Voronoi tessella-
tions (SCVTs), that have the requisite characteristics
necessary to meet the present and future challenges of
climate system modeling.

SCVTs contain a host of qualities that should pro-
duce tangible benefits in the context of climate mod-
eling. First, SCVTs are a superset of the quasiuniform
Voronoi tessellations currently being used in the cli-
mate modeling community (e.g., Randall et al. 2002;
Satoh et al. 2008). Thus, SCVTs are a logical extension

to meshes already being utilized. Second, as discussed
in Section 2, even nonuniform SCVTs always produce
smoother, more locally uniform meshes as the degrees
of freedom are increased. The implication here is clear;
SCVTs offer a robust means of producing multiresolu-
tion meshes that are guaranteed to increase in qual-
ity as computational resources grow. As discussed in
Section 3, the technique to produce variable-resolution
SCVTs is intuitive and straightforward to implement.
Finally, each SCVT is associated with a Delaunay tri-
angulation. The positive attributes associated with the
SCVTs are also present in the associated Delaunay
triangulation. While a tremendous amount of work is
required to translate these positive attributes into ro-
bust climate simulations, we begin the task here by
taking two steps. First, we develop example meshes for
several types of climate system components to demon-
strate the method’s ability to produce high-quality,
variable-resolution meshes in a diversity of systems.
Second, we will demonstrate the ability of these meshes
to reduce solution errors, at least locally, in the context
of the shallow-water system.

The two primary purposes of this paper are the
following: (1) to introduce the climate modeling com-
munity to the basic principles of SCVT and (2) to high-
light the broad applicability of SCVT to climate system
modeling. Section 2 introduces and develops the mathe-
matical foundation for SCVTs. Section 3 develops real-
world SCVTs in the context of ice sheet and ocean
modeling. Section 4 combines our SCVT technique for
the generation of multiresolution meshes with a low-
order, finite-volume technique to produce a prototype
multiresolution scheme that is broadly applicable to
climate system modeling. We look toward future de-
velopments of SCVT and draw some conclusions in
Section 5.

2 Centroidal Voronoi tessellations

2.1 Definitions

Let � denote an open domain or a piecewise smooth
hyper-surface in R

d and ‖ · ‖ the corresponding stan-
dard Euclidean metric for R

d. Given a set of distinct
points {xi}n

i=1 ⊂ Ω , we define

Vi = {
y ∈ Ω | ‖xi − y‖ < ‖x j − y‖ for

j = 1, . . . , n and j �= i
}

for i = 1, . . . , n. Clearly, {Vi}n
i=1 forms a tessellation of

Ω , i.e., the union of Vi spans Ω written as ∪n
i=1Vi = Ω .
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We refer to {Vi}n
i=1 as the Voronoi tessellation or

Voronoi diagram (Okabe et al. 2000) of Ω associated
with the point set {xi}n

i=1. A point xi is called a gener-
ator and a subregion Vi is referred to as the Voronoi
region corresponding to the generator xi. The duality
(in a graph-theoretical sense) of a Voronoi tessellation
of Ω is the well-known Delaunay tessellation, which
always consists of triangles/tetrahedra. Algorithms for
the construction of corresponding Voronoi diagrams
and Delaunay triangulations have been well developed
(Okabe et al. 2000; Renka 1999).

Given a density function ρ(x) defined on Ω , for any
region V ⊂ Ω , we call xc the constrained mass centroid
of V with respect to Ω if

xc = arg min
x∈V

∫
V

ρ(y)‖y − x‖2 dy . (1)

The existence of solutions of Eq. 1 can be easily ob-
tained using the continuity and compactness of the
object function; however, solutions may not be unique.
It is worth noting that, if Ω is an open domain or a flat
hyper-surface, then xc coincides with x∗, the standard
mass centroid of V defined by

x∗ =

∫
V

yρ(y) dy
∫

V
ρ(y) dy

that is much easier to compute.
A Voronoi tessellation of Ω is called a constrained

centroidal Voronoi tessellation (CCVT) (Du et al.
2003a) if and only if the points {xi}n

i=1 that serve as
the generators of the associated Voronoi tessellation

{Vi}n
i=1 are also the constrained mass centroids {xc}n

i=1
of those regions, i.e., if and only if

xi = xc
i , i = 1, . . . , n. (2)

We often refer to the relation (2) as the cen-
troidal Voronoi tessellation (CVT) property. The dual
Delaunay grid is then called constrained centroidal
Voronoi Delaunay triangulation. We remark that, when
Ω is an open domain in R

d, {xi, Vi}n
i=1 is often just called

a CVT (Du et al. 1999).
A very important case should be specially addressed

for the application of CVT/CCVT to climate system
modeling, that is, Ω denotes the surface of a sphere in
R

3 or part of it. In this case, we often refer to {xi, Vi}n
i=1

as a SCVT. It is easy to verify that

xc = r
x∗

‖x∗‖ , (3)

where r denotes the radius of the sphere, so that xc can
be easily computed by first determining x∗.

General Voronoi tessellations do not satisfy the CVT
property; see Fig. 1 for an illustration. A square domain
is randomly seeded with ten points (dots in Fig. 1,
left panel). These ten points serve as generators for
the Vonoroi tessellation (cell boundaries in Fig. 1, left
panel). For each Voronoi region, the standard mass
centroid (open circles in Fig. 1, left panel) is computed.
As discussed below in Section 2.3, a simple iterative
calculation regularizes the initial Voronoi diagram on
the left to the diagram shown to the right. In this
example, we used a constant density to compute the
standard mass centroid; a variable density field would
have biased the resulting generator points toward the
region of high density. This relationship between den-
sity and generator position is the key aspect of this
grid-generation method.

Fig. 1 Left: a Voronoi
tessellation of a square in R

2

with 10 generators (the dots)
randomly selected (the circles
denote the centroid of
Voronoi region); right: a
10-point CVT with a constant
density function throughout
the domain
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2.2 Properties

Given any set of points {̃xi}n
i=1 on Ω and any tessellation

{Ṽi}n
i=1 of Ω , we define the energy functional

K
({̃

xi, Ṽi
}n

i=1

)
=

n∑
i=1

∫
Ṽi

ρ(y)
∥∥y − x̃i

∥∥2
dy.

The energy is often referred to as some physical quan-
tity such as variance, cost, distortion error, or mean
square error in practical applications. A priori, there is
no assumed relation between the point set {̃xi}n

i=1 and
the tessellation {Ṽi}n

i=1. However, it can be shown that
K (·) is minimized only if {̃xi, Ṽi}n

i=1 is a CVT/CCVT
(Du et al. 1999, 2003a). Thus, CVTs/CCVTs are
Voronoi tessellations for which the generators are, in
some sense, optimally distributed.

Let us set d̃ = d if Ω is an open domain and d̃ = d − 1
if Ω is a hyper-surface in R

d. Specially, for SCVTs, we
have d̃ = 2. As a consequence, CVT/CCVT meshes in
R

d have many good geometric properties, including the
following (Du et al. 1999, 2003a; Du and Wang 2003):

– For a constant density function, the generators
{xi}m

i=1 are uniformly distributed across Ω .

– Most Voronoi regions are (nearly) congruent
(Gersho and Gray 1992; Du et al. 1999). Spe-
cially, for SCVTs, they are primarily convex
spherical hexagons.

– The mesh size h (as defined below in Eq. 5) is
approximately proportional to n−1/d̃

– For a nonconstant density function, the generators
{xi}m

i=1 are still locally uniformly distributed, and it
is conjectured (and computationally verified) that,
asymptotically,

hVi

hV j

≈
(

ρ(x j)

ρ(xi)

) 1
d̃+2

. (4)

– The relationship between the relative sizes of
Voronoi regions (i.e., grid cells) is controlled
entirely by the specified density function.

– CVT/CCVT generators tend to accumulate in
regions having relatively high values of ρ while
remaining locally very regular.

– Thus, in principle, one could control the dis-
tribution of generators to minimize the error
(either locally or globally) in the solution of a
partial differential equation by, e.g., connecting
the density function ρ(x) to some a priori or a
posteriori error estimates.

It is important to note that we are restricting
our analysis and discussion to meshes generated with
respect to an isotropic metric. We make this choice
because we are currently interested in the methods
ability to construct highly uniform, variable-resolution
meshes. Extensions to anisotropic meshes have already
been developed and are available for use in climate
modeling if the need arises (Du and Wang 2005; Du
et al. 2005).

2.3 Algorithms

Construction of CVT/CCVT is usually done by either
probabilistic methods typified by MacQueen’s random
algorithm (MacQueen 1967) (which is a simple iter-
ation between sampling and averaging points) or de-
terministic methods typified by Lloyd iteration (Lloyd
1982) (which is a simple iteration between constructing
Voronoi diagrams and mass centroids). Due to the low
convergence rate of MacQueen’s method (MacQueen
1967), much attention has been focused on Lloyd
method described below:

Algorithm 1 (Lloyd method) Given a domain Ω , a
density function ρ(x) defined on Ω , and a positive
integer n.
0. Select an initial set of n points {xi}n

i=1 on Ω ;
1. Construct the Voronoi regions {Vi}n

i=1 of Ω associ-
ated with {xi}n

i=1;
2. Determine the (constrained) mass centroids of the

Voronoi regions {Vi}n
i=1; these centroids form the

new set of points {xi}n
i=1;

3. If the new points meet some convergence criterion,
return {(xi, Vi)}n

i=1 and terminate; otherwise, go to
step 1.

Referring to Fig. 1, the process is as follows: The ini-
tial point set, shown as dots in the left panel, represents
step 0. Step 1 is shown by the solid cell boundary lines
in Fig. 1 (left panel). Step 2, the location of the cell
centroids, is shown by the open circles in Fig. 1 (left
panel) and forms the new point set from which we com-
pute the new Voronoi diagram. The final result, after
satisfying the convergence criterion in step 3, is shown
in Fig. 1 (right panel). It should be noted that the mesh
generation procedure utilizes, at most, the Voronoi
diagram. While no reference to the Delaunay trian-
gulation is required, the properties of smoothness and
uniformity convey from the (S)CVT to the Delaunay
triangulation.
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2.4 Quality measure of Voronoi cells and Delaunay
triangles

For the Voronoi cell Vi associated with the generator
xi, we define its size to be

hVi = 2 max
y∈Vi

‖xi − y‖. (5)

Then, hmax/hmin can be used to measure the global
nonuniformity of the given Voronoi mesh where hmax =
maxi hVi and hmin = mini hVi . In order to measure the lo-
cal uniformity or quality of Voronoi cells of the SCVT,
we use the following σ measure (Du et al. 2003b). For
the Voronoi cell Vi associated with the generator xi,

σ(Vi) = min j ‖xi − x j‖
max j ‖xi − x j‖ , (6)

where x j values denote Voronoi neighbors of xi.
Clearly, 0 < σ ≤ 1 and σ = 1 correspond to the equi-
lateral polygons. We then set

σmin = min
i

σ(Vi) and σavg = 1

n

∑
i

σ(Vi).

where n denotes the number of Voronoi cells. σmin

measures the quality of the worst Voronoi cell and σavg

measures the average quality of the Voronoi mesh.
In the Delaunay triangulation, the size of a triangle,

T, is defined to be its longest side length, hT . We apply
the commonly used q-measure (Field 2000) to evalu-
ate the quality of the dual triangular mesh (Delaunay
triangles), where, for any triangle T, q is defined to be
twice the ratio of the radius RT of the largest inscribed
circle and the radius rT of the smallest circumscribed
circle, i.e.,

q(T) = 2
RT

rT
= (b + c − a)(c + a − b)(a + b − c)

abc
, (7)

where a, b , and c are side lengths of T. Clearly, 0 < q ≤
1 and q = 1 correspond to the equilateral triangle. For
a given triangulation, T , composed of m triangles, we
define

qmin = min
T∈T

q(T) and qavg = 1

m

∑
T∈T

q(T).

where qmin measures the quality of the worst triangle
and qavg measures the average quality of the triangular
mesh T .

It is worth noting that the energy K associated
with the Voronoi tessellation {(xi, Vi)}n

i=1 decreases
monotonically during the Lloyd iteration if {(xi, Vi)}n

i=1
has not reached a CVT/CCVT yet. In certain systems,
or with certain methods, we may require nodes to be
located on the boundary of the problem domain Ω .

CVTs/CCVTs and the above construction algorithm
can be easily generalized so that some of the generators
are constrained to lie on the boundary ∂Ω (Du and
Wang 2003; Ju et al. 2006).

3 Example meshes

3.1 Land ice: Greenland

3.1.1 Motivation

The Greenland and Antarctic ice sheets are character-
ized by a wide range of spatial and temporal scales. In
terms of spatial scales, each of these ice sheets spans
several thousand kilometers. Interior regions of these
ice sheets are characterized by relatively broad spatial
scales on the order of 100 km or more. These inte-
rior regions are generally areas of net accumulation
of mass due to atmospheric precipitation of water. As
this net source of water is exported toward the ocean
in the form of ice, relatively fast-moving ice streams
form within each catchment zone. Not unlike their
liquid water counterparts on land, these ice streams
are long and thin with along-stream scales of several
hundred kilometers and cross-stream scales often less
than 10 km (Joughin et al. 1999). In addition, the
shear zone separating the fast-moving ice streams from
the adjacent nearly stationary ice is characterized by
scales of 1 km or less. These ice streams transport the
majority of ice volume from Greenland and Antarctica
into the surrounding ocean (Rignot et al. 2008). As a
result, robust predictions of sea-level rise will require
an accurate simulation of ice stream dynamics. In fact,
the recent IPCC WG1 AR4 document declined to draw
substantive conclusions on the likelihood of rapid sea
level rise during the twenty-first century because, in
part, ice stream dynamics are not included in current ice
sheet models (International Panel on Climate Change
2007).

In addition to the kinematically driven need for
locally enhanced resolution, there is also a desire for
increased resolution at the ice margin due to signifi-
cant seasonal ablation. This is particularly relevant for
Greenland, where intense melting occurs annually be-
low 1,200 m. The subsequent transport of this meltwa-
ter to the bottom of the ice sheet may have a strong
impact on basal sliding processes (Bell 2008). In the
context of ice sheet modeling, we see both kinematics
and physics as driving the need for locally enhanced
resolution. Spatial resolutions below 1 km might be
required for the accurate representation of these pro-
cesses. When considering an entire ice sheet, a uniform
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mesh of 1 km combined with the emerging three-
dimensional Stokes solvers is not computationally
tractable. So, instead, we turn to variable-resolution
SCVTs to discretize this system.

3.1.2 Proxy for SCVT density

In this example, we will generate a mesh of Greenland
that places enhanced resolution in the vicinity of ice
streams. Our target resolutions for this grid are hmin =
2 km in the vicinity of the ice margin and hmax = 100 km
in the interior; let R = hmax/hmin represent the ratio
of these target resolutions. Our estimates suggest that
the resulting mesh will be computationally tractable for
climate change simulations, even when used in combi-
nation with a full three-dimensional Stokes solver.

Figure 2 shows an observational estimate of surface
ice velocity at a spatial resolution of 2.5 km (Bamber
et al. 2000). The magnitude of velocity, ‖V‖, is pre-
sented on a log10 scale and ranges from a minimum
of approximately 0.1 km/year along ridgelines to over
10.0 km/year at the outlet of some ice streams. We use
this observational data set in two ways. First, this data
set allows us to define the location of the ice boundary
of Greenland as a set of piece-wise linear loops (not
shown) within which we develop the SCVT. Second,
within each loop, we define the SCVT density function
with the following sequence:

x = log10(‖V‖), xmin = −0.5, xmax = 3.5 (8)

x = max(x, xmin) (9)

x = min(x, xmax) (10)

ρ =
(

(x − xmin)

(xmax − xmin)
∗ R

)4

+ 1 (11)

We limit the lower bound on the SCVT density
function such that all regions with surface velocities
less than xmin = −0.5 or 0.3 km/year receive the same
resolution. We limit the upper bound on the SCVT
density function such that all regions with surface ve-
locities more than xmax = 3.5 or 3 km/year receive the
same resolution. Finally, density is normalized such that
it ranges from 1 to R4 to generate nominal grid cells
spacings that vary by a factor of R; see Eq. 4.

Figure 3 depicts the resulting Voronoi diagram using
25,936 nodes, resulting in a minimum resolution of
approximately 4 km. Figure 4 shows the log10 of the
Voronoi cell area. We find broad regions of low reso-
lution along the quiescent ice ridgelines with the vast
majority of nodes placed in the vicinity of ice streams.

The color scale is saturated for all cell areas greater
than 150 km2 and for all cell areas less than 10 km2.
While 90% of the cells are spaced less than 10 km
from their neighbors, 10% of the cells with grid spacing
greater than 10 km cover approximately 40% of the ice
domain.

We progressively add nodes into the domain until
our target minimum grid resolution of 2 km is reached.
Figure 5 shows the log10 of Voronoi cell area using
101,115 nodes. In this figure, the color scale is saturated
for all cell areas greater than 75 km2 and for all cell
areas less than 5 km2. Figure 5 looks identical to Fig. 4;
the only noticeable difference between the figures is the
scale on the colorbar.

Table 1 presents the global quality metrics for
the Greenland SCVTs. The quality histograms of the
SCVTs are shown in Fig. 6. The bulk measures of uni-
formity shown in Table 1 show improvement in every
category as resolution is increased. The histograms
shown in Fig. 6 indicate a systematic shift toward higher
mesh quality with increasing degrees of freedom. It
is equally important that, as the number of nodes is
increased, the histograms exhibit a noticeable reduction
in the proportion of cells residing in the “low-quality”
end of the histograms.

3.2 Ocean: North Atlantic

3.2.1 Motivation

Incorporating eddies into IPCC-class global ocean sim-
ulations remains a computational challenge. Eddy-
resolving simulations typically require grid resolutions
of approximately 10 km, implying approximately 5e6
degrees of freedom to span the global ocean surface.
This is in stark contrast to typical IPCC simulations that
currently use approximately 5e4 degrees of freedom to
cover the same extent. The factor of 100 separating the
two simulations is compounded by another factor of 10
since eddy-resolving simulations require a significantly
shorter time step. The 1,000-fold increase in computa-
tional burden to move from resolutions presently used
in IPCC-class simulations to global, eddy-resolving
resolutions is currently beyond reach and will likely
remain so for a decade or more.

An alternative and computationally tractable ap-
proach is to employ variable-resolution grids, such as
SCVTs, to permit eddy-resolving resolutions at tar-
geted locations. These variable-resolution grids could
be employed in limited area domains or as part of a
global ocean simulation. The ability to readily generate
variable-resolution meshes for the global ocean system
allows us to consider the notion of an optimal spatial
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Fig. 2 Log base 10
distribution of ice velocity at
the surface of the Greenland
ice sheet (Bamber et al.
2000). The scale is saturated
for all velocities above
10 km/year and for all
velocities below 0.1 km/year
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Fig. 3 A SCVT of the
Greenland ice sheet using
25,936 nodes based on the
density function given in
Eq. 11. Note that grid cells
within the ice streams are
often too small to be visible
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Fig. 4 Log base 10
distribution of Voronoi cell
area of the Greenland ice
sheet using 25,936 nodes. The
scale is saturated for all cell
areas above 250 km and for
all cell area below 10 km
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Fig. 5 Log base 10
distribution of Voronoi cell
area of the Greenland ice
sheet using 101,115 nodes.
The scale is saturated for all
cell areas above 65 km and
for all cell area below 2.5 km
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Table 1 Mesh information of SCVTs for the Greenland

Number of generators σmin σavg hmax/hmin Number of triangles qmin qavg

25,936 0.094 0.706 40.94 49,244 0.219 0.935
101,115 0.091 0.751 47.81 197,346 0.235 0.948

allocation of computation resources. In addition, the
scientific study of many processes would surely benefit
from the ability to support eddy activity in certain
regions while maintaining a global ocean domain. Two
supporting examples include the role of eddies on
the meridionial overturning circulation (Gnanadesikan
1999) and the role of eddies in mediating the ocean’s
response to changes in wind stress forcing (Hallberg
and Gnanadesikan 2006).

3.2.2 Proxy for SCVT density

In this example, we will derive a variable-resolution
mesh of the North Atlantic Ocean with sufficient res-
olution to resolve eddies within the major current
systems. The domain is identical to the nominal 1/10
degree eddy-resolving simulation discussed in Smith
et al. (2000). Using data from these simulations, we
compute the time-mean kinetic energy of the surface

currents, as shown in Fig. 7. As can be seen in Fig. 7, the
regions of intense eddy activity are extremely localized.
Based on the kinetic energy, KE, we defined the density
function as

x = KE/KEmax, xmin = 0.1, xmax = 1.0 (12)

x = max(x, xmin) (13)

ρ = x4 (14)

where KEmax is the maximum kinetic energy in the
domain. The lower bound of 0.1 insures that a minimum
resolution is maintained in the quiescent regions. The
ratio xmax/xmin = 10 leads to a grid spacing that varies
by approximately a factor of 10. In addition, we en-
hance the density function near the land–sea interface
to insure that the boundary is adequately resolved.
While we want the mesh to capture these regions of
high activity via enhanced resolution, we also recognize
the need to expand this region to allow eddies to travel

Fig. 6 Quality histograms of
SCVTs of the Greenland ice
sheet with 25,936 nodes (top)
and 101,115 nodes (bottom).
Left: Distribution of quality
measurement of Voronoi
cells σ ; right: distribution of
quality measurement of
Delaunay triangles q. Note
the uniform shift toward
higher-quality as the number
of nodes is increased
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Fig. 7 Time mean kinetic
energy from a global 0.1
degree simulation of the
North Atlantic Ocean (Smith
et al. 2000)

uninhibited by grid resolution. As such, we applied
a substantial amount of Laplacian smoothing to our
density function (approximately 20 passes) to expand
and smooth the regions of enhanced resolution. (Note
that the RMS of sea-surface height is also an accu-
rate reflection of mesoscale ocean variability and we
have developed global ocean SCVTs based on TOPEX
remote sensing of sea-surface height.)

As with the Greenland example, we produced a con-
tinuous, piece-wise linear representation of the land–
ocean boundary based on the land–sea mask used in
the 0.1 degree simulation. This approach also identi-
fies all islands. Islands with a circumference less than
10 km were discarded; the resulting domain contains 58
islands.

The Voronoi diagram shown in Fig. 8 uses 47,305
nodes. This results in a minimum grid resolution of
approximately 20 km. We continue to add nodes into
the domain until we reach a minimum resolution of
10 km. Closeups of this high-resolution mesh using
183,807 nodes and its low-resolution counterpart are
shown in Fig. 9.

Table 2 presents the results of our North Atlantic
SCVTs. The corresponding quality histograms are
shown in Fig. 10. As with the Greenland example, the

quality measures show a systematic improvement as we
increase the degrees of freedom.

3.3 Ocean–ice shelf interaction

3.3.1 Motivation

Our final example couples ocean and ice domains in
the context of ocean–ice shelf interaction. Ice shelves
are ice flows that become ungrounded and buoyant and
rest on top of ocean water. The location at which ice
transitions from resting on bedrock to resting on ocean
water is referred to as the grounding line. As the ice
shelves are pushed outward into the ocean, the ice is
either melted along the ice–ocean interface or calves
from the main shelf into icebergs. These ice shelves
provide a significant buttressing force that resists the
flow of upstream, grounded ice. As evidenced by the
Larsen B ice-shelf collapse, when the ice-shelf buttress-
ing force is removed, the upstream ice flow can increase
by several hundred percent (Rignot et al. 2004). The
accurate simulation of ocean–ice shelf interaction is
necessary in order to quantify the risk of rapid sea level
rise (International Panel on Climate Change 2007).
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Fig. 8 SCVT of North
Atlantic ocean domain using
47,305 nodes. Coloring
indicates the mesh
decomposition for
implementation on
distributed memory systems:
each color represents a
separate computational unit

The West Antarctic Ice Sheet (WAIS) is particularly
relevant to the study of ocean–ice shelf interaction. Not
only are ice shelves the primary outlet of grounded ice,
but the grounded ice frequently rests on bedrock that
is increasingly below sea level as one moves toward the
ice interior region (Schoof 2007). The physical geom-
etry is such that a rapid erosion of the WAIS due to
ocean–ice shelf interaction is a plausible scenario for
the twenty-first century.

Ice shelves connected to WAIS have spatial extents
of more than 1,000 km (e.g., the Ross Ice Shelf) down
to less than 50 km (e.g., the Thwaites Ice Shelf). The
embayments where this ice flows into the ocean have
similar ranges in spatial scale. While the ice shelves are
not as dynamically active as the ice streams that feed
them, the structure and shape of the ice–ocean interface
is a primary factor that drives mixing at this interface
(Holland et al. 2008). Grid resolutions of less than
5 km are often used when simulating ocean–ice shelf

coupled dynamics. Furthermore, analysis of the global
1/10 degree ocean simulations in the vicinity of WAIS
indicates that the transport of heat into these em-
bayments may be eddy-driven and episodic (Maltrud,
personal communication, 2007). Thus, resolving ocean
eddies in and around these embayments will likely be
required for robust simulations.

The horizontal discretization of this system is diffi-
cult because part of the domain will be ice (ice domain),
part will be ocean (ocean domain), and part will be
both ocean and ice (shelf domain). Furthermore, the
characterization of a region as ice, ocean, or shelf will
evolve over the time scales of decades to millennia.
Due to this complexity and the fact that only limited
work has been completed on modeling the coupled
ocean–ice shelf system, we will explore techniques to
discretize this system in an idealized setting. Figure 11
shows our idealized domain with a spatial extent of
1,100 by 550 km. The domain is characterized by a
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Fig. 9 Close-up of Gulf
Stream region using 47,305
nodes (top) and 183,907
nodes (bottom)
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Table 2 Mesh information of
SCVTs for the North Atlantic

Number of generators σmin σavg hmax/hmin Number of triangles qmin qavg

47,305 0.089 0.712 16.60 89,272 0.104 0.933
183,907 0.105 0.754 15.05 358,577 0.127 0.947

region of grounded ice (to the left), a region of ocean
(to the right), and an ice-shelf region (center). The
ice domain includes an ice stream that feeds the shelf
region. As indicated in the figure, a robust simulation
of this system will require enhanced resolution in the
vicinity of the ice shelf, ice stream, and region of the
ocean in proximity to the ice.

3.3.2 Proxy for SCVT density

In this idealized example, our intent is to produce a
tessellation with a minimum grid spacing of 2 km and
a maximum grid spacing of 20 km. As opposed to
our other examples, we are not building our density
function from a physical characteristic of the system.
The generated density function has local maxima in the
vicinity of the ice stream, in the region of the ice shelf,
and along the entire ocean–ice boundary. The resulting
Voronoi diagram of this system using 9,359 nodes is
shown in Fig. 12 with a close-up of the shelf region at
both high and low resolution shown in Fig. 13.

Table 3 presents the results on our SCVTs for the
idealized ocean–ice sheet, and corresponding quality
histograms are shown in Fig. 14. Yet again, the quality
measure show increasing mesh quality with increasing
degrees of freedom.

4 Example numerical method

The large majority of numerical methods utilized in
IPCC-class climate models were developed in the con-
text of uniform meshes. Successfully implementing
these same numerical methods on nonuniform meshes,
such as those developed above, will likely prove to
be a difficult task, as discussed in St-Cyr et al. (2007).
While emerging numerical methods based on spectral
elements, discontinuous Galerkin, finite-element, or
similar approaches are a more natural choice when
considering the multiresolution meshes developed
here, these alternative approaches are still relatively
new to climate system modeling in comparison to low-
order finite-volume methods. The sole purpose of this

Fig. 10 Quality histograms of
SCVTs of the North Atlantic
with 47,305 nodes (top) and
183,907 nodes (bottom). Left:
Distribution of quality
measurement of Voronoi
cells σ ; right: distribution of
quality measurement of
Delaunay triangles q
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Fig. 11 An idealized
ocean–ice shelf system. The
ice domain (left) flows into
the shelf region (semicircle)
via an ice stream. Enhanced
resolution in the vicinity of
the ice stream, ice shelf, and
ice margin will be required

Fig. 12 SCVT of ocean–ice shelf system using 9,359 nodes. Note enhanced resolution in the vicinity of the ice stream, ice shelf, and
ocean–ice interface
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Fig. 13 Close-up of ocean–ice shelf SCVT in the vicinity where the ice stream enters the shelf region. Left: SCVT using 9,359 nodes.
Right: SCVT using 37,157 nodes

section is to exhibit a low-order, finite-volume method
capable of producing robust simulations when imple-
mented on nonuniform SCVTs. The implication is that
these meshes are immediately applicable to current-
generation CSM components. With this purpose in
mind, the discussion below is not intended to be exhaus-
tive. In many respects, developing numerical methods
that effectively utilize these nonuniform SCVTs is a
much richer and more difficult problem than generating
the mesh itself. While some efforts to exploit the local
uniformity of SCVTs have already been completed
(e.g., see Du and Ju 2005), much work remains. We
have made significant progress regarding the formula-
tion of finite-volume schemes suitable for implementa-
tion in these variable resolution meshes. These results
will be detailed at a later time.

4.1 Continuous equations

For this demonstration, we choose the nonlinear,
shallow-water equations spanning the entire surface of
the sphere:

∂h
∂t

+ ∇ · (hu
∼

) = 0 (15)

∂u
∂t

∼ + (ω + f ) k
∼

× u
∼

= −g∇(h + hs) − 1

2
∇∥∥u

∼

∥∥2 (16)

ω = k
∼

· (∇ × u
∼

)
(17)

where h is the fluid thickness, hs is the height of the
lower boundary, u

∼

is the vector velocity orthogonal

Table 3 Mesh information of SCVTs for ocean–ice shelf system

Number of generators σmin σavg hmax/hmin Number of triangles qmin qavg

9,359 0.275 0.735 8.91 18,440 0.568 0.942
37,157 0.313 0.769 10.15 73,765 0.626 0.951
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Fig. 14 Quality histograms of
SCVTs of the idealized
ocean–ice sheet with 9,359
nodes (top) and 37,157 nodes
(bottom). Left: distribution of
quality measurement of
Voronoi cells σ ; right:
distribution of quality
measurement of Delaunay
triangles q
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to the local normal vector k

∼

, and f is the Coriolis
parameter. The component of relative vorticity in the
plane normal to the surface of the sphere, ω, is defined
in Eq. 17.

4.2 Discrete equations

We utilize the discrete method developed by
Bonaventura and Ringler (2005). While the method
developed in Bonaventura and Ringler (2005) is
intended for use on multiresolution meshes, to our
knowledge, this is the first demonstration. This method
uses the Delaunay triangulation as the finite-volume
cell for the thickness equation. The vorticity field is
defined on the Voronoi diagram. Velocity components
normal to the triangle edges are retained as prognostic
equations. A schematic of this discretization is shown in
Fig. 15. All quantities with overhats are derived fields,
with T̂ representing the reconstructed tangent velocity
required for the Coriolis force and η̂ representing
the absolute vorticity (see Bonaventura and Ringler
2005 for a full discussion). The discrete system is
expressed as:

∂hi

∂t
= −1

Ai

nedges∑
j=1

ĥ j N j dl j (18)

∂ N j

∂t
= η̂ jT̂ j −

{[
gh + ghs + K̂

]
iForward

−
[
gh + ghs + K̂

]
iBackward

}
/dc j, (19)

where the summation in Eq. 18 is over the edges of each
triangle. In terms of solution error, the scheme is nom-
inally second-order accurate in space using centered-
in-space reconstructions and fourth-order accurate in
time using fourth-order Runge–Kutta time-stepping
(see, e.g., Bonaventura and Ringler 2005). The simula-
tions utilize no limiters, filters, or explicit dissipation of
any sort. The center-in-space numerics, along with the
fourth order Runge–Kutta scheme, is used to minimize
any implicit diffusion.

We demonstrate this method on the two SCVTs
shown in Fig. 16. Each mesh contains 40,962 nodes. The
solid black line indicates the boundary of an orographic
feature that is the sole forcing of the simulation (see
below). The first mesh (top) is generated with a uniform
density function leading to an average grid spacing
of 120 km. The second mesh (bottom) is generated
with higher densities in the vicinity of the orographic
feature. The density function is chosen such that the
average grid spacing is three times smaller (40 km)
in the vicinity of the mountain than compared to its
quasiuniform counterpart. The solid colors indicate our
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Fig. 15 A schematic of the finite-volume system. Thickness, h,
and kinetic energy, K̂, are defined at the center of the triangle. The
normal component of velocity, N j is defined at each cell edge.
Vorticity, η, is defined at the triangle vertices. All quantities with
overhats are derived fields, see Bonaventura and Ringler (2005)
for details

domain-decomposition strategy for efficient implemen-
tation on distributed memory systems: each block rep-
resents a different computational processor.

4.3 Simulation

We apply this numerical method to one of the standard
shallow-water test cases developed by Williamson et al.
(1992) referred to as test case 5. In this test case, a flow
in geostrophic balance is confronted with a large-scale
orographic feature at the start of the simulation, t = 0.
The transient forcing at t = 0 leads to the generation
of large-amplitude gravity waves and Rossby waves.
The sole forcing mechanism is the presence of the oro-
graphic forcing. While no analytical solution is known,
results from high-resolution global spectral models are
adequate reference solutions for the simulations con-
ducted here (e.g., see Lipscomb and Ringler 2005).

Both simulations are stable over the course of the
15-day integration. The kinetic energy field for each
simulation is shown in Fig. 17. Both simulations pro-
duce the same large-scale flow structure: an anticyclone
dominates in the region of orography with a strong,

Fig. 16 Top: a SCVT using 40,962 nodes with a uniform density
function. Bottom: a SCVT also using 40,962 nodes but using a
nonuniform density function with high values of density occur-
ring in the vicinity of the orography (shown by the solid black
line). The variable-resolution mesh results in a minimum grid
spacing of approximately 1/3 that found in the quasiuniform
mesh. The colored background denotes groups of cells (blocks)
that are distributed across multiple processors. The numerical
method employed here defines vorticity on the SCVT nodes and
mass on the dual Delaunay triangulation

stationary, low-pressure system residing immediately
downstream. Both simulations produce velocities in
excess of 40 m/s in the jet region.
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Fig. 17 Kinetic energy field at day 10 of simulation. Top: simula-
tion using quasiuniform mesh. Bottom: simulation using variable-
resolution mesh

Figure 18 shows how the error norms for each of
these simulations evolve over the course of the sim-
ulation. The error is based on the deviation of the
thickness field from high-resolution spectral results.
The panel on the top shows the normalized L2-error
following the procedure in Tomita et al. (2001), Eq. 17.
The L2 error norm is computed for two regions: a
global domain and a local domain defined by hs > 0
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Fig. 18 Top: L2 error norms for both the global domain and
the local domain in the vicinity of the orography. Bottom: L∞
norms for the same two domains. Each figure compares the errors
produced in the uniform-mesh simulation to the errors produced
in the variable-mesh simulation

that is coincident to the region of enhanced resolution.
The panel on the bottom depicts the L∞-norm with
the same layout. Since the L2 error is normalized by
the reference values, we only compare norms within the
same averaging domain. When comparing the global L2

error norms between the simulations, we find that the
variable-resolution mesh provides marginal improve-
ments only for times less than 24 h. At the early stages
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of the simulation, the benefit of the variable-resolution
mesh is due mostly to a better representation of the
initial condition. For the remainder of the integration,
the two simulations have nearly identical global L2

error values. When we compare the local L2 error
values, we find a slightly different result; averaged over
the duration of the simulation, the variable-resolution
mesh reduces the error by approximately 20%. The L∞
error values (bottom panel) exhibit a similar tendency.
The variable-resolution mesh provides limited benefit
in the context of global error reduction but does signifi-
cantly reduce the errors in the vicinity of the orography.
In this case, the variable-resolution mesh reduces the
local L∞ error norm by a factor of two as compared to
the uniform mesh simulation. The implications of these
findings on the merit of multiresolution CSMs will be
discussed in the next section.

5 Discussion and conclusions

We have argued that the traditional paradigm of con-
structing IPCC-class climate models based on quasiu-
niform meshes will be strained in the coming decade
by two mechanisms. First, each CSM component cur-
rently has one or more unresolved processes that may
play an important role in the dynamics of the global
climate system. These processes are either omitted al-
together, exemplified by the omission of ice streams
in ice sheet models, or highly parameterized, exem-
plified by the subgrid scale models of eddy activity
in the ocean. The current and foreseeable computa-
tional resources preclude the notion of resolving these
processes everywhere all of the time. Second, IPCC-
class climate models will be pressed into the role of
simulating regional climate change with the purpose of
developing adaptation and mitigation strategies. The
resolution and computational resources required for
the robust simulation of regional climate change will
force the climate modeling community to develop an
alternative approach to compliment the emerging suite
of quasiuniform global CSMs.

One promising approach to meet these new chal-
lenges is based on the use of SCVTs. These tessella-
tions (or meshes) offer many attractive qualities in the
context of climate system modeling. First, since these
meshes are a superset of the commonly used
“icosahedral–hexagonal grids,” we can conceptually
consider SCVTs to be an extension of meshes already
in use today. Second, SCVTs allow for the spatial allo-
cation of nodes in a straightforward, intuitive manner.
SCVTs are generated with respect to a user-defined
density function where nodes are “clustered” toward

regions of high density and away from regions of low
density. Since each SCVT is associated with a Deluanay
triangulation, this method is amenable to numerical
methods situated on either the Voronoi diagram or the
Delaunay triangulation. The proven SCVT properties
related to smoothness and uniformity are conveyed to
the Delaunay triangulation. If we understand a system
well enough to know how to redistribute our degrees
of freedom (and, hence, our computational resources),
SCVTs offer an easy way to implement this redis-
tribution. Finally, and most importantly, SCVTs are
amenable to rigorous analysis from which we can make
statements regarding the regularity of a given mesh and
how that regularity will improve as we increase the
nodes in a given domain.

We demonstrated the potential for this technique by
developing example meshes for several different com-
ponents of the Earth’s climate system: the Greenland
ice sheet, the North Atlantic Ocean, and a generic
Antarctica ice shelf–ocean interaction. Furthermore,
our example numerical method developed a multireso-
lution mesh that is characteristic of local resolution en-
hancement in regional atmospheric modeling. In each
of these examples, we exhibited the ability to precisely
manipulate the regions of enhanced resolution through
our choice of the SCVT density function. In two of the
examples (Greenland and North Atlantic), the SCVT
density function was developed directly from physical
characteristics of the system. In the Greenland exam-
ple, we used the observed ice velocity distribution to
develop a SCVT density function that places increased
resolution in and around ice streams. In the North
Atlantic example, we constructed the SCVT density
function in order to obtain meshes that are able to
resolve eddy activity associated with the Gulf Stream
and North Atlantic current. In each of these examples,
we computed metrics that measure the quality of the
mesh. In all cases, and in agreement with the theoretical
underpinnings of SCVT, we found that increasing the
degrees of freedom results in a uniform improvement
in mesh quality. We found this consistent improvement
in both the Voronoi diagrams, and in the Delaunay
triangulations.

While the primary purpose of this work is to demon-
strate the potential for SCVTs to produce high-quality,
multiresolution meshes for climate system applications,
we felt it important to also exhibit a traditional, finite-
volume technique that can successfully exploit the ben-
efits of a variable-resolution mesh. While our results
in this regard are far from sufficient, we have at least
produced one positive example in the context of the
global shallow-water equations. Even this simple ex-
ample has provided some guidance on what we should
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and should not expect from multiresolution techniques,
such as the one developed here. For instance, given
the hyperbolic nature of many of the Earth’s climate
system components, it will be extremely difficult to
reduce formal solution error over a wide range of con-
ditions. Eventually, the error will become dominated
by some phenomena (transient or otherwise) occurring
in regions of low resolution. While this problem occurs
regardless of the numerical method employed, it will
likely be particularly evident when using the low-order,
finite-volume methods that are ubiquitous in CSMs
today. In contrast to reducing formal solution error, our
emphasis will be on the formulation of robust numeri-
cal methods that produce stable, long-term simulations
over a wide class of phenomena without the need for
ad hoc filtering or dissipation. The driving purpose for
developing multiresolution climate system components
will be for the simulation of new phenomena requiring
enhanced resolution, not necessarily for the formal
reduction in solution error.

While this work has demonstrated the ability to gen-
erate high-quality meshes for a wide class of problems,
the daunting challenge going forward is to develop
numerical techniques that can effectively exploit these
high-quality, multiresolution meshes.
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