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Abstract. Simulation is a very powerful tool for hardware designers.
It generally allows the preliminary evaluation of a chip's performances
before its �nal tape out. As security against side-channel attacks is an
increasingly important issue for cryptographic devices, simulation also
becomes a desirable option for preliminary evaluation in this case. How-
ever, its relevance highly depends on the proper modeling of all the attack
peculiarities. For example, several works in the literature directly exploit
SPICE-like simulations without considering measurement peripherals.
But the outcome of such analyses may be questionable, as witnessed by
the recent results of Renauld et al. at CHES 2011, which showed how
far the power traces of an AES S-box implemented using a dynamic
and di�erential logic style fabricated in 65 nm CMOS can lie from their
post-layout simulations. One important di�erence was found in the linear
dependencies between the (simulated and actual) traces and the S-box
input/output bits. While simulations exhibited highly non-linear traces,
actual measurements were much more linear. As linearity is a crucial pa-
rameter for the application of non-pro�led side-channel attacks (which
are only possible under the assumption of �su�ciently linear leakages�),
this observation motivated us to study the reasons of such di�erences.
Consequently, this work discusses the relevance of simulation in security
evaluations, and highlights its dependency on the proper modeling of
measurement setups. For this purpose, we present a generic approach to
build an adequate model to represent measurements artifacts, based upon
real data from equipment providers for our AES S-box case study. Next,
we illustrate the transformation of simulated leakages, from highly non-
linear to reasonably linear, exploiting our model and regression-based
side-channel analysis. While improving the relevance of simulations in
security evaluations, our results also raise doubts regarding the possibil-
ity to design dual-rail implementations with highly non-linear leakages.

1 Introduction

Side-channel attacks are considered an escalating threat to the physical security
of cryptographic devices. These attacks are worrisome for actual applications
since they are relatively cheap, easy to conduct and can be extremely power-
ful (e.g. leading to key recoveries). Generally, side-channel attacks are classi�ed
as pro�led or non-pro�led [9]. Pro�led attacks, such as using templates [2], are
based upon the assumption that the adversary has prior access to the target
device and is capable of accurately pro�ling it. By contrast, non-pro�led attacks



(e.g. Correlation Power Analysis (CPA) [1]) represent another group of (subop-
timal but sometimes more realistic) adversaries who do not have the required
capabilities to pro�le the leakages of the target. This di�erence is important
as it was shown in a recent work by Whitnall et al. that we have a strict sep-
aration between such attacks [22]. That is, there (theoretically) exist leaking
devices that can only be attacked under some a priori assumptions obtained
through pro�ling. In practice though, the actual scenarios where only pro�led
attacks can succeed usually correspond to so-called �highly non-linear" leakage
functions [21] - of which the existence remains an open question. Informally, a
leakage function is considered non-linear if it cannot be accurately estimated by
a linear combination of some intermediate bits processed by the target device
(e.g. with Schindler et al.'s stochastic approach [16]). We say that it is highly
non-linear if the resulting models do not allow successful key recoveries.

Security against side-channel attacks is usually obtained through a combina-
tion of countermeasures. As such countermeasures imply signi�cant performance
overheads, the best tradeo� between e�ciency and security for small embedded
devices has become an important research topic. But as usual in hardware de-
sign, the �nal performances of a taped out chip is not the only cost criteria. In
particular, it has been frequently observed that countermeasures looking sound
on a mathematical basis could be less e�ective than expected, because of phys-
ical artifacts (the problem of masking and glitches is a well-known example of
this concern [10]). Hence, avoiding such limitations as early as possible in the
development of a cryptographic implementation is also desirable. As a result, the
improvement of simulation-based side-channel security evaluations has become
another topic of interest [8,13], with the long-term goal to develop integrated
design �ows, with physical security as part of the optimization criteria [12,20].
Quite naturally, such a goal also raises questions regarding the relevance of sim-
ulated leakages, as noted by Tiri and Verbauwhede [19], or more recently by Re-
nauld et al. [14]. The latter used state-of-the-art evaluation tools for quantifying
information leakages, and put forward a di�erence of linearity between actual
and simulated traces, raising questions about both the relevance of simulations
for this criteria, and the possibility to design circuits with non-linear leakages.

In this paper, we contribute to these two important issues. Namely, we �rst
narrow the gap between simulations and actual measurements. For this purpose,
we develop a �exible model that captures measurement artifacts in side-channel
attacks and integrate it into SPICE simulations. In order to validate it, we then
analyze a Dynamic and Di�erential Swing-Limited Logic (DDSLL [3]) implemen-
tation of the AES S-box, in a 65nm CMOS technology (implementation details
of the DDSLL S-box are beyond the scope of this study and can be found in [7]).
This target circuit was chosen because it includes a circuit-level countermeasure
for which non-linear leakages are expected (and have been previously observed in
simulations [14]). But as highlighted in this previous work, such a non-linearity
was not found in actual measurements. We repeat this comparison with gradu-
ally improved simulation models, that include elements such as the cables, socket
and package that potentially a�ect the leakage traces, eventually leading to ac-



curate approximations of our measurements. By performing a regression-based
information theoretic evaluation of our target implementation, we demonstrate
how certain elements of the model can explain the transformation of a leak-
age function, from highly non-linear to fairly linear. Since this transformation is
quite independent of the logic style design, our study consequently raises doubts
regarding the possibility to design a dual-rail implementation with highly non-
linear (and hard to linearize) leakages. Eventually, and despite the fact that the
model we propose is speci�c and adapted to the measurement environment that
we used in our experiments, we mention that our approach is rather generic. That
is, the contribution of each element in the model will of course di�er depend-
ing on the type of package, socket (if used), type of cable, etc. But we expect
the way we include these elements in a model and their relative importance to
remain meaningful for a wide range of implementations and setups.

2 Preliminaries

2.1 Notations

In this work, capital letters are assigned to random variables, while lower case
letters refer to samples of these random variables. For example, L is the random
variable representing a leakage and l is an actual power trace picked up from
this distribution. The power trace is composed of t time samples. Generally, the
leakage function has two input arguments: the discrete random variable X which
denotes the value of the processed data under investigation, and the continuous
random variable N which represents the noise in the measurements. The leakage
function variable denoted by L( , ) contains either random variable arguments
or �xed arguments. For example, L(x,N) is a random variable representing the
noisy traces corresponding to a �xed processed data x. We also denote the tth

time sample in a leakage trace as Lt( , ). In the measurement environment, we
�nally de�ne (noise-free) mean traces as:

Lmeas
t (X) = Ê

n
L(X,n), (1)

where Ê denotes the sample mean operator1. Note that in the simulation en-
vironment, the provided traces are noise-free by default. In this case, and in
order to analyze the impact of noise on the security of the S-box implementa-
tion, we added a Gaussian noise to the simulations2 (this is a usual assumption
in side-channel attacks, which will also be con�rmed in Section 3). As a result,
our investigations considered three types of leakage traces. The �rst case is the
simulated leakage function which is given by:

L1
t (X,N) = Lsim

t (X) +N. (2)

1 The noise-freeness naturally depends on the sampling, but in view of our low-noise
measurements, we were able to extract well estimated means in our experiments.

2 Gaussian noise is added to the simulated traces in a post processing step assuming
the noise-free simulated traces to provide the means of our leakages.



The second case is when the actual power traces are considered. Here, the noise
is directly present in the measurements obtained from the oscilloscope and the
corresponding leakage function is given by:

L2
t (X,N) = Lmeas

t (X,N). (3)

The third case is a hybrid leakage function combining the noise-free mean traces
of Equation 1 with Gaussian noise:

L3
t (X,N) = Lmeas

t (X) +N. (4)

2.2 SCA evaluation metrics

In order to evaluate the leakage of the measured and simulated traces of the
DDSLL S-box and assess their linearity, we estimated the information theoretic
metric put forward in [17] and re�ned in [15]. That is, we computed the Perceived
Information (PI) that corresponds to the amount of information that can be
exploited by a side-channel adversary given a certain leakage model, namely:

P̂I(X;L) = H[X]−
∑
x∈X

Pr[x]
∑
l∈L

Pr
chip

[l|x] . log2( P̂r
model

[x|l]).

It captures the accuracy of the adversary's leakage model estimate (given by
P̂rmodel[x|l]) at predicting the true (unknown) leakage function of an imple-
mentation (denoted as Prchip[l|x]). In case these two distributions are identical
(e.g. in a simulated environment), we have a perfect evaluation and the PI is
equivalent to the standard de�nition of mutual information (i.e. it captures the
worst-case information leakages). By contrast, if these distributions deviate -
because of practical limitations in the number of traces used for pro�ling, or
because of a simpli�ed (e.g. linear) leakage model - the PI is the (best available)
estimate of the target device's leakage, biased by this slightly incorrect model.

2.3 Estimation tools

As previously mentioned, computing the PI �rst requires to estimate the leakage
distribution with a model P̂rmodel[x|l]. Then, the evaluator just has to sample
values l from the true distribution Prchip[l|x] and estimate the previous equation
from it. In this section, we brie�y describe the statistical tool we used for this
purpose, namely Schindler et al.'s pro�led stochastic approach [16]. It essentially
aims to approximate the leakage samples with a linear combination of some base
vectors. That is, during pro�ling the adversary chooses the base vectors g0(x),
g1(x), . . ., gd(x). These base vectors represent monomials in x (the input and/or
output and/or intermediate bits of the DDSLL S-box under attack), e.g. d=8
in case of a linear model for an 8-bit S-box. Then, the adversary performs a
regression in order to build a model L̂t(x,N) = Σi βi,t . gi(x) + N that best
suits the true leakages. Of course, the stochastic approach with a linear model
cannot be perfect if the leakage function is non-linear. But by increasing the



number of elements in the basis, non-linearities can additionally be captured (e.g.
with a d=256-element basis, a stochastic model is equivalent to the templates
in [2], excepted that it only estimates a single variance for N). In the rest of this
paper, the use of the stochastic approach was naturally motivated by our goal
to analyze the linearity of di�erent (simulated and real) leakage functions.

2.4 Test chip and measurement setup

The chip was fabricated using a low-power 65 nm technology. All the input,
output and clock signals of the DDSLL S-box are bu�ered. The S-box is powered
by its own supply rail which is di�erent from that of the bu�ers in order to
directly assess the security of the DDSLL S-box implementation by itself. The
chip is packaged in a 44-pin CQFP package. To study the power traces, the
voltage drop on a resistor (1kΩ) introduced in the path of the power supply
of the measured S-box is monitored using a di�erential probe and adequately
manipulated in a post processing step to get the power traces. We used a high
sampling rate oscilloscope (1 Gsample/second), while running the chips at 2 MHz
(motivated by interface constraints of our prototype board). Measurements were
repeated 100 times to assess the security of DDSLL S-box under real noise. On
the other hand, simulated power traces are obtained using post-layout SPICE
simulations. Only parasitic capacitances to GND are extracted from the layout
using Synopsys Star-RCXT. Both simulations and measurements are done at
ambient temperature using a nominal supply voltage of 1.2 V. Figure 1 shows
the �oor plan of the test chip and all the PADs description are given in Table 1.
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Fig. 1. Floor plan of the test chip.



Table 1. Description of the di�erent PADs shown in Fig. 1.

Model Description

in[0-7] Input analog PADs
Dout[0-7] Output analog PADs
Clk Clock analog PAD
V DDpwrDDSLL Supply analog PAD for the DDSLL AES S-box
V DDBUFL Supply analog PAD for core bu�ers
V DDBUFH Supply PAD for I/O bu�ers
GND 2 Ground analog PADs

V DDE Supply PAD for the PADs
GNDE Ground PAD for the PADs

3 Simulated traces vs. actual measurements

In this section, we exploit a linear regression based information theoretic analy-
sis to analyze simulated and actual leakage traces, and to evaluate the practical
relevance of certain assumptions regarding the physical behavior of our mea-
surements. For this purpose, we essentially compute the PI between 256 events
x given their leakage, using a model P̂rmodel[x|l] obtained thanks to the stochas-
tic approach3. Our analyses are limited to the evaluation phase of the DDSLL
S-box, which have been previously shown to leak the most information [14].

3.1 Direct analysis

In the direct analysis, we compare preliminary post-layout SPICE simulations
and actual measurements. For the preliminary simulations, we simply probed the
current �owing from the supply voltage without adding a resistor in its path and
without any model representing the measurement speci�cities. The upper part
of Figure 2 plots the current traces of both preliminary simulations and mea-
surements, allowing to highlight two signi�cant di�erences. First, we observe the
di�erent scales in the X-axes: computations end in about 8 ns for preliminary
simulations, whereas in measurements, they last around 100 ns. Next, there ex-
ist high frequency components resulting from the computations of the di�erent
blocks of the S-box in preliminary simulations (assumably related to the high
switching activity in strong cryptographic functions). By contrast in measure-
ments, these high frequency components are �ltered out due to the presence of
di�erent elements related to the chip, PCB, cables and equipments. Besides, it
is also noticeable that measured traces oscillate at a changing frequency that
is not observed in simulations. This point can be explained by the fact that in

3 Strictly speaking, there are 2562 transitions that could be considered. To reduce the
cost of our analysis, we only considered transitions between 0 and a value between 0
and 255. From past experiments, we do not expect this restriction to have a strong
impact on our conclusions, in particular for the part related to the leakages linearity.
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Fig. 2. (a) Simulated and (b) measured current traces of the DDSLL S-box during the
evaluation phase for di�erent inputs (inputs transition from 0 to an arbitrary state
from 0 to 255). (c) Perceived information using a linear stochastic model in function of
time for simulated traces without any noise and (d) measured traces with real noise.

preliminary simulations, the traces are perfectly aligned with minimal ampli-
tude and time shifts at the beginning of the clock cycle, and start to misalign as
the computations progress. Such a phenomenon is mainly due to the presence
of unavoidable imbalances between the capacitances of the di�erential signals
and circuitry which lead to some dependencies on the processed data. Due to
the larger span of the measured traces over time, this misalignment appears
to be smaller in actual traces. Furthermore, it is also reshaped by the various
components present in the measurement setup forming oscillations

As a natural complement to this informal analysis, we investigated the in-
formativeness of all the time samples in the simulated and measured traces, as
illustrated in Figure 2 (c) and (d), respectively. The leakage function in Fig-
ure 2 (c) corresponds to simulations (de�ned as L1

t (X) in Section 2.1) where the
noise parameter is set to 0. The leakage function in Figure 2 (d) corresponds
to the actual measurements L2

t (X,N). Clearly, the linear stochastic model is
unable to e�ciently extract information from the simulated traces (for all time
samples) as the PI < 0.1 for basic simulation, whereas it is quite successful in
the actual measurement case where the PI is ' 0.3 for measurement noise in the
order of 6.10−6. So we can indeed conclude that there is a signi�cant di�erence
of linearity between these two contexts. In view of the previously mentioned
�ltering e�ects, a natural explanation would be that these deviations can be
explained by the measurement setup. As a result, we try in the next section to
incorporate measurement artifacts in our simulation environment.



3.2 Measurement artifact models

A measurement environment includes di�erent components such as equipment,
cables, PCB, socket, chip's package and pads, . . . The precise modeling of these
components is a tedious task and goes with a risk to signi�cantly increase the
simulation time (which is of course undesirable). As a result, our main goal is to
have a �exible model that adequately captures the most signi�cant physical phe-
nomenon contributing to the �ltering of the traces seen in measurements (thus
removing all the nonlinearities, as will be shown in the following section), within
reasonable simulation time. One way to do this is to gradually add components
that we believe important to the model, until the simulations are �good enough".
For example, we easily found out (as will be con�rmed in the rest of the sec-
tion) that the resistor in the supply path, package [4], QFP socket [18], cables
and di�erential oscilloscope probe are important components in the model4. By
contrast, we choose to neglect other components to keep the model simple, such
as the terminations of the testing equipment (e.g. the supply sources and the
oscilloscope), the bonding wires, the pads and the PCB connecting paths.

Note that a previous work [5] developed a method to simulate cryptographic
systems using an equivalent circuit model (the linear equivalent circuit and cur-
rent source model [6,11]), based on real measurements obtained from a prototype
chip. The authors built their model for an FPGA implementing the AES algo-
rithm and accurately emulated the peripheral circuitry, such that the simulation
results are in agreement with measurements. Our approach is rather di�erent
because we focus on building an admittedly simpler peripheral model that does
not need prior measurements (which typically corresponds to the situation dur-
ing ASIC developments). So both approaches can be viewed as complementary:
ours for preliminary investigations based on simulation models only, and the one
in [5] whenever measurements are available to re�ne the model.

Figure 3 illustrates the equivalent circuit model of the measurement artifacts
used in our improved simulation environment, and Table 2 details the descrip-
tion and value of each element in the model. Based upon the length of the cables
used, the self inductance is calculated for the supply and input/output signals.
However, since the ground occupies the entire lower plane of the PCB and is
at the same time connected to the supplying equipment via several cables (the
grounds of all equipment are connected together), we assumed the ground ca-
ble inductance to be less than the supply cable inductance. As for the mutual
inductances and capacitances between adjacent pins in the socket and package,
only those to the immediate pins are shown in Figure 3. Nevertheless, mutual in-
ductances to the next-of-immediate pins in the package model are also included
(not shown in the Figure 3 for simplicity). The relationship between pins can
be seen from the test chip in Figure 1 in order to e�ectively model the mutual
inductances and capacitances. The value of the resistor in the S-box supply path

4 Models for the package [4] and QFP socket [18] do not exactly correspond to our
setup (e.g. they di�er in pin count) - but were the only publicly available ones.



Cable Socket Package

P
C

B
 

si
d

e

P
a

ck
a

g
e 

si
d

e

Chip

Lcable

Lcable

Lsoc

Lsoc

Rsoc

Rsoc

C
so

c-
a

C
so

c-
a

C
so

c
-b

C
so

c-
b

C
m

-s
o

c-
b

C
m

-s
o
c-

a

Mm-soc

R/2

R/2

R/2

R/2

L/2

L/2

L/2

L/2

C
p
a
c

k
C

p
a

ck

C
m

-p
a

c
k

Mm-pack Mm -pack

(a)

Cable

P
C

B
 s

id
e

Lcable

Rdiff

Diff. 
probe 
model

(b)

PCB

Cdiff

RprobeRprobe

(c)

Fig. 3. Equivalent circuit model of (a) two arbitrary signals illustrating the cable,
socket and package elements featuring self and mutual inductances/capacitances and
(b) extra components that are included in the S-box supply path (namely, Rdiff and
di�erential probe model which is further detailed in part (c) of the �gure).

depends on the amount of instantaneous current to be monitored and the resolu-
tion of the oscilloscope. The probe model can be simpli�ed by a small di�erential
capacitance and two resistors connected on each side to the ground.

Of course, neither our measurement artifacts model nor the one in [5] can
be considered as completely generic, in the sense that they both need �some
prior knowledge" about the target circuit (FPGA / ASIC, type of package to be
used, . . . etc.) and measurement setup (socket / no socket, PCB, types of probes,
. . . etc.). Quite naturally, a circuit designer is always advised to incorporate the
most precise information in his peripheral model. Yet, we belive the most impor-
tant shortcomings in security evaluations happen when measurement setups are
simply ignored from the simulation environment. In this respect, the quality of
our model gradually improves with the accuracy of its component speci�cations,
but even approximated speci�cations already allow increasing the relevance of
simulations signi�cantly, which is the main contribution of this work.

3.3 Improved analysis

We now employ the model illustrated in the previous section in order to improve
our analysis and re�ect our measurement environment in simulations. First, we
show in Figure 4 (a) how close the shape of the simulated traces gets to the
measured ones in Figure 2 (b). In particular, the �gure now features an expansion



Table 2. List of the elements in the measurement environment model of Figure 3.

Element Symbol Description Value

Cable Lcable

supply inductance 688 nH
input/output inductance 300 nH
GND inductance 200 nH

Socket [18]

Lsoc lead inductance 1.35 nH
Rsoc parallel lead resistance 600 Ω
Csoc−a cap. to ground (PCB side) 0.3 pF
Csoc−b cap. to ground (pack. side) 0.45 pF
Lm−soc mutual inductance 0.3 nH
Cm−soc−a mutual cap. (PCB side) 0.09 pF
Cm−soc−b mutual cap. (pack. side) 0.09 pF

Pack. [4]

L inductance 1.2 nH
R series resistance 0.28 Ω
Cpack cap. to ground 0.1 pF
Lm−pack mutual inductance 1.3 nH
Cm−pack mutual capacitance 0.2 pF

Di�. Probe
Cdiff capacitance 0.7 pF
Rprobe resistance 25 kΩ

Rdiff resistor in S-box VDD path 1 kΩ

in the time span (with respect to preliminary simulations), �ltering o� the high
frequency components and oscillations at a changing frequency. Although neither
the time span nor the frequency of oscillations of the improved simulated traces
perfectly �t the measured results, the model proves to adequately emulate the
measurement speci�cities to a much better extent. In particular, it directly shows
the impact of di�erent components on the linearization of the leakage samples.
As can be observed in Figure 4 (b), most of the time samples now appear to
be su�ciently linear (i.e. the leakage function is well modeled by the linear
stochastic approach based upon the output bits of the S-box).
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Fig. 4. (a) Simulated current traces for the the DDSLL S-box with measurement arti-
facts and (b) corresponding perceived information using a linear stochastic model.

As a complement, we investigated the impact of some key elements in the
measurement artifacts model on linearizing the leakage function of the simulated
traces. For this purpose, we computed the PI in function of the simulated noise
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for leakage variables L1
t (X,N) and L1

t (X,N) (represented by solid lines) as well
as the PI for the actual noise in our measurements for leakage variable L2

t (X,N)
(represented by a dot). The results of this experiment are reported in Figure 5,
in which the curves are given for the single time sample that maximizes the
perceived information using the linear stochastic model in all the investigated
cases (denoted with letters A to D, depending on the simulation model). The
description of these di�erent models used is provided in Table 3.

Table 3. Description of the di�erent models used in Figure 5.

Model Description

A 1 kΩ + di�. probe
B 1 kΩ + di�. probe + package and socket
C 1 kΩ + di�. probe + package and socket + VDD cable
D 1 kΩ + di�. probe + package and socket + VDD cable + GND cable

As previously observed, it is clear that the leakage function given by prelim-
inary simulations is highly non-linear. Next for case A, only the 1 kΩ resistor in
the S-box supply path is modeled without any cable, socket or package models,
leading to a �rst (slight) improvement of the linearity in simulated traces. Adding
the socket and package models in case B (including all the mutual e�ects) with-
out the cable inductances to the 1 kΩ resistor further increases the linearity at
low noise levels, and shifts the curve towards the measurement one at real noise.
Although not shown here, the mutual e�ects in the socket and package models
did not have a signi�cant impact on linearizing the simulated leakage function.
Nevertheless, the use of the mutual inductances and capacitances in the model
helped forming the oscillations in the simulated traces. Furthermore, including
cable inductances in the supply paths (S-box and bu�ers) without those of the
GND in case C signi�cantly raises the perceived information to 1.6 bits at low



noise levels, and pushed the curve even closer to the measurement one at real
noise. This is mainly attributed to the fact that the e�ect of the cable inductance
for the S-box supply is taken into account (with negligible impact of the cable
inductance of the bu�ers supply). Finally, adding the GND cable inductances to
the model in case D helped the simulated perceived information to coincide with
the measurements with a slight overestimation at noise levels higher than 10−6.
Here, the e�ect of ground bounce could be seen both in the improved simulated
traces and linearization of the leakage function to match the measurements.

Clearly, the cable inductances of both the S-box supply and GND are the
dominating contributors to the linear dependency between the actual traces and
the S-box output bits. They helped forming the low-pass �lter that leads to
smoothing the shape of the traces by removing the high frequency components,
which eventually emphasizes the amplitude shifts and increase the linearity of
the leakage function. Overall, the careful choice of the contributing elements in
the measurement artifacts model rendered the simulation time overhead negligi-
ble since the DSSLL S-box itself (on-chip) has many orders of magnitude more
elements than the simple o�-chip model (the simulation time overhead due to

our model was less than 1% of the original S-box simulation time). Also, it is im-
portant to note that the Gaussian noise hypothesis is reasonably accurate, as the
hybrid leakages with simulated noise correspond well to the actual measurements
with real noise (which is con�rmed by the position of the dot in Figure 5).

Consequently, our study highlights the importance of having (even approx-
imate) prior knowledge about the measurement speci�cities of a cryptographic
implementation during its early design cycle. This way, the designer can incorpo-
rate these artifacts in the simulation environment and make any design changes
(if necessary) before having to actually manufacture the �nal chip.

4 Conclusions

In a previous work by Renauld et al. at CHES 2011, a di�erence in the linear-
ity of the leakage functions was observed between actual and simulated traces,
raising doubts about the relevance of simulations and the possibility of design-
ing circuits with non-linear leakages. This result suggested the improvement of
simulation-based side-channel security evaluations as an important open prob-
lem, and a preliminary step for the integration of such tools in standard de-
sign �ows. In this paper, we consequently aimed to improve this situation, both
regarding the linearity of simulated traces (that matters for the application of
non-pro�led side-channel attacks) and regarding the amount of information they
provide (that determines the data complexity of pro�led side-channel attacks).
For this purpose, we �rst modeled the measurement speci�cities associated to
side-channel attacks and integrated it into SPICE simulations. Then we vali-
dated the model by gradually accumulating the di�erent components that we
believe important such as the resistor in the supply path, package, socket, and
cables, until the simulated and measured traces of the target implementation



provided the same level of linearity and similar perceived information. By do-
ing so, preliminary simulated traces were transformed from highly non-linear
to fairly linear traces. Our investigations con�rmed the need to incorporate the
key physical artifacts in the simulation environment to obtain an accurate as-
sessment of countermeasures against side-channel attacks at the design stage.
Besides, our study also raises the question whether it is possible to design an
implementation with highly non-linear leakages in light of the linearization e�ect
that the physical artifacts inevitably have on the �nal outcome.
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