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ABSTRACT

This paper presents FPGA implementations of the DES and
Triple-DES with improved security against power analysis
attacks. The proposed designs use Boolean masking, a pre-
viously introduced technique to protect smart card imple-
mentations from these attacks. We demonstrate that recent
reconfigurable devices offer excellent opportunities to im-
plement a masked DES. In particular, we use the large em-
bedded memories available in the Xilinx Virtex-II pror FP-
GAs to store precomputed and masked substitution tables. Com-
pared to an unprotected DES design, our proposal only requires
45% more logic resources and 128 Kbit of memory and yields a
throughput of about 1 Gbit/sec.

1. INTRODUCTION

Since their publication by Kocheret al. in 1998 [5], power
analysis attacks have attracted significant attention within
the cryptographic community. So far, they have been suc-
cessfully applied to different kinds of (unprotected) imple-
mentations of symmetric and public-key encryption schemes.
Although less general than classical cryptanalysis (because
they target one specific implementation), power analysis at-
tacks usually present a very serious threat for practical cryp-
tosystems implemented on various platforms. Among the
different countermeasures proposed in the literature to pro-
tect an implementation from such attacks, one of the most
popular is the Boolean masking method. In this proposal,
the cryptographic algorithm is modified in such a way that
the intermediate data never appears as such, but is always
“masked” with random boolean vectors. The masking has
been successfully applied to smart card implementations of
the DES and the AES Rijndael,e.g. in [1, 4]. However, re-
cent works have shown that power analysis attacks are also
practical against ASIC and FPGA implementations of cryp-
tographic algorithms,e.g. in [12, 17]. A practical problem
is therefore to protect these devices.

In this context, one important concern is the implementa-
tion cost of the countermeasure. In particular, the protected
algorithms usually have much higher memory requirements
than the unmasked ones. For this reason, it is often assumed
that masking is not a practical solution for the protection
of hardware implementations. On the opposite, we demon-
strate in this paper that FPGA implementations of the DES
offer very simple and interesting opportunities to implement

the Boolean masking method. In practice, we propose a se-
cure cryptographic design, based on the use of large embed-
ded memories available inside certain recent FPGAs. As the
efficiency of the proposal highly depends on the size of the
substitution tables used in the encryption algorithm, it was
particularly well-fitted to the DES (and, for example, could
not be applied as such to the AES Rijndael). Therefore,
our resulting protected DES implementation only requires
a moderate additional hardware cost. We note that, as most
of the present countermeasures against side-channel attacks,
the masking does not provide any perfect security and only
makes the attack more difficult. Although the aim of this
work is mainly to evaluate the performances of such a pro-
tection, we conclude the paper with a brief discussion of se-
curity issues and provide references to security evaluations
recently applied to FPGAs.

2. DATA ENCRYPTION STANDARD

In 1977, the DES algorithm [10] was adopted as a Fed-
eral Information Processing Standard (FIPS) for unclassi-
fied government communication. Although a new Advanced
Encryption Standard was selected in October 2000 [11], the
DES and Triple-DES are still widely used, particularly in
the financial sector. DES encrypts 64-bit blocks with a 56-
bit key and processes data with permutations, substitutions
andXOR operations. Triple-DES simply applies three en-
cryptions with three different keys to the plaintexts

Basically, the plaintext is first permuted by a fixed permu-
tation IP. Next the result is split into two 32-bit halves, de-
noted withL (left) andR (right) to which a round function
f is applied 16 times. The ciphertext is calculated by ap-
plying the inverse of the initial permutationIP to the result
of the 16th round. The secret key is expanded by the key
schedule algorithm to sixteen 48-bit round keysKi and in
each round, a 48-bit round key isXORed to the text. The
key schedule consists of known bit permutations and shift
operations. As a consequence, finding any round key bit di-
rectly involves that the secret key is corrupted. Finally, the
round function is represented in Figure 1 (a) and is easily
described by:Li+1 = Ri, Ri+1 = Li ⊕ f(Ri,Ki), where
f is a nonlinear function detailed in Figure 1 (b): theRi

part is first expanded to 48 bits with theE box, by doubling
someRi bits. Then, it performs a bitwise modulo 2 sum of
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Fig. 1. Data Encryption Standard.

the expandedRi part and the 48-bit round keyKi. The out-
put of theXOR function is sent to eight non-linear S-boxes,
with six input bits and four output bits. The resulting 32 bits
are permuted by a bit permutationP. DES decryption is the
same algorithm with the round keys in reversed order.

3. BOOLEAN MASKING

Boolean masking is a general method to thwart power analy-
sis attacks in which all the intermediate data inside an im-
plementation is “masked” (i.e. XORed with random Boolean
values), so that the power consumption becomes unpredicta-
ble [1, 4]. For the method to be effective in practice, it is
necessary that all the block cipher transformations can be
applied to the masked data, without being applied to the
original data. This is formalized in the following lemmas
for bit permutations,XOR operations and S-boxes.

Lemma 1: Let P : GF (2)n → GF (2)n be a bit permuta-
tion andb, b1, b2 be three Boolean vectors∈ GF (2)n such
thatb = b1 ⊕ b2. Then, we have:P (b) = P (b1)⊕ P (b2).

Lemma 2: Let b, b1, b2, a, a1, a2 be six Boolean vectors
∈ GF (2)n such thatb = b1⊕b2 anda = a1⊕a2. Then, we
have:a⊕b = (a1⊕a2)⊕(b1⊕b2) = (a1⊕b1)⊕(a2⊕b2).

Lemma 3: Let S : GF (2)n → GF (2)m be a S-box and
b, b1, b2 be three bit vectors∈ GF (2)n such thatb = b1⊕b2.
Then, ∃ a S-boxS′ : GF (2)2n → GF (2)m such that:
S(b) = S(b1)⊕ S′(b1, b2).

Using these lemmas, it is possible to rewrite the DES algo-
rithm in the masked domain. Lemma 3 indicates that such
an implementation requires the use of new S-boxesS′. In
practice, the simplest solution is to precompute and store
them in embedded memories. It is important to remember
that the security of masking relies strongly on the fact that
the mask is randomly updated for every new encryption [4].

4. IMPLEMENTATION

4.1. Masking scheme

From the previous section, it is clear that the most critical
part of a masked implementation is the S-box. As the mask
has to be updated for every encryption, we need oneS′ for
any possible mask. A single masked DES S-box has mem-
ory requirements of212×4 ' 16 Kbit. Although expensive

for most devices, these modified S-boxes fit to the recent
Xilinx Virtex- II pror FPGAs that provide embedded dual-
port synchronous RAM blocks of 16 Kbit. It means that we
can store two precomputed boxes in one RAM block.

A masked S-box is represented in Figure 3 and it is extended
to the complete non-linear functionf in Figure 4. As the ex-
pansionE and permutationP only constitute routing infor-
mation, it is clear that the additional cost needed to mask the
functionf lies in the S-boxS′ only. From these schemes,
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Fig. 3. Masked S-box. Fig. 4. Masked non-linear functionf .

we can easily protect a complete round of the DES algo-
rithm. Assuming that the round inputsLi, Ri are already
masked withMLi, MRi and if the non-linear function out-
put mask at roundi is denoted asM ′

i , it leads to the scheme
of Figure 5. The round outputs are consequently masked
with the following values:MLi+1 = MRi,MRi+1 = MLi⊕
M ′

i . These equations exhibit that, additionally to the round
function of Figure 5, the final implementation requires a
small Feistel structure to compute the valuesMLi+1, MRi+1.
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Fig. 5. Masked round function.

4.2. Practical designs
In practice, we decided to implement a loop architecture
with a one-cycle-per-round structure. Loop architectures
are a relevant choice for investigation because they satisfy
the usual area and throughput requirements for block ci-
pher applications. This structure also allows considering
encryption modes with feedback and limits the memory re-
quirements for theS′ boxes. The round structure and the
additional logic needed to update the masks during the 16
encryption rounds are in Figures 6, 7, in which the same



Device # LUTs # Regs # Slices # RAMBs Frequency Throughput
(MHz) (Mbit/sec)

XC2vp20 550 350 347 4 207 828

Table 1: Performances of our masked DES implementation.

masked functionf is actually used. Finally, we provide the
implementation results on the Xilinx Virtex-II pror tech-
nology in Table 1. Synthesis and implementation were per-
formed with Xilinx ISE 6.1r. The frequency is estimated
after implementation and the hardware cost is evaluated by
the number of LUTs, registers and slices.
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Fig. 6. Masked DES.

5. COMPARISONS

In order to evaluate the additional cost of the masking coun-
termeasure, we implemented exactly the same architecture
as the one of Figure 6, without masking. We also com-
pared our results to the best-reported loop architecture of the
DES, found in reference [15]. However, this latter result in-
volves a modified mathematical description of the algorithm
that was not used in our designs. Therefore, comparisons
between similar architectures are probably more relevant.
From these results, we observe that a masked implementa-
tion of the DES requires additional resources of about 100
FPGA slices and 4 RAM blocks (i.e. 128 Kbit of memory).
However, the final design remains efficient for most applica-
tions and underlines that the DES offers excellent opportu-
nities to implement the Boolean masking countermeasure in
Virtex-II pror FPGAs. Finally, due to the sequential nature
of the presented DES implementation, a Triple-DES design
is straightforwardly derived. Regarding performances, the
resulting designs will involve either a reduced throughput
(i.e. divided by 3) or larger area requirements (i.e. three
times more resources). For readability and comparison pur-
poses, we only mentioned the results of our single DES.
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Fig. 7. Mask generation.

6. ADDITIONAL CONCERNS

6.1. Mask generation

In the previous descriptions, we completely neglected the
generation process of the random mask values. However,
in practice, this strongly influences the security of a masked
implementation. The two important constraints regarding
the random number generation process are:

• The random masks should be generated within the FPGA.
• The random numbers should be generated from a true ran-
dom generator in order to avoid attacks targeting a determin-
istic mask generation process.

Although generating random numbers is a difficult task to
perform using digital hardware, there exist several propos-
als allowing to deal with this problem efficiently,e.g. in
[2, 3, 16]. Reference [3] is particularly convenient for our
application because is does not require the use of an analog
Phase-Locked Loop (PLL) as in [2] and is therefore applica-
ble to a wide range of FPGAs, including Xilinxr ones. For
this reason, we do recommend it for the generation of the
mask values. For efficiency purposes, the true random num-
ber generator can also be used to product the initial seeds of
a PRNG which will consequently generate the masks.

6.2. More efficient schemes

As a matter of fact, the masking countermeasure imple-
mented in this paper was applied naively, using large substi-
tution tables. It is clear that more efficient solutions could
be considered. For example, the masking could be imple-
mented at the gate level,e.g. in [20] or use any particu-
lar structure in the S-boxes,e.g. in [13], and yield smaller
memory requirements. The reason why we chose this strat-
egy was because it was perfectly adapted to the size of the
memory blocks available inside the Virtex-II pror devices.



Algorithm Device # LUTs # Regs # Slices # RAMBs Frequency Throughput
(MHz) (Mbit/sec)

Masked DES Virtex-II pror 550 347 350 4 207 828

Unmasked DES Virtex-II pror 390 221 250 0 259 1036

Unmasked DES [15] Virtex-II r 365 202 189 0 274 974

Table 2: Performance comparisons on the Xilinxr FPGAs.

6.3. Higher-order and glitch attacks

While masked implementations were showed to be secure
against the first order power analysis attacks discussed in
this paper, they still can be defeated by higher-order tech-
niques [9]. Basically, a higher-order side-channel attack
is based on the use of multiple leakage points in an im-
plementation and/or probabilistic (rather than determinis-
tic) predictions of the leakages. Nevertheless, such attacks
require the use of more measurements than a first order
attack against an unmasked implementation. As already
mentioned, masking an implementation does not perfectly
prevent side-channel attacks but makes them more difficult
to apply. Examples of higher-order attacks applied to FP-
GAs can be found in [14]. In addition to the higher-order
concern, recent results have shown that the glitching activ-
ity within microelectronic circuits potentially provides the
side-channel adversary with another leakage allowing to de-
feat certain masked implementations [7]. To the best of our
knowledge, such effects have not yet been observed in the
context of FPGA implementations. The use of large mem-
ory tables rather than gate-level masks probably has some
positive effect with this respect as well. Anyway, this con-
stitutes a scope for further research.

7. CONCLUSION

We presented FPGA implementations of the DES and Triple-
DES with improved security against power analysis attacks.
Our designs are based on the Boolean masking technique,
a previously introduced countermeasure against these at-
tacks. While it is usually assumed that such a solution in-
volves critical performance penalties, we demonstrated that
a masked DES can be implemented very efficiently on re-
cent FPGAs. This is mainly due to the availability of large
embedded memories within these devices. From a security
point of view, it is clear that masking an implementation is
not sufficient to prevent side-channel attacks. However, if
properly combined with other security elements, it may al-
low to improve the overall security level of an FPGA imple-
mentation. Examples of features to improve the resistance
of a circuit against side-channel attacks include:

• The generation of noise within the circuit [6],
• The use of random pre-charges on the data buses [18],
• The randomization of a computation’s clock cycles [8],
• The use (or emulation) of logic styles with (close to) con-
stant power consumption [19]

We note finally that the main purpose that this work was to
evaluate the performances of a masked design. We refer to
previous publications for the precise security evaluations of
these different countermeasures.
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