
A Block Cipher based Pseudo Random Number Generator
Secure Against Side-Channel Key Recovery

Christophe Petit 1,∗, François-Xavier Standaert 1,†,
Olivier Pereira 1,¦, Tal G. Malkin 2, Moti Yung 2,3.

1 UCL Crypto Group, Université catholique de Louvain.
2 Dept. of Computer Science, Columbia University., 3 Google Inc.

e-mails: christophe.petit,fstandae,olivier.pereira@uclouvain.be; tal,moti@cs.columbia.edu

ABSTRACT

We study the security of a block cipher-based pseudorandom
number generator (PRNG), both in the black box world and
in the physical world, separately. We first show that the
construction is a secure PRNG in the ideal cipher model.
Then, we demonstrate its security against a Bayesian side-
channel key recovery adversary. As a main result, we show
that our construction guarantees that the success rate of the
adversary does not increase with the number of physical ob-
servations, but in a limited and controlled way. Besides, we
observe that, under common assumptions on side-channel
attack strategies, increasing the security parameter (typi-
cally the block cipher key size) by a polynomial factor in-
volves an increase of a side-channel attack complexity by
an exponential factor, making the probability of a success-
ful attack negligible. We believe this work provides a first
interesting example of the way the algorithmic design of a
cryptographic scheme influences its side-channel resistance.

1. INTRODUCTION
Side-channel attacks are a powerful cryptanalytic technique
that exploits data-dependent physical leakages (e.g. power
consumption or electromagnetic radiation) in order to re-
cover secret data from actual implementations. Following
their demonstration in the late 1990s, a number of coun-
termeasures have been proposed to increase the security of
cryptographic devices. For example, several proposals at-
tempt to reduce the amount of information provided by any
single query to a target device, including noise addition [13],
masking [8] or hiding [18]. In this paper, we adopt a differ-
ent approach in which we do not try to affect single query
leakages. Assuming that actual side-channel attacks require
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to combine several queries to reach high success rates, we
rather try to make the efficient combination of the leakages
difficult. Therefore, the approach we propose here can (and
sometimes has to) be efficiently combined with other coun-
termeasures. In contrast with most ad hoc solutions to pre-
vent side-channel attacks, we include our security analysis
within a theoretical framework introduced in [16] and pro-
vide generic evaluations for the success rate of a side-channel
key-recovery adversary. But since the actual security of an
implementation can only be shown for practical instances of
leakage functions, we also demonstrate exemplary contexts
in which our construction provides security, from the fre-
quently considered Hamming weight leakage function to the
powerful identity leakage function.

As a case-study, we investigate the design of a pseudoran-
dom generator (PRNG) based on block ciphers. We believe
this example is interesting on its own, as PRNGs are stan-
dard components in many common applications, including
authentication in low-power devices, or re-keying for block
ciphers. The construction of a side-channel resistant PRNG
was also considered in the “physically observable cryptog-
raphy” model of Micali and Reyzin [14]. Our study differs
from that one by several important aspects. The most im-
portant one being that our analysis is based on what Micali
and Reyzin call a “specialized model”: our model of side-
channel leakages and adversarial power is influenced by the
experience gained in the practice of side-channel attacks. As
a result of this specialization, we expect our construction to
be more efficient. We use two chained block ciphers, and our
PRNG outputs a number of bits equal to the block size after
each round (rather than one bit per round, based on any one-
way permutation as in the Blum-Micali construction used
by Micali and Reyzin). Our PRNG construction is inspired
by well-known re-keying techniques [1] and protocol-based
strategies to withstand side-channel attacks [12]. But con-
trary to the simple arguments given in [11], we use our case-
study to illustrate the strong dependency between a leakage
function, the structure of a target algorithm and the combi-
nation of the side-channel observations. In addition we turn
our theoretical analysis into quantitative metrics in order to
evaluate the security of any implementation of our PRNG.

For these purposes, and as a first step towards the prov-
able security against side-channel attacks, we clearly sepa-
rate black box and physical security issues. In a first part
of the paper, we consider our PRNG construction in the



classical cryptographic setting and demonstrate that under
the assumption that its component ciphers are ideal, it is a
secure PRNG. Then, we investigate a generic implementa-
tion of our primitive. We demonstrate that for exemplary
but meaningful leakage functions, increasing the number of
round observations of the target device does not increase
the success rate of a side-channel key recovery adversary
but in a limited and controlled way. An interesting conse-
quence of this observation is that, under certain reasonable
assumptions about the computational limits and strategy of
the side-channel adversary, increasing the ciphers key size by
a polynomial factor involves an increase of the side-channel
attack complexity by an exponential factor. In addition, our
evaluations relate to the amount of randomness (i.e. noise)
in the side-channel observations that can consequently be
used as an alternative security parameter, since the noise is
a typical countermeasure to affect single PRNG round leak-
ages. As a matter of fact, the combination of these results
does not imply that our construction is a secure PRNG in
the physical world but that (independently): (i) it is a se-
cure PRNG in the black box world, and (ii) side-channel key
recovery against its implementation is hard. We leave the
combination of black box and physical security notions in a
unified way as an important scope for further research.

Roadmap: This paper is organized as follows. In Section 2,
we give an overview of our PRNG construction. In Section
3, we state standard security definitions, and use them to
show the security of our PRNG in a black box world. In Sec-
tions 4 and 5, we turn to the physical world and investigate
the resistance of our PRNG to recovery of its seed, by con-
sidering side-channel attacks. Section 6 considers different
leakage functions and shows the security of our construction
in these specific contexts. Section 7 gives further insights on
the practical security impact of our construction strategy.
Eventually, Sections 8 and 9 relax certain assumptions used
in our analysis and conclusions are in Section 10.

2. DESCRIPTION OF THE PRNG
The PRNG construction is illustrated in Figure 1. It is a se-
rial combination of two instances of a block cipher, denoted
by E1 and E2 in Fig. 1, placed into the Cipher Block Chain-
ing encryption mode. The input of the first block cipher is
initialized to a public IV , and each block cipher is initial-
ized with its own master key, denoted k and k∗ respectively,
these keys playing the role of seed for the PRNG.
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Figure 1: Block cipher based PRNG.

The execution of one round of our block cipher is as fol-
lows: given the input xi of the first block cipher, and the
current value of the keys ki and k∗i used by the two block
ciphers, an intermediate value mi is computed as Eki

(xi).

Then the output of the PRNG is computed as yi = Ek∗
i
(mi),

the keys to be used by the block ciphers in the next round
as ki+1 = ki ⊕mi and k∗i+1 = k∗i ⊕mi, and the new input
for the first block cipher as xi+1 = IV ⊕yi. In the following,
we refer to k, k∗ as the master keys and to ki, k

∗
i as the run-

ning keys. The construction is generic in the sense that its
input/output/key bit sizes are not specified (but identical):
they depend on the actual block cipher chosen to instanti-
ate the PRNG. The design of this scheme is based upon the
following two principles:

1. If the block ciphers E1 and E2 are “good” in the black
box world, then so should the PRNG be.

2. Each running key ki, k
∗
i is used to encrypt only one

message. For this purposes, we assume a fixed pub-
lic IV (i.e. it cannot be selected by the PRNG user).
A way to relax this assumption and to initialize the
PRNG with a public seed is discussed in Section 8.

The goal of the second principle is to make it computation-
ally difficult to combine the leaked information from differ-
ent encryption steps. In order to respect that principle, the
running keys are updated after each PRNG round.

3. BLACK-BOX SECURITY OF OUR PRNG
This section studies the security of our PRNG in an ideal
world, where the only interface between the adversary and
the PRNG occurs through the PRNG output. We show
that, in the ideal cipher model proposed by Shannon [15],
an adversary has a negligible probability to distinguish the
output of our PRNG from a random sequence of bits. We
first describe the ideal cipher model and define the security
properties we expect from pseudorandom generators, then
discuss the security of our construction.

3.1 Security Notions

Block cipher security. The ideal cipher model has been
used in many works, including [4]. It assumes that block
ciphers are random families of permutations. That is, they
consist of random permutations chosen independently for
each possible key. More precisely, suppose K and M are
sets. An ideal block cipher is a map E : K ×M where, for
each key k ∈ K, the function Ek(·) = E(k, ·) is a random per-
mutation on the message set M (independent of any other
permutation). If E is an ideal block cipher, then E

−1 is its
inverse and E

−1
k (y) is the string x such that Ek(x) = y. In

the rest of this paper, we assume K =M: the messages and
keys used by our block ciphers belong to the same set.

Pseudorandom generator security. A pseudorandom
generator is a deterministic algorithm G that maps elements
of a domain K on elements of a larger domain K̂ with the
property that it is hard to distinguish the uniform distribu-
tion on K̂ from the distribution on K̂ defined as the image
through G of the uniform distribution on K. This hardness
is measured through the notion of prng-advantage of adver-
saries, that we define as follows, after [19].

Definition 1. Let G : K → K̂ be a pseudorandom gen-
erator, and let A be an algorithm that takes an element of
K̂ as input and returns a bit. Consider:

Succ
prng−1
G,A = Pr[A(k̂) = 1 : k̂

R
←− K̂],



Succ
prng−0
G,A = Pr[A(k̂) = 1 : k̂ ← G(k); k

R
←− K],

where x
R
←− X denotes the selection of an element x of

the set X according to the uniform distribution. The prng-
advantage of A against G is defined as:

Adv
prng
G,A = |Succprng−1

G,A − Succprng−0
G,A |.

We say that the pseudorandom generator G is secure if the
prng-advantage of any polynomial time adversary is small
in the by now traditional complexity theoretic sense.

3.2 Security of our PRNG

We now justify the security of the PRNG of Section 2 by
relating its security to the security of its underlying ciphers.

Claim 1. Under the assumption that its component block
ciphers are ideal ciphers, the PRNG of section 2 is secure.

Security of a single round. We first consider the se-
curity of any single round of our PRNG. For this purpose,
we consider the family of PRNGs G = {GX}X∈K, where
each GX : K ×K → K×K×K is defined as follows:

GX(K,K∗) = (EK(X)⊕K,EK(X)⊕K∗,EK∗(EK(X))).

Here, the index X represents the value used as input for the
first block cipher, the first two parts of the output represent
the keys that will be used in the next round, and the last
part of the output represents the visible output of the round.
Fix now any adversary A against GX ∈ G, and consider the
probability of success:

Succ
prng−0
GX ,A = Pr[A(k̂) = 1 : k̂ ← GX(k, k∗); (k, k∗)

R
←− K×K]

Unwinding the definition of GX , It can be rewritten as:

Succ
prng−0
GX ,A = Pr[A(k1, k

∗
1 , y) = 1 : k

R
←− K; k∗

R
←− K;

m← Ek(X); k1 ← m⊕ k; k∗1 ← m⊕ k∗; y ← Ek∗(m)].

We first observe that, in the ideal cipher model, the random
selection of a key k followed by the use of the permutation Ek

is equivalent to the use of a randomly selected permutation
P. Therefore, we have that:

Succ
prng−0
GX ,A = Pr[A(k1, k

∗
1 , y) = 1 : k

R
←− K; k∗

R
←− K;

P
R
←− Perm(K);P∗ R

←− Perm(K);m← P(X);

k1 ← m⊕ k; k∗1 ← m⊕ k∗; y ← P
∗(m)]

Now, we observe that since m and y are computed by ap-
plying random permutations on elements of K, they cannot
be distinguished from random elements of K:

Succ
prng−0
GX ,A = Pr[A(k1, k

∗
1 , y) = 1 : k

R
←− K; k∗

R
←− K;

m
R
←− K; k1 ← m⊕ k; k∗1 ← m⊕ k∗; y ← K]

Eventually, we observe that k1 and k∗1 are computed as the
XOR of independent uniformly chosen values. As a result,
these variables cannot be distinguished from independent
and uniformly distributed values by the adversary:

Succ
prng−0
GX ,A = Pr[A(k1, k

∗
1 , y) = 1 : k1

R
←− K; k∗1

R
←− K; y

R
←− K]
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Figure 2: Multiple rounds of our PRNG.

But this last probability is also equal to Succprng−1
GX ,A , which

shows that, if the block cipher adopted in practice essen-
tially behaves like an ideal cipher, no reasonable adversary
can have an important prng-advantage against GX .

Security of multiple rounds. The behavior of multiple
rounds of our PRNG can be seen as the sequential execution
of PRNGs taken from G family, as depicted in Figure 2: at
each step, we select the PRNG indexed by the XOR of the
IV and the last part of the output of the previous step, and
use the first two parts of the output of the previous step as
seed. Using a standard hybrid argument, e.g. following [7,
Theorem 3.3.3], we obtain that the prng-advantage of an
adversary against n-rounds of our PRNG is bounded by n
times the prng-advantage of a similar adversary against a
single instance of any PRNG in G. In the rest of this paper,
we denote a q-round version of our PRNG as Gq, and omit
the superscript q when it is clear from the context.

4. PHYSICAL SECURITY MODEL
This section considers the physical security of the previously
described PRNG with respect to the notion of side-channel
key recovery. We first outline our model and definitions.
Then, we detail our assumptions on the physical implemen-
tation of the construction, based on standard practice in the
side-channel community. In the remaining of this paper, we
mostly follow the formalism introduced in [14, 16]; we re-
fer to these papers for definitions of a physical computer,
leakage function, and more details on the model.

4.1 Definition of security
When we move to the physical world, a q-round version of
our PRNG Gq(K,K∗) with seed (K,K∗) is associated with a
leakage function Lq(K,K∗) that describes what can be mea-
sured during an actual execution of Gq(K,K∗) on a specific
physical device1. In Sections 5 and 6, we will consider dif-
ferent types of leakage functions Lq(K,K∗). Following [14],
the pair Pq(K,K∗) = (Gq(K,K∗), Lq(K,K∗)) constitutes a
physical implementation of our PRNG. We want to analyze
the security of a physical implementation Pq(K,K∗) of our
PRNG in front of a side-channel key recovery adversary. The
goal of such an adversary A is to guess a specific function δ
of a master key K,K∗ used during the (physical) execution
of Pq(K,K∗). The success rate of A is defined as:

1 In [14], the leakage function was defined as a function of
the internal configuration of the used device, the measure-
ment parameters, and a random parameter. For simplicity,
our notation considers the measurement parameter as fixed
and takes as only input the part of the device internal con-
figuration that is targeted in the attacks, namely the master
keys K,K∗. Finally, the noise parameter will be explicitly
mentioned when required in our analysis.
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Figure 3: Physical implementation of the PRNG.

Succ
sc−kr−δ(K,K∗)

Pq(K,K∗),A = Pr[A(Pq(k, k
∗)) = δ(k, k∗) :

k
R
←− K; k∗

R
←− K]

δ(K,K∗) is traditionally seen as a key classification function,
which typically returns one or two key bytes of a running key
Ki,K

∗
i targeted during the side-channel attack. In the fol-

lowing, we first do the reasonable assumption that the side-
channel adversary is bounded. It means that the set δ(K,K)
has a limited size of typically 28, 216, 232. Additionally, we
consider a standard strategy where physical key parts are
targeted independently, i.e. we consider one particular type
of classification function δ. The global success rate will then
be the product of the success rates on each of the targeted
key parts. For instance, assuming identical success rates for
all pieces of the key, a successful attack against the full n-bit
key requires n/8 partial attacks against 8-bit classes:

Succ
sc−kr−K
Pq(K,K∗),A = (Succ

sc−kr−K[0···7]

Pq(K,K∗),A )n/8 (1)

As a result, if we can obtain a construction where the success
rate on some part of the key is bounded, the global success
rate will decrease exponentially with the length of the key.

We mention that assuming identical success rates for all
pieces of the key may not always be correct. For exam-
ple, one could imagine a leakage function providing the most
significant bit(s) of a key to the adversary which straightfor-
wardly contradicts the assumption. However for the prac-
tically meaningful leakage functions that we consider in the
next sections, it is expected to hold in a sufficient degree.
Similarly, the decision to target physical parts of the key (of
8, 16, 32, . . . bits) rather than bits of information is influ-
enced by the practice of side-channel attacks in which the
leakage is usually correlated with the values of physical bits.
We consequently use this strategy as a reasonable starting
point allowing the analysis of our construction.

4.2 Circuit model & working assumptions
Our model for the physical implementation of the PRNG is
pictured in Figure 3. We now detail the working assump-
tions required for its physical security analysis. Note that a
significant part of these assumptions were selected in order
to facilitate the formal investigation of our construction and
will be relaxed in the following of the paper.

a1. We assume a fixed (meaning read-only) IV in order to
avoid the possibility of chosen IV attacks.

a2. We consider an iterative block cipher with r identical
rounds: R1,R2, . . .Rr. Each round is made of different
operations, e.g. bitwise XORs, s-boxes and diffusion
layers in our picture. A typical example is the Ad-
vanced Encryption Standard (AES) Rijndael [6].

a3. We do not consider the key scheduling algorithm and
assume that the cipher initially has r+ 1 independent
round keys kj0, j ∈ [0, r], each belonging to K, updated
according to the same procedure: kji+1 = kji ⊕mi.

a4. We only consider the leakage obtained from the exe-
cution of the first block cipher E1 in the PRNG.

a5. We consider an adversary targeting the first round key2

k0
i . From this point we omit the “0” superscript for all

keys, as we will always consider the first round key.
Additionally, we consider an adversary targeting this
first round key for either the first or the last PRNG
iteration considered in the attack, namely k0 or kq.

a6. During each iteration of the PRNG, the adversary ob-
tains two leakages lKi

and lMi
. As a matter of fact, this

does not mean that the adversary is limited in the way
he exploits the side-channel information. It just means
that all the information obtained from the execution
of the rounds is translated into information on these
two values. The leakage function abstraction captures
the fact that “any kind of information” can in principle
be obtained: it can model any implementation.

a7. Finally and most importantly, we assume that the in-
formation on a running key ki and the information on
the middle point mi cannot be efficiently combined,
but through the key update procedure ki+1 = ki ⊕
mi. That is, we assume that the cipher E1’s inner
rounds constitute a permutation E

∗
1 that is hard to

compute/invert for the adversary.

Among these assumptions, the first one is the most critical
from an application point of view. A way to mitigate it by
initializing the PRNG securely with public random seeds is
discussed in Section 8. Assumptions 3, 4 and 5 reduce the
amount of information leakage provided to the adversary
and are relaxed in Section 9. We now use these definitions
and assumptions in an analysis of our PRNG construction.

2 Since all rounds are identical and the IV is known, we
assume that it is the easiest target, i.e., if k0

i cannot be
recovered, the other round keys cannot either.



5. SECURITY ANALYSIS OF A BAYESIAN
SIDE-CHANNEL ADVERSARY

The objective of the following analysis is to evaluate the
physical security of our PRNG. According to the model
in [16], such an evaluation generally requires to consider both
the amount of information leaked by an implementation and
the extent to which an actual adversary can turn this infor-
mation into a successful key recovery. However, as explained
in the introduction of this paper, our PRNG does not intend
to affect the amount of information that is provided to the
adversary during a single round. In fact, the information
available in the physical observations is a parameter of our
analysis, hidden in the leakage function abstraction L. By
contrast, the PRNG attempts to make the efficient combina-
tion of this information a difficult task. How difficult is the
leakage combination can consequently be measured with a
security metric, e.g. the key-recovery success rate of a side-
channel adversary. For this purpose, we now consider the
Bayesian side-channel adversary which is the most powerful
one from an information theoretic point of view [5], when a
perfect knowledge of the noise distribution is available.

More specifically, we model an adversary that is provided
with generic leakages under the form of a vector of 2q − 1
components, each of them corresponding to the leakage that
can be measured during the use of the i-th round key or of
the i-th round value of the middle point mi. Following [16],
we then consider that the random leakage variable obtained
from Lq can be expressed as a random vector Lq of the
form (LK(K0), LM (M0), LK(K1), LM (M1), . . . , LK(Kq)),

3 in
which each LK(Ki), LM (Mi) is a random variable repre-
senting the leakage trace on the use of, respectively, the
running key Ki and the middle point Mi. We also write
lq = (lK0 , lM0 , lK1 , . . . , lKq ) to denote any fixed element in
the domain of Lq. Given this specific form of the leakages,
a Bayesian adversary observing a leakage lq selects the key
candidate Ki,guess such that Ki,guess := argmaxki

Pr[Ki =
ki|Lq = lq]. Using the fact that all round keys Ki can be
considered as independent and uniformly distributed (fol-
lowing our black box analysis of Section 3), this is equivalent
to choosing Ki,guess = argmaxki

Pr[Lq = lq|Ki = ki].

We turn now to the generic evaluation of this expression.
In order to simplify our analysis, we first evaluate the prob-
ability Pr[Lq = lq|Ki = ki] in the context of determinis-
tic leakage functions L = Ldet, where the LK(·) and LM (·)
functions are deterministic. Then we extend our analysis to
noisy leakage functions of the form L = Ldet + R, where R
is noise occurring on each leakage component according to
a noise distribution. That is, the LK(·) and LM (·) functions
are evaluated as the sum of a deterministic function and a
random variable selected according to the noise distribution.

5.1 Analysis of deterministic leakages
For each possible values lKi

and lMi
of the deterministic

leakage functions LK(Ki) and LM (Mi), let us define a run-
ning matrix AlKi and an update matrix BlMi as:

3 The leakage corresponding to Mq is not taken, as it is only
useful to attack the q + 1-th round.

AlKi (ki, k
′
i) =

{

1, if ki = k′i and LK(ki) = lKi
;

0, otherwise;

BlMi (ki, ki+1) =

{

1, if LM (ki ⊕ ki+1) = lMi
;

0, otherwise.

The matrix AlKi is a diagonal matrix, with one row (resp.
column) for each possible key in K, and where elements are
set to 1 iff the leakage corresponding to the key indexed
by the current line is equal to leakage corresponding to Ki.
Similarly, the matrix BlMi has elements equal to 1 in posi-
tion (ki, ki+1) iff the leakage corresponding to LM (ki⊕ki+1)
is equal to lMi

. It directly follows from the definitions that
∑

lKi

AlKi = I2n (identity matrix) and
∑

lMi

BlMi = 1 (all

ones matrix). Then, for each possible leakage value lq of
Lq, we define a leakage (directed) graph Glq = (V lq , Elq) as
follows. The set of vertices V lq contains (2q + 2)|K| nodes,
referred to by pairs of the form (k, i) where k ∈ K and
0 ≤ i ≤ 2q + 1. The set Elq is defined by the edges:

1. ((k, 2i), (k′, 2i+ 1)) ∈ Elq (where 0 ≤ i ≤ q),
iff AlKi (k, k′) = 1,

2. ((k, 2i+ 1), (k′, 2i+ 2)) ∈ Elq (where 0 ≤ i ≤ q − 1),
iff BlMi (k, k′) = 1.

An example of such a graph is in Figure 4. Finally, for
every key k0 and leakage vector lq, we define the set of keys
that possibly gave rise to the leakages:

Sq(k0, lq) = {(K1,K2 ...,Kq) ∈ {0, ..., 2
n − 1}q|

LM (k0 ⊕K1) = lM0 , LK(K1) = lK1 , LM (K1 ⊕K2)

= lM1 , LK(K2) = lK2 , . . . , LK(Kq) = lKq}

It follows that Pr[Lq = lq|K0 = k0] = |Sq(k0, lq)|/2
nq.

From the graphical representation of Figure 4, |Sq(k0, lq)|
can be interpreted as the number of paths from left to right
starting at K0 = k0 in the graph associated with lq. Sim-
ilarly, for every k0, lq and every 0 ≤ p ≤ q, the number of
paths from k0 to kp in the graph associated to lq equals
np(kp, k0, lq) = |{(K1,K2 ...Kp) ∈ Sp(k0, lp)|Kp = kp}|
where lp corresponds to the first p components of lq. Look-
ing at the example of Figure 4, we have that n3(111, 001, l5) =
2 and n5(010, 001, l5) = 4. Define the vector np(k0, lq) =
(np(0, k0, lq), np(1, k0, lq), . . . , np(2

n− 1, k0, lq))
t and define

ek0 as a column vector containing all zeros but a one in
position ko. We finally obtain:

|Sq(k0, lq)| =
∑

kq

nq(kq, k0, lq) = (1 . . . 1) nq(k0, lq)

np+1(k0, lq) = A
lKp+1BlMp np(k0, lq)

n0(k0, lq) = AlK0 ek0

And by combining the equations above, we can express the
leakage probabilities as follows:

Pr[Lq = lq|K0 = k0] =
|Sq(k0, lq)|

2nq

=
(1...1) AlKq ·B

lMq−1 ...AlK1 ·BlM0 ·AlK0 · ek0

2nq
(2)

Pr[Lq = lq|Kq = kq]

=
(1...1) AlK0 ·BlM0 ...A

lKq−1 ·B
lMq−1 ·AlKq · ekq

2nq
(3)
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Figure 4: Leakage graph for n = 3, with a Hamming weight leakage function providing the observed leakage

l5 = {1, 1, 2, 2, 0, 3, 3, 1, 2, 1, 1}. The bold edges enlighten the four elements of S5(001, l5).

5.2 Analysis of noisy leakages
The previous analysis can be easily extended to noisy leak-
ages by defining the leakage vector as a sum of its determinis-
tic part and a random noise variable vector: Lq = Lqdet+R.
It directly yields:

Pr[Lq = lq|K0 = k0]

=
∑

lqdet

Pr[Lq = lq|Lqdet = lqdet] Pr[Lqdet = lqdet|K0 = k0]

=
∑

lqdet

Pr[R = lq − lqdet] Pr[Lqdet = lqdet|K0 = k0]

If we define the noisy running matrix C lKi and noisy update
matrix DlMi as the noisy counterparts of AlKi and BlMi : 4

ClKi =
∑

lKi,det

Pr[RKi
= lKi

− lKi,det] ·A
lKi,det

DlMi =
∑

lMi,det

Pr[RMi
= lMi

− lMi,det] ·B
lMi,det

We then find:

Pr[lq|k0] =
(1 · · · 1)ClKqD

lMq−1 · · ·ClK1DlM0ClK0

2nq
,

The expression above is similar to Equation (2). The equiva-
lent of Equation (3) can also be derived. Intuitively, C lKi (ki,
ki) contains the probabilities that a running key candidate
ki gives rise to an actual leakages lKi

, and DlMi (ki, ki+1)
contains the probabilities that any consecutive running key
candidates ki, ki+1 give rise to an actual leakages lMi

.

5.3 Generic expression for the success rate

From the above probabilities, it is straightforward to derive
a generic expression for the success rate of the Bayesian
adversary. For a given leakage value lq, its probability of
right guess for Ki is exactly maxki

Pr[Ki = ki|Lq = lq], so
the success rate for Ki is:

Succ
sc−kr−Ki

Pq(K,K∗),A =
∑

lq

Pr[Lq = lq] ·max
ki

Pr[Ki = ki|Lq = lq]

4 Again with
∫

lK
ClK = I2n and

∫

lM
DlM = 1 .

=
∑

lq

Pr[Lq = lq] ·max
ki

Pr[Lq = lq|Ki = ki] Pr[Ki = ki]

Pr[Lq = lq]

=
1

2n

∑

lq

max
ki

Pr[Lq = lq|Ki = ki]

In particular, using the expressions derived above, we get:

Succ
sc−kr−K0
Pq(K,K∗),A =

1

2n(q+1)

∑

lq

||ClKqD
lMq−1 · · ·ClK1DlM0ClK0 ||1 (4)

Succ
sc−kr−Kq

Pq(K,K∗),A =

1

2n(q+1)

∑

lq

||ClK0DlM0 · · ·C
lKq−1D

lMq−1ClKq ||1 (5)

Looking at these equations, we see that the success rate
strongly depends on the leakage function and probability dis-
tributions. For most leakage functions, analytical evaluation
seems difficult when the number of rounds increases. In or-
der to illustrate the validity of our construction in the phys-
ical world, the next section consequently details this success
rate for certain practically relevant leakage functions.

6. SECURITY ANALYSIS OF PARTICULAR
LEAKAGE FUNCTIONS

We first show a context in which it is possible to derive
asymptotical upper bounds on the success rate, which is
enough to prove asymptotic security. Then, we consider two
leakage functions for which we provide a simulation-based
analysis. In particular, we selected:

1. A Hamming weight leakage function such that all the
leakages are of the form L(ki) = WH(ki). In this con-
text, we demonstrate that increasing the number of
observed rounds does not improve the success rate:
Succ

sc−kr−K0
Pq(K,K∗),A = Succ

sc−kr−K0

P1(K,K∗),A
, for every q.

2. A (so-called) generalized Hamming weight leakage func-
tion, such that all the leakages are of the form: L(ki) =
WH(S(xi,[0···7]⊕ki,[0···7]))+R, where S is a known sub-

stitution box, e.g., the AES one, and R ∼ N (µ, σ2) is
a Gaussian distributed random noise with mean µ and
variance σ2. We note that for this example, only 8 key
bits are targeted (i.e. a typical S-box size).



3. A noisy identity leakage functions such that the leak-
ages are of the form: L(ki) = ki,[0···7] + R with R ∼

N (µ, σ2). It is potentially the most powerful type of
leakage function and typically relates to the context of
template attacks [5]. If the noise variance is null, its

success rate Succsc−kr−K0
Pq(K,K∗),A = 1, for every q.

6.1 Hamming weight leakages

In this first section, we consider an example of leakage func-
tion for which the sums in Equations (4) and (5) can be
computed analytically. It yields the following statement:

Claim 2. In the setting of Section 4.2, the success rate
of a Bayesian side-channel adversary exploiting a Hamming
weight leakage function against our PRNG is independent of
the number of PRNG rounds q observed by the adversary.

Proof. We assume that all keys are bit strings of length n.
For each leakage values 0 ≤ lKi+1 , lMi

≤ n, let us define

the matrices Z
lKi+1

,lMi := A
lKi+1BlMi . Since Hamming

weight leakages are distributed as binomials, these matrices

Z
lKi+1

,lMi have C
lKi+1
n non-zeros rows with the same Ham-

ming weight. Moreover, for every 0 ≤ l ≤ n, the Hamming
weight of each column of Z of which the index has Hamming
weight equal to l is the same, which we denote by hlZ . We

now show by induction that Pr[Kq = kq|Lq = lq] = 1/C
lKq
n

if WH(kq) = lKq and 0 otherwise. Equivalently (by Bayes’
law), we show that Pr[Lq = lq|Kq = kq] = 2n · Pr[Lq =

lq]/C
lKq
n or 0 depending if WH(kq) = lKq or not. The as-

sertion is trivial for q = 0. Using Equation (3), we compute:

Pr[Lq+1 = lq+1|Kq+1 = kq+1]

=
1

2n

∑

kq

Z
lKq+1

,lMq (kq, kq+1) · Pr[Lq = lq|Kq = kq];

=







Pr[Lq=lq]

C
lKq
n

· h
lKq+1

Z if WH(kq+1) = lKq+1

0 otherwise.

Then, we have:

Pr[Lq+1 = lq+1] =
∑

kq+1

Pr[Lq+1 = lq+1|Kq+1 = kq+1]

=
∑

kq+1|WH (kq+1)=lKq+1

h
lKq+1

Z Pr[Lq = lq]

C
lKq
n

=







C
lKq+1
n Pr[Lq+1 = lq+1|Kq+1 = kq+1]

if WH(kq+1) = lKq+1 ;
0 otherwise.

The success rate can finally be computed as:

Succ
sc−kr−Kq

Pq(K,K∗),A =
∑

lq

Pr[Lq = lq] ·

max
kq

Pr[Kq = kq|Lq = lq]

=
n
∑

lkq
=0

Pr[LKq = lKq ] ·
1

C
lkq
n

=
n
∑

lkq
=0

1

2n
=

n+ 1

2n

This expression (that is also found in [17]) is independent of
q: it demonstrates that the success rate of the Bayesian ad-
versary does not increase if he gets more leakages. We note
that the result is quite intuitive: if we know WH(k0) and
learn WH(k1) and WH(k0⊕ k1) for some random k1, the in-
formation we get about the value of k0 is null. Interestingly,
this conclusion does not depend on a divide-and-conquer
strategy (the complete n-bit key is targeted at once) nor
on the amount of randomness in the physical observations
(that are here considered noise-free). But it also holds if the
adversary receives the Hamming weight of b-bit parts of the
n-bit key. In the latter case, the success rate on this part of
the key would be turned into b+1

2b .

6.2 Generalized Hamming weight and
identity leakage functions

The previous section shows that for a Hamming weight leak-
age function, the success rate of a Bayesian side-channel ad-
versary against our PRNG is independent of the number of
PRNG rounds observed by the adversary. But this is not
generally true for other practical leakage functions. In this
section, we consequently intend to investigate other exam-
ples. Namely, we consider the previously defined generalized
Hamming weight and a noisy identity leakage functions. As
already mentioned, a practical drawback of actual leakage
functions is that the sums in Equations (4) and (5) may
be hard to compute exhaustively. Therefore, as a first step
towards the analysis of practical leakage functions, we ap-
proximate them by covering only a statistically meaningful
part of the sums. It yields the following statement:

Empirical claim 3. In the setting of Section 4.2, there
exists a value 0 < u < 1 such that the success rate of
a Bayesian side-channel adversary against one byte of our
PRNG key, exploiting a generalized Hamming weight or iden-
tity leakage function, both affected by a sufficient amount of
noise in the physical observations, is bounded by u for any
number of PRNG rounds q observed by the adversary.

Contrary to the previous section, our analysis depends both
on the adversarial divide-and-conquer strategy (the claim
is stated for one byte of the PRNG key) and the amount
of noise in the leakages. Since this scenario is complex to
investigate analytically, we show empirical evidence that it
holds in the following simulation environment.

First, we consider an adversary who targets 8-bit key bytes.
As will be emphasized later on, secure implementations of
our PRNG also exist against more powerful adversaries (e.g.
targeting 16, 32, . . . -bit parts of the key).

Second, we simulated different architectures for the PRNG:

1. An 8-bit architecture in which the adversary is pro-
vided with respectively WH(S(xi,[0···7] ⊕ ki,[0···7])) and
WH(mi,[0···7]) in the generalized Hamming weight case
and with ki,[0···7] and mi,[0···7] in the identity leak-
age function case. The latter example gives rise to
a straightforward 100% success rate.

2. A 16-bit architecture in which the adversary is pro-
vided with respectively WH(S(xi,[0···7] ⊕ ki,[0···7])) +
R(8) andWH(mi,[0···7])+R(8) in the generalized Ham-
ming weight case and with ki,[0···7]+R(8) andmi,[0···7]+
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Figure 5: Attack success rates: generalized Hamming weight and identity leakage functions.

R(8) in the identity leakage function case. In this con-
text R(8) represents the leakage of the 8 bits that are
not targeted by the adversary and consequently pro-
duce what is usually referred to as algorithmic noise.

3. A 32-bit architecture in which the adversary is pro-
vided with respectively WH(S(xi,[0···7] ⊕ ki,[0···7])) +
R(24) and WH(mi,[0···7]) + R(24) in the generalized
Hamming weight case and with ki,[0···7] + R(24) and
mi,[0···7] +R(24) in the identity leakage function case.
In this context R(24) represents the leakage of the 24
bits that are not targeted by the adversary.

4. 64-bit, 128-bit and 256-bit architectures that are de-
fined following the same guidelines.

Since the PRNG inputs are not under control of the adver-
sary, it is not possible to switch the algorithmic noise source
off (e.g. by feeding the device with constant inputs). In our
simulations and for any b-bit architecture, we assumed the
leakage of the un-targeted b− 8 bits in the implementation
(i.e. the R(b−8) parameter) to be normally distributed with
mean b−8

2
and variance b−8

4
. We note that there exist other

ways to introduce noise in the physical observations.

For each selected architecture and leakage function, we gen-
erated 2000 random keys and computed the success rate
from their corresponding leakages for different number of
PRNG rounds (from 1 to 20) with their 95% confidence in-
tervals. The results are in Figure 5, from which we conclude:

1. Increasing the size of the architecture generally decreases
the success rate as long as the adversary cannot guess all
the bits in the architecture. This is caused by the increased
amount of algorithmic noise in the side-channel measure-
ments. As previously mentioned, it is also true for more
powerful adversaries. For example, an adversary targeting
16 bits of a 32-bit (resp. 64-bit) architecture would have its
observations affected by 16 bits (resp. 48 bits) of noise. Im-
portantly, the meaningful parameter to reduce the success
rate against one part of the key is the size of the architec-
ture (not algorithm). This point emphasizes that our PRNG
will hardly be secure when implemented in small (e.g. 8-bit)
controllers while provide a higher level of security when im-
plemented in larger devices (e.g. ASICs, FPGAs).

2. For the investigated leakage functions, increasing the num-
ber of observed rounds does not significantly improve the
success rate, which saturates after very few rounds. The
exact saturation value of the success rate is typically depen-
dent on the structure of the leakage function. For instance,
considering the identity leakage function, the success rate
saturates after less than 10 PRNG rounds, around 0.18 for
a 128-bit architecture implementing AES-128 and around
0.08 for a 256-bit architecture implementing AES-256.

7. PRACTICAL CONSEQUENCES
The simulations that we performed in the previous section
show that our construction allows bounding the success rate
on a single byte of the key. This result is of practical im-
portance as it allows using our observation of Equation (1)
and to deduce that the global success rate will increase ex-
ponentially with the length of the key. For instance, if we
go back to the architectures we mentioned in the previous

paragraphs, we obtain that Succ
sc-kr-Kq

AES128,A ' (0.18)16 ' 2−40

and Succ
sc-kr-Kq

AES256,A ' (0.08)32 ' 2−116 for the corresponding
two architectures, which seems quite reasonable for practical
applications. We see that the success rate decreases both be-

cause of more algorithmic noise: Succ
sc-kr-Kq,[0···7]

AES128,A ' 0.18→

Succ
sc-kr-Kq,[0···7]

AES256,A ' 0.08, and because of the increased key
size (which is the dominant factor). Therefore, contrary to
the previous section, the key size of the algorithm (not im-
plementation) has a significant impact to the global success
rate. These results show that even a pessimistic identity
leakage function combined with a reasonable amount of (al-
gorithmic or other) noise allows reaching low success rates.

Let us finally mention that Claims 2 and 3 in the previous
sections only state that the success rate of the Bayesian side-
channel adversary against our PRNG is either constant or
bounded for any number of observed rounds. But this does
not involve actual security if this constant value or upper
bound is close to one. Actual security requires that the suc-
cess rate after the observation of a single PRNG round is
sufficiently small (as in the previous examples). This is a
requirement for the cryptographic hardware designers. We
conjecture that this condition holds for many practical in-
stances of our construction and therefore leads to implemen-
tations practically secure against side-channel attacks.



8. SECURE INITIALIZATION OF THE
PRNG WITH A PUBLIC SEED

A practical limitation in the assumptions of Section 4.2 is
the fixed IV that prevents the straightforward initialization
of the PRNG by a regular user. In this section, we con-
sequently illustrate the possibility to initialize our PRNG
with a public seed in the side-channel context, as usually
required in higher-level protocols. For example, such an ini-
tialization is useful in a side-channel resistant authentication
process, since it allows to challenge the PRNG with various
random seeds. Similarly, it can be used to re-synchronize
two devices securely. Looking back at Figure 1, the main
constraint is that the initialization should not allow the ad-
versary to encrypt an arbitrary number of plaintexts with
the same running key ki, k

∗
i , as in a standard side-channel

attack. A solution, illustrated in Figure 6, is to use two
initial vectors IV0 and IV1. Then, a public n-bit random
number r is selected of which we denote the different bits as
r(i). This solution holds in two steps:

1. Initialization: n cycles of the PRNG are executed, with-
out outputting any block yi. The initial vector is selected
as follows: zi = IV0 if r(i) = 0 and zi = IV1 if r(i) = 1.

2. Generation: after the initialization process, the IV if
fixed at IV0 again and the PRNG outputs the yi blocks, as
in the original description in Section 2.

The black box properties of this initialization process are
mainly similar to those of the original PRNG description.
Assuming “good” block ciphers in our construction, it is ex-
pected that the 2n possible random numbers r give rise to 2n

different internal states of the PRNG after the initialization.
Because of place constraints, we let the formal investigation
of this process as a scope for further research. Similarly, our
physical security analysis also holds. The only difference
is that the adversary now obtains the leakages correspond-
ing to two input values xi,0 and xi,1, for each running key
ki, k

∗
i . Since in our previous analysis for the PRNG, the

amount of information provided to the side-channel adver-
sary is hidden in the leakage function abstraction, the PRNG
with initialization process just has to consider more (but still
limited) information leakages. Therefore, if sufficient noise
is present in the measurements, a sufficient security level can
be reached, as in the previous sections.
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Figure 6: Secure initialization of the PRNG.

9. RELAXING THE ASSUMPTIONS
As previously mentioned, the assumptions 3, 4 and 5 in Sec-
tion 4.2 reduce the power of the side-channel adversary. In
this section, we discuss how relaxing these assumptions has
the same effect as initializing the PRNG: it increases the
amount of leakages provided to an adversary. But as long

as a sufficient amount of noise can be inserted in the phys-
ical observations, this does not change our conclusions. In
particular, we have for the three considered assumptions:

a3. Actual block ciphers do have a key scheduling algorithm
and its execution generally leaks information. Considering
this additional leakage source can be integrated thanks to
the leakage function abstraction in the values lKi

and lMi
.

Note that if the execution of the key scheduling leaks too
much, it is possible to implement the assumption as such,
by just increasing the key material in the component ciphers.

a4. Similarly, exploiting the leakages of the block cipher
E2 in our construction can give rise to additional leakages
on k0

i . For example, if a master key is such that k0
0 = kr0 ,

the key update involves that this equality will hold for any
pair k0

i , k
r
i . This leads to more information leakages which

can again be reflected in the values lKi
and lMi

. Note that a
way to improve this is to have different updates for the keys
ki and k∗i , e.g. using both XOR and modular additions.

a5. Finally, our analysis considers an adversary targeting
the first or last iteration of the PRNG. An improved adver-
sary would try to recover an intermediate key, taking ad-
vantage of both the leakage of the previous and forthcoming
iterations. This has a similar effect as the observation of an
additional plaintext in the initialization process.

In summary, those assumptions have to be considered in
practice, if an actual implementation is to be designed and
its security is to be quantified (e.g. by determining the max-
imum success rate allowed). But they do not affect our main
theoretical result, i.e. for reasonable leakage functions, the
success rate of a partial key recovery is bounded.

10. CONCLUSIONS

A block cipher-based PRNG secure against side-channel key
recovery is presented. It is based on a re-keying strategy
that allows keeping the information leaked to a side-channel
adversary under control. Compared to most recent ad hoc
countermeasures to prevent side-channel attacks, our pro-
posal has the security advantage of being systematically an-
alyzed against a Bayesian side-channel adversary, which is
usually assumed to be the strongest one from an information
theoretic point of view. Compared to the physically secure
PRNG proposed in [14] by Micali and Reyzin, our proposal
is inspired by considerations from experience in side-channel
analysis, and is expected to be much more efficient.

Our analysis is based on a hybrid approach, considering the
black box computational security and the physical security
(modelled by the notion of side-channel key recovery) sep-
arately. Our construction allows bounding the success rate
of side-channel adversaries when a divide-and-conquer strat-
egy is used to target specific parts of the key. As a result,
we obtain that the physical security against side-channel ad-
versary can be increased exponentially, by polynomially in-
creasing the PRNG security parameter, making the proba-
bility of a successful attack a negligible function. We believe
this analysis technique is not specific to our construction but
could be re-used on schemes where the analyzed leakages are
associated to rekeying through a XOR operation.



Open problems first include the further investigation of the
different working assumptions introduced in this work in or-
der to allow the formal analysis of the PRNG. Considering
different adversarial strategies, alternative internal struc-
tures for the PRNG (e.g. by changing the key update pro-
cedure) and studying its physical implementation in various
devices are typical examples. In particular, an interesting
question is to determine the minimum architecture size (e.g.
8-bit, 32-bit, 128-bit, . . . ) required for the PRNG to provide
actual security. The impact of the key scheduling algorithm
is an important issue to consider with this respect. Since
our PRNG can be combined with former countermeasures
against side-channel attacks, another practically important
question is to determine how to provide security at the low-
est implementation cost. We note that the leakage functions
(Hamming weight and identity) analyzed in this work cor-
respond to powerful types of leakage. However, our analysis
assumed physical dependencies on all the internal configu-
ration of the target device. An experimental evaluation of
the PRNG is consequently required to evaluate the extent
to which this could be contradicted in practice. For exam-
ple, such global dependencies reasonably model the power
consumption of a device, but the electromagnetic analysis
can provide more local dependencies. The investigation of
such more powerful leakages is therefore required. As a first
target, we suggest an AES Rijndael-based FPGA implemen-
tation of the PRNG using a 128-bit loop architecture.

From a more theoretical point of view, additional research
goals include the sound combination of the black box and
physical security in a unified way and the reduction of the
black box assumptions for the component ciphers in the
PRNG (presently considered as ideal ciphers). Extending
our security analysis towards the recent work in [9] is an-
other direction for further study. In particular, evaluating
the guessing entropy of our construction appears as an in-
teresting open question in order to determine the extent to
which combining a side-channel attack against our PRNG
with computational power would lead to similar conclusions
on the security of the primitive. It would finally be interest-
ing to consider the use of our approach for the construction
of other cryptographic primitives than a PRNG.
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