
Raphaël Jungers (UCL, Belgium)  

 
L’Aquila 

April. 2016 

Cyber-Physical systems control 
 Course 5: Advanced Switching systems 

techniques 



Outline 

 

• Path-complete methods for switching systems stability 

 

• Constrained switching systems 

 

• Markov Jump Linear Systems 

 

• Conclusion and perspectives 



Outline 

 

• Path-complete methods for switching systems stability 

 

• Constrained switching systems 

 

• Markov Jump Linear Systems 

 

• Conclusion and perspectives 



• The CQLF method 

 

    

 

 

 

 

 

 

    

 

LMI methods 



SDP methods 

• John’s ellipsoid Theorem: Let K be a compact convex set with 
nonempty interior symmetric about the origin.  Then there is an 
ellipsoid E such that       

        [John 1948] 

 

• Theorem  For all             there exists a norm such that 

[Rota Strang, 60] 

•So we can 
approximate the unit 
ball of an extremal 
norm with an ellipsoid 



• Theorem The best ellipsoidal norm          approximates the joint 
spectral radius up to a factor  

 

K 

[Ando Shih 98] 

SDP methods 

 

Algorithm that approximates the joint spectral radius of  

arbitrary sets of m (nXn)-matrices up to an arbitrary accuracy     in                          
 operations 
 
 

There exists a Lyap. 
function of degree d 

One can improve this method by lifting techniques [Nesterov Blondel 05] 

[Parrilo Jadbabaie 08] 

PTAS  



Yet another LMI method  

• A strange semidefinite program 

 

 

 

 

 

 

 

 

 

 

 

 

• But also… 

 

 

 

 

 

 

 

 

 

 

[Goebel, Hu, Teel 06] 

[Daafouz Bernussou 01] 

[Lee and Dullerud 06] … 

[Bliman Ferrari-Trecate 03] 



Yet another LMI method 
 

• An even stranger program: 

 

 

 

 

 

 

 

 

 

 

 

 

[Ahmadi, J., Parrilo,  
Roozbehani10] 



Yet another LMI method 
 

• Questions: 

 

– Can we characterize all the LMIs that work, in a unified 
framework? 

 

– Which LMIs are better than others? 

 

– How to prove that an LMI works? 

 

– Can we provide converse Lyapunov theorems for more 
methods? 

 

There exists a Lyap. 
function of degree d 



From an LMI to an automaton 
 

• Automata representation Given a set of LMIs, construct an automaton like 
this: 

 

 

 

 

 

 

 

 

 

 

• Definition  A labeled graph (with label set A) is path-complete if for any 
word on the alphabet A, there exists a path in the graph that generates 
the corresponding word. 

• Theorem If G is path-complete, the corresponding semidefinite program is 
a sufficient condition for stability. [Ahmadi J. Parrilo Roozbehani 14] 



 

• Examples:  

– CQLF 

 

 

 

 

– Example 1 

 

 

 

This type of graph gives a max-of-quadratics  

Lyapunov function (i.e. intersection of ellipsoids) 

 

– Example 2 

This type of graph gives a common  

Lyapunov function for a generating  

set of words 

Some examples 



An obvious question: are there other 
valid criteria? 

 

• Theorem 

 

 

 

 

  

 

 

 

 

 

 If G is path-complete, the corresponding semidefinite program is a 
sufficient condition for stability. 

 

• Are all valid sets of equations coming from path-complete graphs? 

 

• …or are there even more valid LMI criteria? 

Path complete Sufficient condition 
for stability 

??? 



Are there other valid criteria? 

[J. Ahmadi Parrilo Roozbehani 15]  

Path complete Sufficient condition 
for stability 

!!! ??? 

• Theorem Non path-complete sets of LMIs are not sufficient for stability. 

 

 

 

 

 

 

 

 

 

 

• Corollary   

 It is PSPACE complete to recognize sets of equations that are a sufficient 
condition for stability 

 

• These results are not limited to LMIs, but apply to other families of conic 
inequalities 



So what now? 

After all, what are all these results useful for? 

 

 

 

 

 

 

 

 

 Optimize on optimization problems! 

 This framework is generalizable to harder problems 

• Constrained switching systems 

• Controller design for switching systems 

• Automatically optimized abstractions of cyber-physical systems 

• … 
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• Take an inverted pendulum… 

 

 

 
 

 

• “Close the eye” of the controller… 

We begin with an example  

? 

? 

? 
? 

Linearized around  “up” :  

Linearized around  “up” :  



Some plots: 

If everything goes well 

When there is at most 2 consecutive failures… 
Already pretty bad. But is this stable? 

Red dot means failure,  
next input is = to current 



Switching systems 

State update 

Modes of the system 

Switching signal 



Switching systems: Dropouts 

? 

? 

? 
? 



Switching systems: Dropouts 

Switching system with 2 modes. 

This is not possible! 

This is possible! 

Constrained switching sequences. 



Switching rules through graphs 



Paths and switching sequences 

Paths map to trajectories. 

Paths of the graphs. 

Defines rules on the switching sequences of the system! 



A graph for maximum dwell time 

Arbitrary switching on 4 modes. 
Any sequence is OK, take the loops you need 

Periodic system on 2 modes. 

Maximum dwell time on mode 2. 
Cannot have …1,2,2,2… 



Stability and boundedness 
Given a constrained switching system 



Failure of contractive norms 

We are stable  



Multinorms for stability 

JSR defined through sets of norms. 

• Direct generalization of the arbitrary switching case . 

 
• Stability if and only if Multiple Lyapunov Function 

27 

Theorem: 



The approximation problem 

Approx. using “contractive norms”. Approx. using “contractive  
multinorms”. 



Norms VS quadratic norms 

Constrained JSR as an infimum over multinorms. 

How bad can this be? (Approximate with quadratic norms) 



Fixed accuracy bounds 
John’s Ellipsoid Theorem 

  

Accuracy when using quadratics 



(Another cool bound!) 

[Legat, Jungers, Parrilo] – 
Generating unstable trajectories for Switched Systems 
via Dual Sum-Of-Squares techniques – 
 Accepted HSCC2016 

Its better than what  
you’ll get for any n! 



Perspective 

Approximation of the L2-gain for control-systems? 
 

Can we use the framework to obtain stabilizing switching sequences? 

More general systems? Control? 
Switching affine, State-Dependent Switching , Continuous-time,…? 



Outline 

 

• Path-complete methods for switching systems stability 

 

• Constrained switching systems 

 

• Markov Jump Linear Systems 

 

• Conclusion and perspectives 



Markov Jump Linear Systems 



Markov Jump Linear Systems 



MJLS: the stability problem 
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MJLS: the stability problem 

The gamma in the definition of cal 
N  Only conjugate, ut not 
transposed 



MJLS: the stability problem 

If     Is stable, then      is stable 

 

Definition: If     is stable, we say that the system is mean 
square stable  

 



MJLS: the stability problem 

If     Is stable, then      is stable 

 

Definition: If     is stable, we say that the system is mean 
square stable  

 

In this case: the expectancy is indeed bounded! 



MJLS: the stability problem 

Example: 

 Stable (rho = 17/18) 

 Unstable (rho = 1.61) 



MJLS: the stability problem 

Example: 

 Unstable (rho=2.125), while the 

matrices are stable!  (nothing 
surprising, in fact) 



MJLS: the stability problem 

Example: 
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MJLS: the stability problem 

Example: 

 Stable (rho=0.4), while the 

matrices are unstable!  (still nothing 
surprising, in fact) 



MJLS: the stabilizability problem 

Perhaps not surprising 
(why?), but pretty cool yet! 



MJLS: the stabilizability problem 

Of course, similar results exist for the detectability problem 

 

Remark that the switching signal is assumed to be known.  In the 
opposite case, we can still have sufficient conditions for mean square 
stability 

 

Do not forget that mean square stability is not equivalent with almost 
sure stability! 



The LQR problem, yet another miracle 
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