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Trackable graphs 

 

Here: number of possibilities asymptotically zero ( ) 0N t 
 
 Trackable  

Let        be te worst possible number of trajectories compatible with an  
observation of length t 
A network is trackable if       grows subexponentially 

[Crespi et al. 05] 



  

 

 

 

 

 

 

 Worst case : RRRRRR…    

 
Polynomial number of possibilities 

( )N t t
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 Trackable  

Trackable graphs 



  

 

 

 

 

 

 

 Worst case : RGRGRG…  

 

Exponential number of possibilities 

/ 2( ) 2tN t 

 
 Not trackable  

Trackable graphs 



Trackability : the formal problem 

We are given 

  

– A graph G(V,E) :  

 

– A set of possible observations :  

   defining a partition of the nodes 

 

 

For each possible color, we define the corresponding matrix  by erasing the 
incompatible columns from    : 
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To a given observation, associate the corresponding product: 
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The number of possible trajectories is given by the sum of the entries of the  

matrix 

Trackability : the formal problem 

xt+1=             
A0 xt 

A1 xt 
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Switching systems 

xt+1=             
A0 xt 

A1 xt 

Point-to-point Given x0 and x*, is there a product (say, A0 A0 A1 A0 … A1) for 
which x*=A0 A0 A1 A0 … A1 x0?  

Boundedness Is the set of all products {A0, A1, A0A0, A0A1,…} bounded?   

Mortality Is there a product that gives the zero matrix? 

Global convergence to the origin Do all products of the type  
A0 A0 A1 A0 … A1 converge to zero? 



Switching systems 

xt+1=             
A0 xt 

A1 xt 

Global convergence to the origin Do all products of the type  
A0 A0 A1 A0 … A1 converge to zero? (GUAS) 

The joint spectral radius of a set of matrices     is given by  

All products of matrices in    converge to zero iff 

The spectral radius of a matrix A controls the growth or decay of powers of A 

The powers of A converge to zero iff  

[Rota, Strang, 1960] 

Theorem: GUAS  GUES 



The joint spectral characteristics 
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[Gurvits 95] 



The joint spectral characteristics 

 

 

 

1 

2 

3 

4 

The p-radius 

… 

… 3 

1 

5 

6 

2 

1 

5 

2 
2 

4 

[Protasov 97] 

(m is the number of 
matrices in   ) 



The joint spectral characteristics 
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[Furstenberg Kesten, 1960] 
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The 
feedback 
stabilization 
radius 

The joint spectral characteristics 

[J. Mason 15] 

[Fiacchini Girard Jungers 15] 

[Geromel Colaneri 06] 

[Blanchini Savorgnan 08] Alternative definition: suppose you can observe x(t) at 
every step, and apply the switching you want, as a function 
of the x(t) 
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The 
feedback 
stabilization 
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The joint spectral characteristics 



The joint spectral radius addresses the 

stability problem 

The joint spectral subradius addresses the 

stabilizability problem 

The Lyapunov exponent addresses 

the 
 stability with probability one 
(Cfr. Oseledets Theorem) 

The p-radius addresses the… p-weak 
stability 

[J. Protasov 10] 

The feedback stabilization  
radius addresses the 
 feedback stabilizability 

[J. Mason 16] 

[Fiacchini Girard Jungers 15] 

The joint spectral characteristics 



The joint spectral characteristics: 
Mission Impossible? 

 

 

 
Theorem Computing or approximating  is NP-hard 

 
 
Theorem The problem >1 is algorithmically undecidable 

 

Conjecture The problem <1 is algorithmically undecidable 
 

Theorem Even the question «                           ?» is algorithmically undecidable 
 for all (nontrivial) a and b 

 

Theorem The same is true for the Lyapunov exponent 
 
 
Theorem The p-radius is NP-hard to approximate 

See  [Blondel Tsitsiklis 97, 
 Blondel Tsitsiklis 00, 
 J. Protasov 09 
 J. Mason 15] 
 

 
Theorem The feedback stabilization radius is turing-uncomputable 



Algorithmic complexity 
Arbitrary 
approximation 

Arbitrary 
approximation in 
polynomial time 

Arbitrary 
approximation for 
positive matrices 

Decidability 
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Lie algebraic criteria 

• Theorem: if the matrices are stable and commute, then 

 

 

• Definitions: The Lie bracket of two matrices, [A,B] is equal to AB-BA 

 The Lie Algebra g generated by A,B, is the smallest 
vector space that contains A,B and which is closed under 
Lie Brackets 

 

• Theorem:  If the Lie Algebra is Solvable (and the matrices are  
  stable!), then 

 

• Discussion: non-genericity, CQLF, generalisation to constrained 
switching 

 

• Similar ideas in continuous time  (why?) 



Lie algebraic criteria 

CQLF 

compact 

solvable 

Nilpotent 
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To a given observation, associate the corresponding product: 
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Trackable graphs 

The maximal total number of possibilities is  

 

 

 
We are interested in the asymptotic worst case :  
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 1/1/

1
lim ( ) limmax :

tt t

t t
N t A A

 
 

This is a joint spectral radius! 

  

     The network is trackable iff 

 

 

 
       [Crespi et al. 05] 

1 

Theorem It is possible to check 
trackability in polynomial time 

[J. Protasov Blondel 08] 
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• We are given: a set of forbidden differences: 

 

 

• We would like the maximum-sized code « avoiding » this 
set: 

Forbidden differences 

 0111 

-1010 

   -
+0+ 



If the constraints are empty, then the maximum is 2n 

 
One can show that asymptotically, n the maximum size of 
any code of length n, is 

Formally,  

Forbidden differences 



Example: design a code of length 
4 avoiding D={0++} 

Forbidden differences 



• De bruijn graphs 

00 

01 

10 

11 

000 

001 

110 

100 

101 

010 

011 

111  

10 

101 

011 

10 1011 101 

Forbidden differences: how to 
compute the capacity? 



We thus have to maximize the number of paths in G, but 
avoiding at each step one set of forbidden edges 

00 

01 

10 

11 

000 

001 

110 

100 

101 

010 

011 

111 

For each set of edge, we 

associate the corresponding 

adjacency matrix: 

(Just like for trackable graphs!) 

 

Forbidden differences: how to 
compute the capacity? 



 This is a joint spectral radius! 

The number of paths is given by the 
corresponding product of matrices: 

We want the maximum-sized code: 

Forbidden differences: how to 
compute the capacity? 



 This is a joint spectral radius! 

• The number of paths is given by the 
corresponding product of matrices! 

 We want the maximum-sized code: 

Forbidden differences: how to 
compute the capacity? 



• The size of the matrices is exponential. 

• The number of matrices is exponential. 

• The instance itself can hide an exponential number of 
constraints. 

• The computation of the joint spectral radius is NP-
hard. 

    

 In practice, we do not know the capacity of sets with 
more than, say, ten characters. 

Forbidden differences 



• Theorem: It is NP-hard to determine the positivity of the 
capacity of a set defined                     on the alphabet   

      

 

• The character «   » is a don’t care character. 

 

•  Example:  

Forbidden differences: a NP-
harness result 



• Lemma: « The capacity is positive iff there is a word from 
the grammar {0m {+,-,0}*+0m} 

   that avoids D and -D.» 

• Example: cap({0+0}) > 0 because 000++00 

    avoids D and –D.  

• How to check this criterion in polynomial time? 

Forbidden differences: a feasibility 
result 



Theorem: It is polynomial-time feasible to determine the 
positivity of the capacity of a set defined on the 
alphabet {0,+,-}. 

The Aho-Corasick automaton: 

0

0+

0+0 0-0

0-

+

+0

+00

 +0

+ - 0

0 0 0

0

0+

0+0 0-0

0-

+

+0

+00

 +0

+ - 0

0 0 0

-

0 0

+

-
+

+

0
-

0 0

+

-
+

+

0
-

0 0

+

-
+

+

0

0 0

+

-
+

+

0

0 0

+

-
+

+

0

Forbidden differences: a feasibility 
result 


