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The sole restriction on \( \varphi_k \) is: 
\[ \varphi_k (x) = (-1)^k \varphi_k (x) \]

Since the distinction between even and odd states brings non negligible simplifications in the calculations we shall use it as far as possible. Note that the generality of the theory is not affected by that distinction.

Let us introduce the expansion (2) in equ. (1); one finds:
\[
\sum_0^\infty \sum c_k [\varphi_{2k} (\omega, x) + (E - x^2) \varphi_{2k} (\omega, x)] = 0
\]

If it is possible to express \( \varphi_{2k} \) and \( x^2 \varphi_{2k} \) by means of a finite number of consecutive \( \varphi_{2j} \) functions then by collecting the corresponding terms and by identifying the whole expressions to zero one gets a finite recurrence between the \( c_k \). It is always possible to rewrite that recurrence under the following canonical form:
\[
A_k^{(n)} (\omega, E) c_k + 1 + A_k^{(n-1)} (\omega, E) c_k
+ \cdots + A_k^{(0)} (\omega, E) c_k = 0
\]
with \( c_k = 0 \) if \( k < 0 \) and \( k = s, s + 1, \ldots \) (\( s > 0 \), fixed integer).

In the cases where the recurrence (3) only regards the even states, the other recurrence which corresponds to the odd states can be deduced from it by simply replacing \( k \) by \( k + 1/2 \) in the coefficients of \( c_k \).

It is possible to rewrite the set of recurrent relations (3) under the form of an infinite linear homogeneous system with the infinity of unknowns \( c_0, c_1, \ldots \). The determinant \( D \) of the infinite matrix of the system is called the Hill determinant of the recurrence:

\[
D = \begin{vmatrix}
A_s^{(n-s-1)} (\omega, E) & A_s^{(n-s)} (\omega, E) & \cdots & A_s^{(n)} (\omega, E) \\
A_s^{(n-s-2)} (\omega, E) & A_s^{(n-s-1)} (\omega, E) & \cdots & A_s^{(n-1)} (\omega, E) & 0 \\
A_s^{(n-s)} (\omega, E) & A_s^{(n-s-1)} (\omega, E) & \cdots & A_s^{(n-1)} (\omega, E) & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
A_s^{(n-s)} (\omega, E) & \cdots & A_s^{(n-s+1)} (\omega, E) & \cdots & A_s^{(n-1)} (\omega, E) \\
0 & \cdots & \cdots & \cdots & \cdots \\
A_s^{(n)} (\omega, E) & \cdots & \cdots & \cdots & \cdots \\
\end{vmatrix}
\]

All the elements are zero except those on the main diagonal, on the \((s + 1)\) upper adjacent diagonals and on the \((n - s)\) lower adjacent diagonals. The ev \( E_N \) (\( N = 0, 1, 2, \ldots \)) of equ.(1) are precisely the roots of \( D \). These ev may of course not depend on the value given to \( \omega \). Practically it is not necessary to consider all the elements of \( D \). Let us truncate \( D \) by only considering its \( k \) first lines and columns; the \( k \times k \) resulting determinant \( D(k) \) is the \( k \)th approximant of \( D \). With the restriction that the procedure will converge we have:

\[ D(k) = \lim_{k \to \infty} D(k) \] and in the same way the roots \( E(k) \) of \( D(k) \) tend to those of \( D \) : 
\[ E_N = \lim_{k \to \infty} E_N^{(k)} \]

More generally even when the sequence \( D(k) \) diverges we shall show in section 4 that the roots of \( D(k) \) effectively tend to the eigenvalues of equ.(1).

Finally we shall adopt the following technique for the calculations: we intend to compute an ev \( E_N \) of equ.(1) with a precision at least equal to \( e^{-p} \). We shall compute the corresponding root \( E_N^{(k)} \) of the smallest approximant \( D(k) \) so that the consideration of a larger approximant would not affect the value just found in the limits of the given precision. Let us precise the notations; we shall write:

\[ |E_N - E_N^{(k)}| = e^{-\delta} \quad \text{(absolute error)} \quad (5) \]

\[ |E_N - E_N^{(k)}| / |E_N| = e^{-p} \quad \text{(relative error = precision)} \quad (6) \]

We further have:

\[ \delta = p - \ln |E_N| \quad (7) \]

When one tries to calculate numerically the roots \( E_N^{(k)} \) with the aid of a given algorithm one remarks that the order \( k \) of the approximant which leads to the ev looked for with the precision \( e^{-p} \) strongly depends on the value of the parameter \( \omega \). That dependence will be called the \((k, \omega, p)\) relation or equivalently because of (7) the \((k, \omega, \delta)\) relation. The interest for this relation is easily understood: if the value of \( \omega \) is correctly chosen the calculation of the ev \( E_N \) with a given precision will need the consideration of approximants \( D(k) \) of minimal dimension and the computation time will be reduced.

3. CALCULATION OF THE ev OF EQUATION (1)

We shall successively adopt three types of \( \varphi_k \) functions. Each procedure will exhibit its own advantages.

3.1. First approach: \( \varphi_k (\omega, x) = D_k (\omega, x) / \Gamma (k/2 + 1) \)
The \( D_k \) are the classical Weber-Hermite functions [2].
They satisfy the following relations:
\[ D_n^*(u) = (u^2/4 - n - 1/2) D_n(u) \]
\[ u D_n (u) = D_{n+1} (u) + n D_{n-1} (u) \]

The last equation can be generalized as follows:
\[ u^{1/2} D_n (u) = a_{1/2} D_{n-1} + a_{-1/2} D_{n-1} + \ldots + a_{1/2} D_{n+1} \]
\[ (l = 1, 2, \ldots) \]

where the \( a_j \) are given by hypergeometric expressions
\[ (j = -1/2, -1/2 + 1, \ldots, 1/2) : \]
\[ a_j = \frac{(n+1)!}{(n+1-j)!} \frac{(1/j)! (1/2-j)!}{(2j)!} \]
\[ 1/2; j! + 1; 2) \]

These relations allow to find the recurrence satisfied by the \( c_k \) of equ. (2). After a little calculation one finds \( k = m - 1, m, \ldots \) i.e. \( s = m - 1 \):
\[ [E \omega^2 m - \omega^2 m + 2 (k + 5/4 - m)] c_m + \omega^2 m + 2/4 (k - m + 1) c_{m+1} + \omega^2 m + 2/2 (2k - 2m + 3) c_{m-2} \]
\[ - \frac{m}{
\sum_{j=m}^{m} (2k-2j-2m+2)! (2m)! (2j)! (2j)!(k-j)! (k-j+1)!} F(-2k-j+1) j! (1/2-j)!(1/2)! \]
\[ F(-2k-j+1) j! (1/2-j)!(1/2)! c_{k-j-1} \]

Recurrence (8) holds for even states only. The recurrence for odd states can be deduced by simply replacing \( k \) by \( k + 1/2 \) in the coefficients of (8). Recurrence (8) contains \( (2m+1) \) terms connecting \( c_{k+1}, c_{k+1}, \ldots, c_{k+2m+1} \).
The coefficients are polynomials in \( k \) of degree \( m \).
When \( m > 3 \) equ. (8) is rather complicated so that this approach becomes intractable. We have performed various numerical tests in the case \( m = 2 \) in order to estimate the \( (k, \omega, \delta) \) relation. Figure 1 exhibits the \((k, \omega)\) behaviour for the first three even states \((N = 0, 2, 4, 6)\). In the case \( p = 28 \) (about 12 correct figures for the ev).
We remark the decrease of \( k \) when \( \omega \) increases and the limiting \( k_{opt} \sim 12 \). In practice it is therefore evident that a sufficiently large \( \omega \)-value must be chosen in order that \( k \) be next \( k_{opt} \). For example \( \omega \approx 2.5 \) should be convenient. A too large \( \omega \)-value is not only unnecessary but also prejudicial since in the recurrence (8) \( \omega \) appears at the power \( 2m + 2 = 6 \); it is evident that large coefficients in the recurrence could induce loss of significant figures in the numerical calculations.

Remark: it might be tempting to expand \( \Psi \) in series of the eigenfunctions of the harmonic oscillator \( x^2 \) i.e. for the even states:
\[ \Psi = \sum_0^\infty c_k D_{2k} (x\sqrt{2}) / k! \]
That expansion corresponds to the choice \( \omega = \sqrt{2} \).

Figure 1 shows that this choice is not the best since the corresponding value of \( k \) is about three times \( k_{opt} \).

3.2. Second approach
\[ \phi_k (\omega, x) = \exp \left[ -x^2 \omega^2 / (2q + 1) \right] D_k (\omega, x) / \Gamma(k+2+1) \]

This approach is interesting only if \( m = 2q + 1 \) \( (q = 1, 2, \ldots) \) corresponding to the oscillators \( x^6, x^{10}, \ldots \). Proceeding as in section 3.1 one gets the following recurrence between the \( c_k \) (even states):
\[ E \omega^2 q - \omega^2 q^2 - (k + 1/4 - q) c_{k-q} + \omega^2 q^2 + 2/(4-k-1) c_{k-q} - \]
\[ + \omega^2 q^2 / (2k-2q+1) c_{k-q} + \]
\[ \sum_{j=0}^{q-1} (2k-2j-q-1)! (2j+1)! (q-j)! (j)! (j)! F(-2k-j+1) j! (1/2-j)! (1/2)! c_{k-j} = 0 \]

Recurrence (9) contains \( (2q+3) \) terms and its coefficients are polynomials in \( k \) of degree \( q + 1 \). Let us recall that in the first approach the number of terms was \((4q + 3)\) and the degree of the coefficients was \( 2q + 1 \). It is seen that this approach is simpler but it does not allow to deal with all the values of \( m \). The sole values of \( q \) which are practically tractable by this method are the values \( q = 1 \) or 2. When \( q > 2 \) the recurrence (9) is too complicated. We have performed several numerical investigations in the case \( q = 1 \) (po-
The results are collected in figure 2 which exhibits the main features of the \((k, \omega, \delta)\) relation for the four first even states. One observes a behaviour quite similar to that of the first approach. Of course, the value of \(k_{opt}\) is modified.
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3.3. Third approach

\[ \varphi_k(\omega, x) = \exp(-\omega x^2) x^k \]

In this approach the recurrence between the \(c_k\) is easily deduced in the form:

\[ (2k+1)(2k+2)c_{k+1} + (E-2\omega-8\omega k)c_k + 4\omega^2 c_{k-1} = 0 \quad k = 0, 1, 2, \ldots \quad \text{(even states)} \tag{10} \]

For the odd states let us recall that \(k\) must be replaced by \(k + 1/2\). That recurrence is of order \((m + 1)\) though only four terms are different from zero. The structure of the coefficients is quite simple which facilitates the numerical calculations. We have studied numerically the \((k, \omega, \delta)\) relation in the case \(m = 2\). Figure 3 represents with solid lines the essential of the results for eight even states \((N = 0, 4, 8, \ldots, 28)\) calculated at the precision \(e^{-28}\). Figure 4 does the same for the sole fundamental state at various precisions. One remarks that the bearing of the curves is essentially different: \(k\) presents a minimum, \(k_{opt}\), when \(\omega = \omega_{opt}\). Therefore numerical investigations must be carried on with a value of \(\omega\) in the neighbour of \(\omega_{opt}\) if one wishes to optimize the efficiency of the method. That feature of the \((k, \omega)\) curves is characteristic of that approach for the \(x^{2m}\) potential. We have reported in table 1 the experimental values of \(k_{opt}\) and \(\omega_{opt}\) for the fundamental state of the potentials \(x^4\) to \(x^{20}\) determined at the precision \(e^{-28} \sim 10^{-12}\). If one considers the excited states one remarks an increase in the values of \(k_{opt}\) and \(\omega_{opt}\); they also increase with \(\delta\). All the \((k, \omega)\)

curves fit in to each other. All the minima approximatively lie on a same curve independent of \( E \) and of \( \delta \). We shall reexamine this point later. We have used the values of \( \omega_{\text{opt}} \) contained in table 1 in order to calculate the first 30 states (even and odd) for the oscillators \( x^4 \) to \( x^{1.4} \). They are reported in table 2.

Let us recall that the ev spectra are given by simple formulas in two extreme cases:

**Table 1. Experimental and theoretical values of \( k_{\text{opt}} \) and \( \omega_{\text{opt}} \) (p = 28)**

<table>
<thead>
<tr>
<th>m</th>
<th>( k_{\text{opt}} ) (exp.)</th>
<th>( \omega_{\text{opt}} ) (exp.)</th>
<th>( k_{\text{opt}} ) (simpl. proc.)</th>
<th>( \omega_{\text{opt}} ) (simpl. proc.)</th>
<th>( k_{\text{opt}} ) (refined proc.)</th>
<th>( \omega_{\text{opt}} ) (refined proc.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>30</td>
<td>2.4</td>
<td>25</td>
<td>2.76</td>
<td>27</td>
<td>2.37</td>
</tr>
<tr>
<td>3</td>
<td>53</td>
<td>6.0</td>
<td>56</td>
<td>5.29</td>
<td>50</td>
<td>5.83</td>
</tr>
<tr>
<td>4</td>
<td>79</td>
<td>11.2</td>
<td>85</td>
<td>10.4</td>
<td>77</td>
<td>11.3</td>
</tr>
<tr>
<td>5</td>
<td>109</td>
<td>19</td>
<td>112</td>
<td>18.4</td>
<td>108</td>
<td>19.0</td>
</tr>
<tr>
<td>6</td>
<td>143</td>
<td>29.5</td>
<td>138</td>
<td>29.9</td>
<td>143</td>
<td>29.1</td>
</tr>
<tr>
<td>7</td>
<td>179</td>
<td>42</td>
<td>163</td>
<td>45.0</td>
<td>182</td>
<td>41.8</td>
</tr>
<tr>
<td>8</td>
<td>219</td>
<td>57</td>
<td>188</td>
<td>64.1</td>
<td>226</td>
<td>57.0</td>
</tr>
<tr>
<td>9</td>
<td>262</td>
<td>74.5</td>
<td>212</td>
<td>87.4</td>
<td>273</td>
<td>75.0</td>
</tr>
<tr>
<td>10</td>
<td>310</td>
<td>95</td>
<td>236</td>
<td>115</td>
<td>324</td>
<td>95.7</td>
</tr>
</tbody>
</table>

if \( m = 1 \) then \( E_N = 2N + 1 \) and if \( m = \infty \) then \( E_N = \pi^2 (N + 1)^2 / 4 \).

Remark: when \( m = 2 \) one has \( \omega_{\text{opt}} = 2.4 \) if \( \delta = 28 \) (fundamental state). It is interesting to point out the work of Biwas et alii [3] on the same oscillators: they systematically change \( \omega = 0.5 \) without suspecting the role played by the factor \( \omega \). The result was that they had to deal with approximants of large order \( k = 140 \) about six times \( k_{\text{opt}} \). The phenomenon was increased when \( m = 3, 4, ... \) since in these cases \( \omega_{\text{opt}} \) is very different from 0.5. The numerical results they obtained were fragmentary and it is not surprising they renounced to complete them because the time of calculation was excessive.

### 4. Theoretical Study of the \((k, \omega, \delta)\) Relation

Section 3 has shown several possible \((k, \omega)\) behaviours which are to be interpreted. The interest of the theory is evident since it would allow to predict the values of \( k_{\text{opt}} \) and \( \omega_{\text{opt}} \) in practical cases. In order to attain this aim it is necessary to estimate the error committed when truncating the infinite determinant \( D \) to the value \( D^{(k)} \) of its \( k^{th} \) approximant. A theorem has been presented elsewhere [1] which allow to calculate recursively the various approximants \( D^{(k)} \). Let us recall its statement: if one constructs \((s + 1)\) sequences

\[
N_j^{(k)} (j = 1, ..., s + 1) \text{ satisfying the recurrence (3) with the following initialization (} k < s): 
N_j^{(k)} = \delta_{k, j - 1} (-1 \text{ if } k = j - 1, \text{ otherwise } 0)
\]

One has the following identity:

\[
D^{(k)} = \begin{bmatrix}
A^{(n-s-1)}_0 & \cdots & A^{(n)}_0 \\
\vdots & \ddots & \vdots \\
A^{(n-s-1)}_0 & \cdots & A^{(n-s-1)}_0 \\
\end{bmatrix}
\]

\[
N_j^{(k)} = \begin{bmatrix}
N_j^{(s+1)}_0 & \cdots & N_j^{(s+1)}_k \\
\vdots & \ddots & \vdots \\
N_j^{(s+1)}_0 & \cdots & N_j^{(s+1)}_k \\
\end{bmatrix}
\]

Wherever large be \( k \), the \( k \times k \) determinant \( D^{(k)} \) is equal to a \((s+1) \times (s+1)\) determinant which order is fixed. Its \((s+1)^2\) elements can be calculated recursively through (3). Recurrence (3) (without the conditions \( c_k = 0 \iff k < 0 \)) has \( n \) independent solutions which are noted \( c_k^{(l)} \) \((l = 0, 1, ..., n - 1)\). Let us make the assumption (always verified in the practical cases that are in view) that it is possible to order these \( n \) solutions so that the \((s+1)\) first dominate the \((n-s-1)\) others i.e.:

\[
\lim_{k \to \infty} c_k^{(l)} / c_k^{(l')} = 0 \text{ with } 0 < l < s < l' < n - 1
\]

We call subdominant solution any linear combination of \( c_k^{(s+1)}, ..., c_k^{(n-1)} \), and dominant solution any non subdominant linear combination of \( c_k^{(0)}, ..., c_k^{(n-1)} \).

The subdominant solutions of the recurrence have been numerically studied by Gautachi [4] (in the case \( n = 2 \), \( s = 0 \) and Oliver [5]. We shall see that the coefficients \( c_k^{(l)} \) present in equ. (2) precisely correspond to a subdominant solution of (3). Let us note \( \rho_k \) the ratio of that form which tends the least fast to zero: \( \rho_k \) appears as the quotient of the largest subdominant solution to the smallest dominant solution. It is easy to prove that the errors resulting of the replacement of \( D \) by its approximant \( D^{(k)} \) behave like \( \rho_k \) : to see it we first express the \( N_j^{(k)} \) in function of the \( c_k^{(l)} \):

\[
N_j^{(k)} = \sum_{i=0}^{n-1} a_{ij} c_k^{(l)} \quad j = 1, ..., s + 1
\]
If we ignore the \((n-s-1)\) last terms in the summation we neglect the subdominant solutions and the error is of the order of \(\rho_k\). Introducing these simplified expressions in equ. (11) we get:

\[
\begin{pmatrix}
N_k^{(1)} & \cdots & N_k^{s+1} \\
\vdots & \ddots & \vdots \\
N_{k+s}^{(1)} & \cdots & N_{k+s}^{s+1}
\end{pmatrix}
\begin{pmatrix}
c_k^{(1)} \\
\vdots \\
c_{k+s}^{(1)}
\end{pmatrix}
\approx
\begin{pmatrix}
a_{1,1} & \cdots & a_{1,s+1} \\
\vdots & \ddots & \vdots \\
a_{s+1,1} & \cdots & a_{s+1,s+1}
\end{pmatrix}
\begin{pmatrix}
(1) \\
\vdots \\
(1)
\end{pmatrix}
\]

where \(0(\rho_k)\) means "tends to zero in the same way as \(\rho_k\) when \(k \to \infty\)." One has:

\[
\lim_{k \to \infty} D(k) = (-1)^{k(s+1)} A_s^{(n)} \cdots A_{s+k-1}^{(n)} 
\begin{pmatrix}
c_k^{(1)} & \cdots & c_k^{(s+1)} \\
\vdots & \ddots & \vdots \\
c_{k+s}^{(1)} & \cdots & c_{k+s}^{(s+1)}
\end{pmatrix}
\]

The roots \(E_N\) of \(D\) thus coincide with the roots of

\[
\begin{pmatrix}
a_{1,1} & \cdots & a_{1,s+1} \\
\vdots & \ddots & \vdots \\
a_{s+1,1} & \cdots & a_{s+1,s+1}
\end{pmatrix}
\]

This determinant is generally an analytic function of \(E\), and has therefore isolated zeros in the complex plane. If \(E\) is such a zero, and only then, a linear combination \(c_k = \gamma_1 N_k^{(1)} + \cdots + \gamma_{s+1} N_k^{s+1}\) exists which is a subdominant solution of (3). Consequently, for these values of \(E\) only, the Schrödinger equation has a solution whose expansion (2) is built with a subdominant solution of (3). In order to be sure that the original eigenvalue problem has been solved, one must show that these expansions only correspond to square integrable functions. The way to achieve this depends on the choice of the functions \(\varphi_k(\omega, x)\). For instance, from the orthogonality relations of the Weber-Hermite functions,

\[
\Psi(x) = \sum_{k=0}^{\infty} c_k D_{2k}(\omega x)(k!) \text{ is square integrable if...}
\]

and only if

\[
f = \int_0^{\infty} |\Psi(x)|^2 \, dx = \sum_{k=0}^{\infty} (\sqrt{2\pi/\omega})(2k)! |c_k|^2 / (k!)^2 < \infty.
\]

As another example, it will be shown in section 4.3 that, if \(c_k\) is a subdominant solution of (10),

\[
\Psi(x) = \sum_{k=0}^{\infty} c_k x^{2k} \exp(-\omega x^2)
\]

behaves like

\[
|x|^{-m/2} \exp[-|x|^{m+1}/(m+1)]\text{ when }x\text{ is a large real (positive or negative) number, whereas any dominant solution of (10) gives birth to a function behaving like }|x|^{-m/2} \exp[|x|^{m+1}/(m+1)]\text{ in the same conditions.}
\]

If we note \(E_N^{(k)}\) the roots of the approximant \(D_N^{(k)}\) we have

\[
|E_N^{(k)} - E_N| = 0(\rho_k) \quad \text{if } E_N \text{ is of multiplicity one.}
\]

On account of equ. (5) it is possible to rewrite this relation in the following way:

\[
|E_N^{(k)} - E_N| = |g(E_N)| |\rho_k| = e^{-\delta}
\]

The function \(g(E)\) is unknown and in fact it seems rather impossible to specify its form through theoretical deductions. In practice we can only hope that \(g(E) = 0(1)\) so that we should have with a good approximation:

\[
\delta = -\ln|\rho_k| \quad \text{or equivalently on account of equ. (7) (12)}
\]

\[
p = -\ln|\rho_k| + \ln |E_N|
\]

Equ. (12) is precisely the \((k, \omega, \delta)\) relation that we look for since \(\rho_k\) depends on \(\omega\) and \(k\). It plays an essential role since it allows to predict the order \(k\) of the smallest approximant to be considered if one wishes to calculate the ev to a given accuracy. It also allows to predict approximately the values of \(k_{\text{opt}}\) and \(\omega_{\text{opt}}\). The procedure can be summarized as follows: one starts with the recurrence brought into the form (3). One calculates the asymptotic behaviour of the \(n\) independent solutions \(c_k^{(1)}, \ldots, c_k^{(n-1)}\). One verifies that \((s+1)\) solutions dominate the \((n-s-1)\) others. One writes \(\rho_k\) as the ratio of the largest subdominant solution to the smallest dominant one. Equ. (12) furnishes the desired \((k, \omega, \delta)\) relation. In order to determine the asymptotic behaviour of the solutions one has the choice between two different methods which we shall successively use in order to be able of comparing their respective advantages.

4.1. Theoretical study of the \((k, \omega, \delta)\) relation in the case where \(\Psi\) is expanded in terms of Weber-Hermite functions

Here we try to recover theoretically the numerical results of section 3.1. The recurrence is given by (8). For the sake of simplicity we only deal with the case \(m = 2\). One has:

\[(16k^2 - 4)c_k^{+1} + [32k^2 - (24 + 6\omega)k + (4 + 6\omega/2)]c_k + [24k^2 + (\omega^2 - 36)k + (15 - 3\omega^2/4 - Ec^2)]c_k^{-1} + [8k^2 - (18 + \omega/4)k + (10 + \omega/4)]c_k^{-2} + (k^2 - 3k + 2)c_k^{-3} = 0 \quad \text{(14)}
\]

\[c_k \sim a_k k^w \exp(\alpha_k^{3/4} + \beta_k^{2/4} + \gamma_k^{1/4} + \ldots)\]

In order to be sure that the assumption is valid we introduce that expression in the recurrence (14) previously divided by \(c_k\). We then obtain expressions that can be developed in powers of \(k^{-1/2}\). Collecting the corresponding terms and equating to zero the coefficients of the highest powers of \(k\) we obtain the relation that fixes the values of \(a, w, \alpha, \beta, \gamma, \ldots\). The result is \((l = 0, 1, 2, 3)\):

\[c_k^{(l)} = (-1/2)^l k^w \exp(-3\omega/2 \pi(2l+1)/4 (2k)^{3/4} - 2k^{9/2}/24 \pi(2l+1)/4 (2k)^{1/4} + \ldots) \quad \text{k}^{-3/8}\]

It is immediately seen that solutions \(c_k^{(0)}\) and \(c_k^{(3)}\) dominate \(c_k^{(1)}\) and \(c_k^{(2)}\). On the other side the sub-dominant solutions only verify the condition

\[\sum_0^\infty |c_k(k)|^2 (2k)!(k)!^2 < \infty \text{ and thus alone correspond to a square integrable eigenfunction of the SE(1) provided there exists a non trivial linear combination of these that vanishes when } k < 0. \]

It is easy to calculate:

\[|\rho_k| = |c_k^{(1)}/c_k^{(0)}| \approx \exp \left[-\sqrt{2} \frac{2}{3} \omega^{3/2} (2k)^{3/4}\right] + \frac{\sqrt{2}}{24} \omega^{9/2} (2k)^{1/4}\]

from which we deduce the theoretical \((k, \omega, \delta)\) relation:

\[\delta \approx \sqrt{2} \frac{2}{3} \omega^{3/2} (2k)^{3/4} \quad \text{or} \quad \omega \approx \sqrt{2} \frac{9/2}{24} (2k)^{1/4}\]

When \(\delta = 28\) the corresponding \((k, \omega)\) curve is represented with dashed lines on figure 1. When \(\omega\) increases \(k\) decreases, passes through a minimum \(k^{opt} = \sqrt{6}/\delta/64\), \(\omega^{opt} = (48/\sqrt{6})^{1/6}\) and increases in accordance with the numerical data. However a discrepancy arises when \(k\) becomes too small due to the fact that at low \(k\) it is impossible to ensure the validity of the asymptotic expressions for \(c_k^{(1)}\).

4.2. Theoretical study of the \((k, \omega, \delta)\) relation in the case where \(\Psi\) is expanded as a Taylor series.

Here we try to explain the numerical results related in section 3.3. We shall deal with the general case of the oscillator \(x^2m\). We start with recurrence (10) (even states). We look for the asymptotic behaviour of the \(c_k\) by two different ways.

4.2.1. Simplified procedure

We use again the technique of Denef and Piessens. Let us first put:

\[c_k = d_k / \Gamma(1 + 2k/(m + 1))\]

The recurrence for the \(d_k\) can be written as:

\[\ldots \left[1 + \frac{1 - m}{1 + m}(2k)^{-1} + \ldots\right] d_k + \omega 2^{(2k_m^2)/(2m+1)} \left[(2k)^{(3-m)/(m+1)} \left[1 + 0k^1 + \ldots\right] d_{k-1} - (2k - m + 1)/(m + 1) d_k - m = 0\]

Where use has been made of the well-known identity:

\[z^{b-a} \Gamma(z+a)/\Gamma(z+b) \sim 1 + (a-b)(a+b-1)/(2z) + \ldots\]

Proceeding as in section 4.1 it is easy to establish that

\[d_k^{(l)} = \left[\frac{2\pi l}{(m+1)}(2k)^{2l}/(m+1)\right]^{1/2} \exp\left[\omega 2\pi l/(m+1)/(2k)^{2l/2}\right] - \frac{2\omega^2}{m+1} e^{-4\pi l/(m+1)} (2k)^{(3-m)/(m+1)} + \ldots\]

It is easily seen that \(c_k^{(0)}\) dominates the other solutions. We have:

\[|\rho_k| = |c_k^{(1)}/c_k^{(0)}| \approx \exp\left[\frac{\omega(\cos 2\pi m + 1)}{m+1} - \frac{2\omega^2}{m+1} \cos 4\pi - 1)/(2k)^{(3-m)/(m+1)}\right]\]

We deduce the \((k, \omega, \delta)\) relation:

\[\delta = 2\omega \sin 2\frac{\pi}{m+1} (2k)^{2l}/(m+1) - \frac{4\omega^2}{m+1} \sin 2\frac{\pi}{m+1} (2k)^{(3-m)/(m+1)}\]

The corresponding \((k, \omega)\) curve has been plotted in dotted lines on figure 3 in the case \((m = 2, \delta = 28)\). The coordinates of the minimum are easily deduced from (17).
\[ \omega_{opt} = \delta \csc^2 \frac{\pi}{m+1} [(m+1) \tan^2 \frac{\pi}{m+1} / (165)]^{2(m+1)} \]

\[ k_{opt} = 8 \delta \cot^2 \frac{\pi}{m+1} / (m+1) \]

When \( \delta = 28 \) the numerical values of \( k_{opt} \) and \( \omega_{opt} \) are reported in Table 1 in the column "simplified procedure". The agreement with the experimental values is good especially when \( m \) is small.

4.2.2. Refined procedure

We now turn to another more subtle approach. Let us first recall the expansion guessed for the solution of Eq. (1):

\[ \Psi = \sum_{k} c_k e^{-\omega x^2 / x^2} \Psi(x)^{-2k-1} \text{ dx} \]  

(18)

The \( c_k \) may be evaluated in the complex plane via Cauchy's theorem:

\[ c_k = \frac{2\pi}{\Phi_k} e^{\omega x^2 / x^2} \Psi(x)^{-2k-1} \text{ dx} \]

On another side the independent solutions

\[ c_k^{(1)} \]

of (3) (without the restrictions

\[ c_k = 0 \text{ if } k < 0 \]  

are given by such integrals calculated on distinct contours \( \gamma_0, \gamma_1, \ldots, \gamma_m \).

Let us suppose that \( \gamma_1 \) does not approach too much the origin; it is then possible to replace \( \Psi \) by its asymptotic behaviour for large \( x \):

\[ \Psi \approx x^{-m/2} \exp \left[-x^{m+1} / (m+1)\right] \]

If we introduce that \( \Psi \) in Eq. (18) we can evaluate the integral with the aid of the saddle point method [9].

\[ \frac{\delta}{\Phi(x)^{m+1}} \exp \left[-x^{m+1} / (m+1)\right] \text{ when } x \to \infty \]

One has: \( f(x) = \omega x^2 / x^2 + m + 1 / (m+1) - (2k + 1 + m/2) \ln x \)

Hence neglecting the factor \(-2\pi / f''(x)\)^{1/2} one easily finds:

\[ c_k^{(1)} = \exp \left[\omega x^2 / x^2 + m + 1 / (m+1) - (2k + 1 + m/2) \ln x \right] \]

(19)

where \( x_1 \) are the saddle points of \( f \) i.e. the roots of:

\[ 2\omega x_1^2 + x_1^m - (2k + 1 + m/2) / x_1 = 0 \]

(20)

It is assumed that only \( x_1 \) and \(-x_1 \) lie on \( \gamma_1 \) [recall that \( \Psi(x) \) is odd or even so that \( x_1 \) and \(-x_1 \) contribute for the same quantity in (19)].

Equ. (20) implies that:

\[ x_1^{2m+2} - (2k + 1 + m/2 - 2\omega x_1^2)^2 = 0 \]

where \( x_1 \) is the root located in the sector \( \pi 2^{1-1} / 2m + 2 < \arg x_1 < \pi 2^{1+1} / 2m + 2 \) (\( l = 0, 1, \ldots, m \)).

This assumption is justified by the fact that for \( \omega \) not too large one has \( \lim \arg x_1 = \pi / m + 1 \) and that \( x_1 \approx m + 1 - 2k > 0 \) because of (20).

From another side following Sibuya [10] each solution of the SE(1) behaves like

\[ |x|^{-m/2} \exp \left(-x^{m+1} / (m+1)\right) \]

(18) behave like a subdominant solution of the recurrence (3) that means that \( x_0 \) and \(-x_0 \) are not saddle points of \( e^{\omega x^2 / x^2} \Psi(x)x^{-2k-1} \).

The conclusion is that

\[ |\Psi(x)| \approx \frac{x}{m+1} \exp \left(-x^{m+1} / (m+1)\right) \text{ when } x \to \infty \]

\( \Psi \) is a square integrable solution of the SE(1).

The ratio \( |c_k| / |c_k^{(1)}| \) is easily calculated as equal to \( |c_k^{(1)} / c_k^{(0)}| \).

Combining with Eq. (12), (19) and (20) one finds:

\[ \delta = \omega \frac{m+1}{m+1} R \left( x_0^2 - x_1^2 \right) + (2k + 1 + m/2) \ln |x_1/x_0| \]

(21)

Let us expand \( x_0 \) and \( x_1 \) in terms of powers of \( \omega \) by starting with Eq. (20); the two leading terms of the expansions introduced in (21) restitute result (17).

However it is possible to determine exactly \( k_{opt} \) provided (19) is valid in the region \( k \sim k_{opt} \). The calculation is performed as follows: one has

\[ \delta = R \left[ f(x_0^2) - f(x_1^2) \right] \]

with the conditions

\[ f'(x_0^2) = f'(x_1^2) = 0 \]

When \( \omega \) varies \( k \) passes through a minimum if

\[ \frac{dk}{d\omega} = 0 \text{ i.e. if} \]

\[ R \left[ \frac{\partial f(x_0^2)}{\partial \omega} - \frac{\partial f(x_1^2)}{\partial \omega} \right] = 0 \]

which leads to \( R 2^{-1} = R x_1^2 \).

The root \( x_0 \) is real > 0 but \( x_1 \) is complex. We put:

\[ x_1^2 = x_0^2 (1 + i \gamma) \]

If we introduce these expressions in Eq. (20) with

\[ \pm x_0^m = x_0^m \text{ and } \pm x_1^m = x_1^m \]

one obtains:

\[ x_0^m = R \frac{x_1^m}{x_1^m} \]

Hence the equation for \( \gamma \):

\[ \frac{m^2}{m+1} \gamma = x_0^m - x_1^m \]

(22)
Combining with (20) and (21) one finds:
\[ k_{\text{opt}} = -\delta / \ln \cos \sigma - m/4 - 1/2 \]  
(23)
\[ x_0^{m+1} = (2k_{\text{opt}} + m/2 + 1)(1 - \cot \sigma \tan \frac{m+1}{2} \sigma)^{-1} \]
\[ \omega_{\text{opt}} (2k_{\text{opt}} + m/2 + 1)(1-m)/(m+1) \]
\[ \sigma = - \frac{1}{2} \cot \sigma \tan \frac{m+1}{2} \sigma (1 - \cot \sigma \tan \frac{m+1}{2} \sigma)^{(1-m)/(m+1)} \]  
(24)
\sigma easily deduces through (22) and \( k_{\text{opt}} \) and \( \omega_{\text{opt}} \) follows with (23) and (24). We have calculated the values of \( k_{\text{opt}} \) and \( \omega_{\text{opt}} \) and we have reported them in table 1 in the column “refined procedure”. One notes the remarkable agreement with the experimental numerical data. On another side the \((k, \sigma)\) curve corresponding to the fundamental state with \( \delta = 28 \) has been plotted in dashed lines on figure 3. One sees that the theoretical curve behaves like the experimental one provided \( \omega < 5 \).

5. APPLICATION TO THE \( x^2 + \lambda x^{2m} \) OSCILLATORS

It is possible to deal with the anharmonic oscillators \( x^2 + \lambda x^{2m} \) exactly in the same way. If one calculates \( \omega_{\text{opt}} \) in that case one finds that \( \omega_{\text{opt}} \) varies very slowly with \( \lambda \) so that it is possible to perform the numerical calculations by adopting the values of \( \omega_{\text{opt}} \) which are deduced from (22), (23) and (24). Tables 3 and 4 give the six first states (even and odd) of the oscillators \( x^2 + \lambda x^{10} \) and \( x^2 + \lambda x^{12} \) for \( \lambda \) varying between 0.01 and 100. To the best of our knowledge these quantities are calculated for the first time. That is also the first time that a method is presented that makes the access to the ev of an equation like (1) rather simple.

6. CONCLUSIONS

We now summarize the results. Wishing to calculate the ev of the SE(1) we have exhibited the central role played by the factor \( \omega \) which enters in the expansion tried for \( \Psi \):
\[ \Psi = \sum_0 c_k \varphi_k (\omega, x) \]
We have successively used an expansion in terms of Weber-Hermite functions and a Taylor expansion. At first sight the first choice seems preferable because of the orthogonality of W-H functions with the following consequences:
- the evaluation of the norm, of matrix elements,... is simplified
- if the oscillator \( x^2 + \lambda x^{2m} \) is treated in a perturbative way the present method allows to calculate all the terms of the perturbative series with all the desired precision. Let us recall indeed that the functions \( D_k (x \sqrt{2}) \) are the eigenfunctions of the harmonic \( x^2 \) oscillator.

That approach is also interesting since it needs the calculation of approximants of peculiarly low order \( k \). Unfortunately the recurrence (8) is rather complicated and for \( m > 3 \) it is hardly usable. On the other side the calculation of the coefficients \( c_k \) of the eigenfunction is simpler in the approach with Taylor expansions. Let us now turn to that approach which finally appears as the most advantageous. When one expands \( \Psi \) in the form
\[ \Psi = e^{-\omega x^2} \sum_0 c_k x^k \]
it is important to assign to \( \omega \) a numerical value next \( \omega_{\text{opt}} \) otherwise \( k \) will be needlessly large. The theory of section 4 has learned us how to predict the \((k, \omega, \delta)\) curves. If the agreement is not perfect that is of course due to the fact that the method is approximative in various aspects:

a) In eq. (12) \( \ln |g(E)| \) is neglected beside \( \ln |\rho_k| \).

b) In the calculation of the integral giving \( c_k^{(1)} \) by the saddle point method we neglect the factor \([-2\pi \int e^{-x^2}|x|]^{-1/2} \) beside the exponential.

c) In the same integral \( \Psi \) is replaced by its asymptotic behaviour.

Approximations a) and b) have for consequence that the theory predicts \( k \) systematically displaced with respect to the real value. The fact is visible on figure 3. Approximation a) also has for consequence that the prediction is mostly valuable at low \( E \). When \( E \) increases (excited states) the discrepancy grows.

Approximation a) is interesting to be discussed because it entails that in the calculations \( k_{\text{opt}} \) and \( \omega_{\text{opt}} \) are only present in the combination
\[ \omega_{\text{opt}} (2k_{\text{opt}} + m/2 + 1)(1-m)/(m+1) \]  
(24)
\( \omega \) and \( \delta \) are. The fact is visible in eq. (24).

In the special case \( m = 2 \) eq. (24) is written as:
\[ \omega_{\text{opt}} = 0.780507 \]

The corresponding \((k, \omega)\) curve has been plotted in heavy lines on figures 3 and 4. We note that it sensibly coincides with the locus of the minima of the \((k, \omega)\) curves when \( E \) and \( \delta \) vary. However the coincidence may not be perfect because eq. (24) is not rigorous: that can be seen by pursuing the calculations to higher orders in the frame of the simplified procedure of section 4.2.1. It is found at the third order that \( \omega_{\text{opt}} \) and \( k_{\text{opt}} \) become present under various forms incompatible with (24). One could hope to improve the pre-
Table 2. 30 first eigenvalues of $x^{2n}$ oscillators.

<table>
<thead>
<tr>
<th>N</th>
<th>$m = 2$</th>
<th>$m = 3$</th>
<th>$m = 4$</th>
<th>$m = 5$</th>
<th>$m = 6$</th>
<th>$m = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0508365090</td>
<td>1.1448032654</td>
<td>1.225520114</td>
<td>1.298343701</td>
<td>1.363761458</td>
<td>1.412438884</td>
</tr>
<tr>
<td>1</td>
<td>3.796735909</td>
<td>3.38569712</td>
<td>4.75587446</td>
<td>5.097376529</td>
<td>6.15541821</td>
<td>7.416813705</td>
</tr>
<tr>
<td>5</td>
<td>21.22337292</td>
<td>29.26979649</td>
<td>35.49739681</td>
<td>40.4426154</td>
<td>44.25128036</td>
<td>48.73196252</td>
</tr>
<tr>
<td>6</td>
<td>26.52474718</td>
<td>37.61365556</td>
<td>46.31277259</td>
<td>56.17969599</td>
<td>67.43821316</td>
<td>81.12257011</td>
</tr>
<tr>
<td>7</td>
<td>32.09059771</td>
<td>46.9352154</td>
<td>60.17965959</td>
<td>71.08295786</td>
<td>83.01125708</td>
<td>97.77847260</td>
</tr>
<tr>
<td>8</td>
<td>37.92250103</td>
<td>56.15080185</td>
<td>68.3842649</td>
<td>84.8135564</td>
<td>99.81689011</td>
<td>117.9419516</td>
</tr>
<tr>
<td>9</td>
<td>43.58115401</td>
<td>68.33287132</td>
<td>80.43852936</td>
<td>101.2316194</td>
<td>121.1225943</td>
<td>144.7124626</td>
</tr>
<tr>
<td>10</td>
<td>50.25625492</td>
<td>77.12734646</td>
<td>99.54352368</td>
<td>115.212513</td>
<td>135.755109</td>
<td>164.7486045</td>
</tr>
<tr>
<td>11</td>
<td>56.73471436</td>
<td>84.33237577</td>
<td>111.031209</td>
<td>130.528314</td>
<td>155.213319</td>
<td>185.415256</td>
</tr>
<tr>
<td>12</td>
<td>63.40304997</td>
<td>100.1539276</td>
<td>131.525831</td>
<td>157.652064</td>
<td>179.557472</td>
<td>209.398466</td>
</tr>
<tr>
<td>13</td>
<td>70.25234854</td>
<td>112.4084356</td>
<td>148.744910</td>
<td>179.171915</td>
<td>201.803511</td>
<td>231.215675</td>
</tr>
<tr>
<td>14</td>
<td>77.25120946</td>
<td>125.1168607</td>
<td>166.744677</td>
<td>197.852991</td>
<td>219.501256</td>
<td>249.189503</td>
</tr>
<tr>
<td>15</td>
<td>84.45746626</td>
<td>138.2733727</td>
<td>185.938491</td>
<td>205.03739</td>
<td>225.261453</td>
<td>268.544561</td>
</tr>
<tr>
<td>16</td>
<td>91.97808682</td>
<td>151.618313</td>
<td>205.03739</td>
<td>225.261453</td>
<td>285.032795</td>
<td>328.712462</td>
</tr>
<tr>
<td>17</td>
<td>99.28050666</td>
<td>165.8087392</td>
<td>225.261453</td>
<td>285.032795</td>
<td>355.342237</td>
<td>420.879978</td>
</tr>
<tr>
<td>18</td>
<td>106.5243074</td>
<td>180.216839</td>
<td>246.16179</td>
<td>302.756201</td>
<td>350.903703</td>
<td>439.115861</td>
</tr>
<tr>
<td>19</td>
<td>113.6591745</td>
<td>195.909722</td>
<td>267.746515</td>
<td>330.510032</td>
<td>384.911229</td>
<td>459.690157</td>
</tr>
<tr>
<td>20</td>
<td>120.6043590</td>
<td>210.586723</td>
<td>290.818549</td>
<td>359.220563</td>
<td>418.357841</td>
<td>496.552272</td>
</tr>
<tr>
<td>21</td>
<td>127.6420687</td>
<td>225.852006</td>
<td>313.042062</td>
<td>386.885052</td>
<td>453.922920</td>
<td>520.877426</td>
</tr>
<tr>
<td>22</td>
<td>134.6801479</td>
<td>241.767034</td>
<td>336.662353</td>
<td>419.475266</td>
<td>509.693535</td>
<td>600.527020</td>
</tr>
<tr>
<td>23</td>
<td>141.7991213</td>
<td>256.808303</td>
<td>360.903607</td>
<td>450.992528</td>
<td>567.759294</td>
<td>669.848639</td>
</tr>
<tr>
<td>24</td>
<td>148.9350234</td>
<td>274.724114</td>
<td>385.776560</td>
<td>483.412954</td>
<td>636.730095</td>
<td>750.684839</td>
</tr>
<tr>
<td>25</td>
<td>156.0120436</td>
<td>291.711224</td>
<td>411.269412</td>
<td>516.750045</td>
<td>700.903780</td>
<td>833.662589</td>
</tr>
<tr>
<td>26</td>
<td>162.6472120</td>
<td>309.034244</td>
<td>437.369321</td>
<td>550.930070</td>
<td>763.521932</td>
<td>916.397761</td>
</tr>
<tr>
<td>27</td>
<td>169.3826662</td>
<td>326.689512</td>
<td>464.063398</td>
<td>586.061662</td>
<td>833.521932</td>
<td>1002.525269</td>
</tr>
<tr>
<td>28</td>
<td>175.2293387</td>
<td>344.666193</td>
<td>491.354334</td>
<td>621.934053</td>
<td>902.142533</td>
<td>1101.721382</td>
</tr>
<tr>
<td>29</td>
<td>180.1799188</td>
<td>362.662164</td>
<td>519.222052</td>
<td>658.717213</td>
<td>970.151319</td>
<td>1203.820894</td>
</tr>
</tbody>
</table>
Table 3. Eigenvalues of the $x^2 + \lambda x^{10}$ oscillator.

<table>
<thead>
<tr>
<th>$\lambda N$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>1.07668396</td>
<td>3.5093097</td>
<td>5.5922370</td>
<td>13.48429623</td>
<td>15.15429423</td>
<td>29.55768457</td>
</tr>
<tr>
<td>0.02</td>
<td>1.11126835</td>
<td>3.68360376</td>
<td>7.07748935</td>
<td>11.45444758</td>
<td>16.01545091</td>
<td>22.64085097</td>
</tr>
<tr>
<td>0.03</td>
<td>1.13610273</td>
<td>3.80936858</td>
<td>7.40335501</td>
<td>12.01203115</td>
<td>17.37154869</td>
<td>24.07494966</td>
</tr>
<tr>
<td>0.04</td>
<td>1.15658409</td>
<td>3.90839528</td>
<td>7.55655634</td>
<td>12.47609441</td>
<td>18.29824869</td>
<td>25.03782238</td>
</tr>
<tr>
<td>0.05</td>
<td>1.17294402</td>
<td>3.99131321</td>
<td>7.86126370</td>
<td>12.85639004</td>
<td>18.89073944</td>
<td>25.87024246</td>
</tr>
<tr>
<td>0.06</td>
<td>1.18770153</td>
<td>4.08240650</td>
<td>8.03331122</td>
<td>13.17622378</td>
<td>19.39233640</td>
<td>26.59257679</td>
</tr>
<tr>
<td>0.07</td>
<td>1.20087332</td>
<td>4.12520643</td>
<td>8.19334718</td>
<td>13.61755933</td>
<td>19.83392594</td>
<td>27.21553429</td>
</tr>
<tr>
<td>0.08</td>
<td>1.21281176</td>
<td>4.16185283</td>
<td>8.32139850</td>
<td>13.71393954</td>
<td>20.22333409</td>
<td>27.76982365</td>
</tr>
<tr>
<td>0.09</td>
<td>1.22376808</td>
<td>4.20357414</td>
<td>8.45793524</td>
<td>13.94171970</td>
<td>20.57862925</td>
<td>28.26938762</td>
</tr>
<tr>
<td>0.10</td>
<td>1.23382897</td>
<td>4.24833769</td>
<td>8.57233355</td>
<td>14.15049764</td>
<td>20.90195687</td>
<td>28.72584861</td>
</tr>
<tr>
<td>0.11</td>
<td>1.24306218</td>
<td>4.29329746</td>
<td>8.69810864</td>
<td>14.63644121</td>
<td>21.35574062</td>
<td>29.15638994</td>
</tr>
<tr>
<td>0.12</td>
<td>1.25240215</td>
<td>4.33538513</td>
<td>8.83892049</td>
<td>14.59744577</td>
<td>24.67307233</td>
<td>31.95639924</td>
</tr>
<tr>
<td>0.13</td>
<td>1.25993807</td>
<td>4.37517166</td>
<td>9.00716230</td>
<td>17.32656208</td>
<td>25.79217350</td>
<td>34.04107028</td>
</tr>
<tr>
<td>0.14</td>
<td>1.26667211</td>
<td>4.41159616</td>
<td>9.17989912</td>
<td>17.91946383</td>
<td>26.70073546</td>
<td>35.61389094</td>
</tr>
<tr>
<td>0.15</td>
<td>1.27257088</td>
<td>4.44512570</td>
<td>9.35405560</td>
<td>19.42284475</td>
<td>27.47044243</td>
<td>36.89306429</td>
</tr>
<tr>
<td>0.16</td>
<td>1.27756235</td>
<td>4.47632367</td>
<td>9.53262421</td>
<td>19.84036312</td>
<td>28.14981604</td>
<td>37.97051769</td>
</tr>
<tr>
<td>0.17</td>
<td>1.28169028</td>
<td>4.50425173</td>
<td>9.71554252</td>
<td>20.29562474</td>
<td>29.76457446</td>
<td>38.91144160</td>
</tr>
<tr>
<td>0.18</td>
<td>1.28593871</td>
<td>4.52926273</td>
<td>9.89237378</td>
<td>21.00236822</td>
<td>30.32939865</td>
<td>39.76719869</td>
</tr>
<tr>
<td>0.19</td>
<td>1.28938715</td>
<td>4.55156537</td>
<td>10.07208315</td>
<td>21.85606165</td>
<td>31.34114630</td>
<td>40.50071666</td>
</tr>
<tr>
<td>0.20</td>
<td>1.29293598</td>
<td>4.57126878</td>
<td>10.25532052</td>
<td>22.75533402</td>
<td>32.33262944</td>
<td>41.18777668</td>
</tr>
<tr>
<td>0.21</td>
<td>1.29657531</td>
<td>4.58832228</td>
<td>10.44275759</td>
<td>23.65022862</td>
<td>33.26622544</td>
<td>42.03618993</td>
</tr>
<tr>
<td>0.22</td>
<td>1.29930279</td>
<td>4.60223534</td>
<td>10.63318288</td>
<td>24.55532052</td>
<td>34.21371871</td>
<td>43.11898995</td>
</tr>
<tr>
<td>0.23</td>
<td>1.30106095</td>
<td>4.61339357</td>
<td>10.82651827</td>
<td>25.46041350</td>
<td>35.20856600</td>
<td>44.15638994</td>
</tr>
<tr>
<td>0.24</td>
<td>1.30195027</td>
<td>4.62164097</td>
<td>11.01862507</td>
<td>26.36540706</td>
<td>36.20331739</td>
<td>45.15288465</td>
</tr>
<tr>
<td>0.25</td>
<td>1.30195027</td>
<td>4.62164097</td>
<td>11.01862507</td>
<td>26.36540706</td>
<td>36.20331739</td>
<td>45.15288465</td>
</tr>
<tr>
<td>0.26</td>
<td>1.30195027</td>
<td>4.62164097</td>
<td>11.01862507</td>
<td>26.36540706</td>
<td>36.20331739</td>
<td>45.15288465</td>
</tr>
<tr>
<td>0.27</td>
<td>1.30195027</td>
<td>4.62164097</td>
<td>11.01862507</td>
<td>26.36540706</td>
<td>36.20331739</td>
<td>45.15288465</td>
</tr>
<tr>
<td>0.28</td>
<td>1.30195027</td>
<td>4.62164097</td>
<td>11.01862507</td>
<td>26.36540706</td>
<td>36.20331739</td>
<td>45.15288465</td>
</tr>
<tr>
<td>0.29</td>
<td>1.30195027</td>
<td>4.62164097</td>
<td>11.01862507</td>
<td>26.36540706</td>
<td>36.20331739</td>
<td>45.15288465</td>
</tr>
<tr>
<td>0.30</td>
<td>1.30195027</td>
<td>4.62164097</td>
<td>11.01862507</td>
<td>26.36540706</td>
<td>36.20331739</td>
<td>45.15288465</td>
</tr>
<tr>
<td>$\lambda^{N}$</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>------------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>0.01</td>
<td>1.12887348</td>
<td>3.76627647</td>
<td>7.33556551</td>
<td>11.9835987</td>
<td>17.0749132</td>
<td>24.34105579</td>
</tr>
<tr>
<td>0.02</td>
<td>1.15156625</td>
<td>3.97158762</td>
<td>7.88737165</td>
<td>12.9756536</td>
<td>19.2434517</td>
<td>26.58597993</td>
</tr>
<tr>
<td>0.03</td>
<td>1.19347679</td>
<td>4.1096405</td>
<td>8.2136534</td>
<td>13.61558751</td>
<td>20.2475671</td>
<td>28.02342879</td>
</tr>
<tr>
<td>0.04</td>
<td>1.21556182</td>
<td>4.12500379</td>
<td>8.4787489</td>
<td>14.09565594</td>
<td>21.0010145</td>
<td>29.90795127</td>
</tr>
<tr>
<td>0.05</td>
<td>1.23398502</td>
<td>4.30148236</td>
<td>8.6903653</td>
<td>14.4351995</td>
<td>21.69760761</td>
<td>30.96510091</td>
</tr>
<tr>
<td>0.06</td>
<td>1.24965491</td>
<td>4.3721696</td>
<td>8.85871292</td>
<td>14.81532085</td>
<td>22.12306599</td>
<td>31.86633121</td>
</tr>
<tr>
<td>0.07</td>
<td>1.26356299</td>
<td>4.43876527</td>
<td>9.02714075</td>
<td>15.13145715</td>
<td>22.56934332</td>
<td>32.80343463</td>
</tr>
<tr>
<td>0.08</td>
<td>1.27045393</td>
<td>4.4973433</td>
<td>9.16705264</td>
<td>15.5323617</td>
<td>23.35202798</td>
<td>33.35770652</td>
</tr>
<tr>
<td>0.09</td>
<td>1.28736555</td>
<td>4.54964307</td>
<td>9.29315248</td>
<td>15.98372263</td>
<td>24.04307072</td>
<td>34.28574415</td>
</tr>
<tr>
<td>0.10</td>
<td>1.29782560</td>
<td>4.59708595</td>
<td>9.40924956</td>
<td>16.79184673</td>
<td>24.92525494</td>
<td>35.0721231</td>
</tr>
<tr>
<td>0.20</td>
<td>1.37317062</td>
<td>4.93817273</td>
<td>10.21959397</td>
<td>17.92394308</td>
<td>25.9101146</td>
<td>38.11459338</td>
</tr>
<tr>
<td>0.30</td>
<td>1.42294463</td>
<td>5.1561698</td>
<td>10.739908</td>
<td>18.4977575</td>
<td>26.43304678</td>
<td>39.56129248</td>
</tr>
<tr>
<td>0.40</td>
<td>1.46096183</td>
<td>5.3248897</td>
<td>11.13086529</td>
<td>19.4562956</td>
<td>27.15909709</td>
<td>40.87091924</td>
</tr>
<tr>
<td>0.50</td>
<td>1.4970418</td>
<td>5.4753655</td>
<td>11.4470149</td>
<td>19.9238415</td>
<td>27.70027809</td>
<td>41.69559593</td>
</tr>
<tr>
<td>0.60</td>
<td>1.51851898</td>
<td>5.57197396</td>
<td>11.7139136</td>
<td>20.33347991</td>
<td>28.3031223</td>
<td>42.80402322</td>
</tr>
<tr>
<td>0.70</td>
<td>1.54165541</td>
<td>5.67101676</td>
<td>11.94582158</td>
<td>20.65497987</td>
<td>28.66795795</td>
<td>43.59893419</td>
</tr>
<tr>
<td>0.80</td>
<td>1.56229427</td>
<td>5.76011264</td>
<td>12.1513422</td>
<td>21.0291348</td>
<td>29.12302301</td>
<td>44.35828365</td>
</tr>
<tr>
<td>0.90</td>
<td>1.58994331</td>
<td>5.8489869</td>
<td>12.3363178</td>
<td>21.3291411</td>
<td>29.49131893</td>
<td>44.49516385</td>
</tr>
<tr>
<td>1.00</td>
<td>1.60799050</td>
<td>5.93264618</td>
<td>12.5070841</td>
<td>21.6127978</td>
<td>30.40669788</td>
<td>45.23673571</td>
</tr>
<tr>
<td>1.10</td>
<td>1.62505884</td>
<td>6.01512257</td>
<td>12.6850527</td>
<td>21.8203193</td>
<td>30.94571622</td>
<td>45.93435765</td>
</tr>
<tr>
<td>1.20</td>
<td>1.64041446</td>
<td>6.08835593</td>
<td>12.84895139</td>
<td>22.23759304</td>
<td>31.37962818</td>
<td>46.61262577</td>
</tr>
<tr>
<td>1.30</td>
<td>1.65595757</td>
<td>6.16031769</td>
<td>13.0055504</td>
<td>22.65283864</td>
<td>31.78081726</td>
<td>47.23465259</td>
</tr>
<tr>
<td>1.40</td>
<td>1.67040548</td>
<td>6.22858295</td>
<td>13.15395502</td>
<td>23.27319216</td>
<td>32.2149066</td>
<td>47.6927293</td>
</tr>
<tr>
<td>1.50</td>
<td>1.68396839</td>
<td>6.29337257</td>
<td>13.28779265</td>
<td>23.81384441</td>
<td>32.61917526</td>
<td>48.11524756</td>
</tr>
<tr>
<td>1.60</td>
<td>1.69670579</td>
<td>6.35523947</td>
<td>13.40724053</td>
<td>24.24344503</td>
<td>33.01940007</td>
<td>48.42867684</td>
</tr>
<tr>
<td>1.70</td>
<td>1.70863207</td>
<td>6.41239076</td>
<td>13.50508193</td>
<td>24.67343421</td>
<td>33.92382127</td>
<td>48.79842127</td>
</tr>
<tr>
<td>1.80</td>
<td>1.71989838</td>
<td>6.46571646</td>
<td>13.58285999</td>
<td>25.09397497</td>
<td>34.82886051</td>
<td>49.2261223</td>
</tr>
<tr>
<td>1.90</td>
<td>1.73054452</td>
<td>6.51628972</td>
<td>13.64987317</td>
<td>25.51519112</td>
<td>35.7364073</td>
<td>49.6294220</td>
</tr>
<tr>
<td>2.00</td>
<td>1.74049662</td>
<td>6.56424964</td>
<td>13.70549447</td>
<td>25.93687705</td>
<td>36.6454073</td>
<td>49.9988944</td>
</tr>
</tbody>
</table>

Table 4. Eigenvalues of the $x^2 + \lambda x^{12}$ oscillator.
diction for the excited states by taking into account the contributions of the third, fourth, ... order which are influenced by E. The calculation is perfectly possible but unfortunately the series for $c_k^{(1)}$ is found to be divergent though it is of course asymptotically convergent. As shown in section 4.2.1 it happens that the series limited to its two first terms gives the essential of the results attainable through that procedure. If one wishes to refine the prediction of the $(k, \omega, \delta)$ relation for the excited states it is necessary to return to the refined procedure of section 4.2.2 and to introduce the energy parameter $E$ in the calculations. To attain that goal it is necessary to start with an asymptotic expansion for $\Psi$ which is more accurate than the one we have considered (which was independent of $E$).
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