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A B S T R A C T

The Congo River estuary is characterised by a deep canyon that connects the river to the deep ocean by cutting
through the continental shelf. Its estuary is influenced by high river discharge and micro-tidal conditions,
with a large depth and limited vertical mixing. This restricts the supply of oxygen from the surface waters
to the more saline bottom waters, leading to hypoxic and anoxic zones. We study the dynamics of the Congo
River estuary by applying the multi-scale baroclinic coastal ocean model SLIM 3D (www.slim-ocean.be) to
this topographically challenging environment. By allowing a high degree of flexibility in the representation
of both the complex geometry and the strong stratification, SLIM 3D is able to simulate riverine, tidal and
gravitational processes that drive the estuarine circulation. Model results compare favourably with in-situ
data in the estuary, suggesting that the exchange flow is correctly simulated. The latter is characterised by a
two-layer dynamics. The combination of the large river discharge, the strong stratification and the large depth
results in a moderate freshwater Froude number and a very small mixing number. It makes the Congo River
an outlier in state-of-the-art estuarine classifications, closer to fjords than salt wedge estuaries. Furthermore,
using the age as a diagnosis sheds light on the spatial variability of the estuarine waters ventilation. Local
maximum of renewing water age located just below the pycnocline is exceeded by old dense oceanic waters
which stagnate at the bottom of the canyon for more than two months due to the small vertical mixing. It
helps explain the hypoxic and anoxic conditions observed at the bottom of the submarine canyon.
. Introduction

The Congo River is the main African freshwater input into the
tlantic Ocean. With a watershed of 3.7 × 106 km2 and a mean

river discharge of about 4 × 104 m3∕s, second only to the Amazon
River, the Congo strongly affects the sea surface salinity in the Eastern
Atlantic Ocean (Vangriesheim et al., 2009). Pak et al. (1984) reported
that its plume forms a surface lens that extends 800 km offshore,
reaching latitude 8◦ East. This large outflow transports a large amount
of suspended matter into the Atlantic Ocean (Eisma et al., 1978). In
Kinshasa, located 300 km upstream of the estuary, the total suspended
sediment flux reaches 30.7 × 106 tons/year, and approximately 6%
of it is particulate organic carbon (POC) (Coynel et al., 2005). Only
half of the POC gravitationally settles into the subhalocline water
body of the canyon, the other half being advected offshore with the
surface plume (Eisma and Kalf, 1984). Hence the Congo River plays an

∗ Corresponding author.
E-mail address: valentin.vallaeys@uclouvain.be (V. Vallaeys).

important role for the local, regional and global carbon fluxes at the
land–ocean interface.

Despite the importance of the Congo River, there are very few pub-
lications about the hydrodynamics of the Congo’s estuary and region
of freshwater influence (ROFI). Hopkins et al. (2013) and Chao et al.
(2015) tracked the plume by means of satellite data products. The
first numerical model of the plume dynamics was set up by Denamiel
et al. (2013), using ROMS (Shchepetkin and McWilliams, 2005). They
studied the impact of topographic features, in particular the submarine
canyon, and variable forcings on the plume movement. The model was
further used to investigate the influence of the outflow on the sea
surface temperature in the near shore region (White and Toumi, 2014),
and the relevance of data assimilation in the regional-scale modelling of
this area (Phillipson and Toumi, 2017, 2019). As these studies focused
on the freshwater plume, the computational domains did not include
the Congo River itself. To the best of our knowledge, the only numerical
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Fig. 1. Bathymetry of the domain of interest (left) with a focus on the estuary (right). The submarine canyon is clearly visible: its depth reaches more than 250 m at the mouth
nd 100 m at its upstream head. The white dots in the close-up view (lower right panel) represent the stations where data profiles are available. The red dot is the location
here vertical mean profiles are computed. The red line represents the open boundary to be used for calculating the renewing water age (Section 2.3). DRC is the acronym for
emocratic Republic of the Congo.
tudy of the whole tidally-influenced Congo River has been conducted
y Le Bars et al. (2016) by means of a depth-averaged barotropic model,
hich, by construction, could not deal with the baroclinic aspects of the

low.
The deep submarine canyon – one of the largest in the world – that

irectly connects the ocean with the lower estuary impacts the plume
nd shelf dynamics as well as the estuarine circulation. The large vari-
tions of the water column depth and the steep bathymetry gradients,
ith slopes up to 50%, imply that the numerical grid of any numerical
odel of this region must be designed with care. It is desirable that

he ‘‘hydrostatic consistency criterion’’1 (Haney, 1991) be met so as to
void significant errors in the evaluation of the discrete pressure force,
equiring the implementation of a flexible horizontal resolution and
suitable vertical coordinate system (Haney, 1991; Deleersnijder and
eckers, 1992; Burchard and Beckers, 2004; Hofmeister et al., 2010;
erntsen, 2011; Zhang et al., 2015; Li et al., 2016). Furthermore, the
trong stratification inside the estuary requires low numerical dissipa-
ion schemes. Clearly, modelling the barotropic and baroclinic circula-
ion along the Congo river-to-sea continuum represents a challenging
est case for any numerical model.

Since Hansen and Rattray (1966), estuarine classification into dif-
erent regimes has been an active field of study (see for example Geyer
nd MacCready, 2014, and references therein). As the discharge and
he tides change over time, an estuary may switch from one regime to
nother one, as exemplified by the Columbia River estuary (Kärnä and
aptista, 2016a). In many estuaries, vertical mixing is mostly driven
y the tides. The Congo River estuary is micro-tidal, with a tidal
ange varying between 1.9 m during spring tides and 0.3 m during
eap tides at the river mouth, near Banana (see Fig. 1 for the exact
ocation) (Eisma and van Bennekom, 1978). In combination with the
arge depth of the canyon, the regime of the Congo River estuary is

1 As was argued by Deleersnijder (2015), this criterion has little to do with
he consistency of the numerical scheme per se and instead is closely related

to the accuracy of the discretisation of the horizontal pressure force term.
 o

2

thus expected to be classified as a strongly stratified estuary, mostly
driven by salinity differences. Such estuarine feature is often associated
with low-discharge estuaries or fjords. However, unlike such small-
velocity systems, the Congo estuary is driven by a huge and stable water
discharge that produces a large and steady mean river velocity. As such,
it appears as a very peculiar estuary, which is likely to be an outlier in
estuarine classifications.

Another salient feature of the Congo estuary is the presence of vast
hypoxic and anoxic zones. Because of the mineralisation of POC in sink-
ing sediments, the dissolved oxygen concentration steadily decreases
below the freshwater surface layer. This is enhanced by stratification
that reduces the vertical mixing below the pycnocline. Low-oxygen
zones have been reported in the deep estuary, with an oxygen con-
centration that almost vanishes near the bottom (Eisma and van Ben-
nekom, 1978). This has qualitatively been understood but not yet
quantified in detail for the Congo River (van Bennekom et al., 1978).
Similar hypoxic conditions are reported for the Neuse River (Paerl
et al., 1998) or Puget Sound (Feely et al., 2010), although they exhibit
large seasonal variations.

The goal of this paper is to advance our understanding of the Congo
River estuarine dynamics by applying the multi-scale hydrodynamic
model SLIM 3D 2 to the Congo river-to-sea continuum. SLIM 3D is an
unstructured-mesh, discontinuous Galerkin model that is well suited
to simulate flows in topographically-challenging areas. After being
compared with field observations, the model is used to study the
3D flow structure within this estuary. That allows us to assess the
importance of tidal mixing and stratification and hence position the
Congo River in Geyer and MacCready (2014)’s estuarine classification.
By further coupling the hydrodynamic model with a renewing water

2 SLIM: Second-generation Louvain-la-Neuve Ice-ocean Model, www.slim-
cean.be
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age diagnostic tool, we can show how the combination of a large depth,
weak tide and high discharge leads to very slow water renewal at the
bottom of the estuary, which in turn leads to hypoxic conditions.

The paper is organised as follows. Section 2 details the methods
and data, i.e. the available in situ observations, the numerical model
and the diagnostic tools. The results are presented in Section 3: the
model reference run is compared against field data in Section 3.1;
insights into the estuarine classification (resp. circulation) are provided
in Section 3.2 (resp. 3.3); renewing water age theory is applied to
the estuary in Section 3.4; a schematic oxygen budget is outlined in
Section 3.5. Finally, results are discussed in Section 4. Conclusions are
drawn in the same section.

2. Methods and data

2.1. In-situ measurements

About thirty years ago, Eisma (1990) collected data along the Congo
River canyon (Fig. 1). While navigating, measurements of salinity,
temperature and oxygen were made at different locations (represented
with white dots in Fig. 1) and at different depths. These data were col-
lected from November 21th 1989 for the upstream river, until December
12th 1989 for the oceanic measurements. In the estuary, measurements
were performed from 27 November to 30 November. Since they were
taken ‘‘along the way", the atmospheric and oceanic conditions were
not constant during the measurement period. The measured estuarine
profiles of salinity, temperature and oxygen are shown in Fig. 2.

The observed salinity and temperature profiles show the high verti-
cal stratification of the Congo River estuary. The pycnocline is located
at a depth of about 10 m. The freshwater layer thickness is almost
constant in the whole transect, except at the plume lift-off near the
mouth where the layer is thinner. The vertical stratification is strong,
with salinity differences of 35 × 10−3 within 5 m. These observations
are consistent with those of Spencer et al. (2013), who mentioned the
presence of very saline water (>35 × 10−3) just downstream of Malela
under a 10 m freshwater surface layer, and a plume thickness of about
2-3 m at the mouth with surface salinity near zero. The stratification
is mostly controlled by salinity differences and seems to be rather
insensitive to tidal motions.

Oxygen concentrations show a strong vertical variability, with rel-
atively high oxygen concentrations located near the surface and large
areas of hypoxia (<187.5mmol O2 m−3, dashed line in Fig. 2), and even
anoxia (<62.5mmol O2 m−3, solid line in Fig. 2), in the bottom layer of
the estuary. There is a clear similarity between the salinity, temperature
and oxygen profiles.

For context, Fig. 3 shows seasonal variations of river discharge
(at Matadi) and tidal elevation (at Banana, near the river mouth).
The analysis period (dark grey) is in the wet Austral summer. The
river discharge is large throughout the year and varies between 2 and
7 × 104 m3∕s. December generally features the highest river discharge,
with a mean value around 5.5 × 104 m3∕s. Fresh water discharge
of December 1989 was slightly smaller than the seasonal mean but
remains above yearly average values.

2.2. Model setup

The three-dimensional hydrodynamics is simulated by means of the
baroclinic ocean model SLIM 3D (Kärnä et al., 2013; Delandmeter
et al., 2015, 2018; Vallaeys et al., 2018). It solves the 3D hydrostatic
equations under the Boussinesq approximation on an unstructured
mesh by means of the discontinuous Galerkin (DG) finite element
method (Blaise et al., 2010). SLIM 3D has recently been used to simu-
late the thermocline oscillations in Lake Tanganyika with a vertically
adaptive grid (Delandmeter et al., 2018), the coupled estuarine-plume
dynamics of the Columbia River (Vallaeys et al., 2018) and the algal
bloom occurrence in Lake Titicaca (Duquesne et al., 2021). The model
is run from 15 August 1989 until 1 January 1990. The model spin up
lasts until the analysis starts, on 1 November. We then compare the
simulated results with the observations of Eisma (1990).
3

2.2.1. 3D Baroclinic model
The model equations are described in Delandmeter et al. (2018).

They are based on a formulation that preserves tracer consistency
(White et al., 2008) at a discrete level (Delandmeter et al., 2018).
Such a formulation ensures an accurate coupling between the hydro-
dynamical and tracer transport modules. DG methods scale well on
parallel computer platforms thanks to their spatial sparsity. They also
offer functional flexibility as the model solutions can be discontinuous
between mesh elements. This is particularly useful for modelling flows
in topographically challenging environments. In the case of the Congo
River, the sides of the submarine canyon that cut through the conti-
nental shelf are so steep that it is almost impossible to achieve a mesh
fine enough to represent them accurately. As a result, the model has
to be flexible enough to deal with under-resolved topographic features
without resorting to unphysical dissipation. The DG formulation allows
SLIM 3D to handle strong gradients of bathymetry, density and velocity
with little numerical dissipation, as shown in Vallaeys et al. (2018).

2.2.2. Computational domain
The domain of interest covers the Atlantic Ocean near the Congo

River mouth, from 2◦ S to 10◦ S, and from 8◦ E to the African west
coast. At the border between Angola and Democratic Republic of Congo
(DRC), at approximately 6◦ S, the domain includes the whole tidally
influenced Congo River, from Banana at the mouth to Matadi, about
150 km upstream of it (Fig. 1). The latter area is separated from the
capital of DRC, Kinshasa, by rapids flowing over about 290 km.

The water depth ranges from more than 4500 m in the deep
ocean to a few metres in the estuary (Fig. 1). The computational
bathymetry has been obtained by merging the global data from GEBCO
2008 (Monahan, 2008) with digitalised nautical charts of the river
(Le Bars et al., 2016). The bathymetry features of the Congo River
estuary are shown in Fig. 1. A deep canyon (depth > 250 m) splits
the Congo River estuary into two distinct parts. The submarine canyon
originates from the post-rift evolution of the continental margin of
west-equatorial Africa (Savoye et al., 2009). Shallow zones (depth
< 20 m) are found along both sides of the estuarine canyon with half
of the non canyon area shallower than 10 m.

The estuary is characterised by a number of channels between Boma
and Malela. Downstream of this region, mangroves occupy large shal-
low areas on each bank. As only very little topographical information
is available for those areas, they are left out of the domain. A minimal
depth of 3 m is prescribed as wetting and drying processes are not
explicitly taken into account, as in Vallaeys et al. (2018).

2.2.3. Mesh generation
Owing to the specific nature of the domain of interest (rugged

bathymetry, wide range of characteristic length scales), mesh gener-
ation is crucial (Lambrechts et al., 2008). Clearly, the horizontal mesh
size must be sufficiently small in the estuary and in the vicinity of the
coast, and can be significantly larger in the deep ocean. Then, in the
region where the bottom slope is the steepest, in particular along the
sides of the canyon, the horizontal mesh resolution must be further
enhanced. Special attention must also be devoted to the determination
of the vertical grid size, with a finer mesh where vertical gradients
of density and velocity are highest (near the top surface of the water
column inside the estuary for example).

As in other previous applications of SLIM 3D , we resort to a two-
stage mesh generation procedure (see for example Delandmeter et al.,
2015). First, a triangular unstructured surface mesh is generated by
means of GMSH (http://gmsh.info) (Geuzaine and Remacle, 2009).
Then, this mesh is extruded along the vertical direction, yielding pris-
matic elements. Here we use a hybrid 𝜎–𝑧 vertical grid with 𝜎 levels
near the surface and 𝑧 levels below the transition depth ℎ𝜎 , as in Val-
laeys et al. (2018). This type of mesh facilitates the representation of
the hydrostatic equilibrium, especially with low-order discretisations.

http://gmsh.info
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Fig. 2. From top to bottom, vertical profiles of observed salinity, temperature and oxygen in the Congo River canyon in November–December 1989 (Eisma, 1990). Profiles are
econstructed by interpolating vertical observations at each station. The ocean (resp. river) is on the left (resp. right) hand side. The horizontal axis represents the distance to the
iver mouth (measured in the upstream direction) along the transect delineated by the stations shown in white dots in Fig. 1. There is a sharp pycnocline whose depth barely
xceeds 15 m. Hypoxic (dashed line) and anoxic (solid) limits are highlighted in the lower panel.
The surface mesh consists of about 1.6 × 104 triangles. The reference
lement mesh size of the horizontal triangles is set to the minimum of
wo linear functions of the distance to the continental and estuarine
oastlines. The reference mesh size reaches 500 m along the banks of
he estuary and 3 km near the other coastlines. It further decreases to
each a mesh size of 15 km at 50 km from the coast, in the deepest parts

of the domain (Fig. 4).
Next, seeking inspiration in Haney (1991), Deleersnijder and Beck-

ers (1992) and Legrand et al. (2007), a horizontal length characterising
the bottom topography is evaluated, namely 𝐿ℎ = ℎ

|∇ℎℎ|
, where ℎ

and ∇ℎ denote the unperturbed height of the water column and the
horizontal gradient operator, respectively. The objective is to further
refine the surface mesh in such a way that this length is resolved.
However, this would lead to a significant increase in the number of
4

elements. Therefore, using the method of Legrand et al. (2007), we
generate anisotropic elements, whose size is smaller in the direction
of the bathymetry gradient than in the orthogonal direction with a
maximum mesh size of 300 m. The anisotropic mesh has about half
the number of elements than an isotropic mesh would have. In other
words, length scale 𝐿ℎ is still resolved, albeit in a directional manner.

The surface mesh is finally vertically extruded to form prisms. The
anisotropic mesh is extruded with ℎ𝜎 = 12 m and is made up of 5
𝜎 layers on top of at most 27 𝑧 layers. The value of ℎ𝜎 has been obtained
following a calibration procedure with respect to a high resolution
reference solution. The 5 uppermost 𝜎 levels have a maximal depth
of 1, 3, 5, 8 and 12 metres below sea level to increase the near-
surface resolution. As soon as depth exceeds 14 m, a number of 𝑧
levels is added below the 𝜎 levels, at depths 16, 20, 25, 30, 35, 40,
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Fig. 3. Time evolution of the Congo River discharge (top) and tidal elevation at the river mouth (bottom) throughout the entire year 1989. The river discharge (solid line) is
compared with the mean (dashed) and min/max (dotted) values over the period 1981–2010. The simulation and analysis periods are shown in light and dark grey, respectively.
The latter is entirely included within the former. Vertical lines in the bottom panel represent the spring (dashed) and neap (solid) time stamps used for the analysis.
45, 50, 60, 70, 80, 90, 100, 120, 150, 175, 200, 250, 350, 500, 700,
1000, 1300, 1700, 2300, 3000 and 4000 metres below the sea surface.
Vertical movement of the mesh is handled with an ALE formulation, as
is described in Delandmeter et al. (2018).

2.2.4. Initial conditions and forcings
The system is initially at rest with zero elevation and velocity. The

salinity is set to 𝑆 = 35 × 10−3 in the ocean and 𝑆 = 0 in the river.
he initial temperature is a piecewise linear function of depth, with a
urface temperature of 25◦C, decreasing to a minimum value of 8◦C in
he deeper parts of the domain (ℎ > 500 m). For the latter, since global
roducts such as Mercator or HYCOM are not available before 1993,
e construct a stratified field similar to that of Denamiel et al. (2013).

The river discharge is imposed at Matadi, the upstream boundary
f the domain, based on volumetric flow rate measurements made at
he Inga dam, located about 30 km upstream of Matadi. As can be
een in Fig. 3, the period sampled by Eisma (1990) is marked by a
elatively low river outflow (about 4.5 × 104 m3/s) in comparison
o climatological values for December (about 5.6 × 104 m3/s). Only

freshwater enters the domain at Matadi and the temperature is set
to a constant value of 27◦C. While there are several rivers along the

frican coast inside the computational domain, like the Nyanga and
wanza Rivers, the Congo River is the only freshwater input taken into
ccount in the model as its volumetric flow rate is about two orders of
agnitude greater than the other rivers.

At the open ocean boundaries, tidal elevation and current from
SU TOPEX/Poseidon Global Inverse Solution TPXO7.2 dataset (Egbert
nd Erofeeva, 2002) are prescribed. No global ocean circulation is
rescribed at the open boundaries. The wind stress is generally small
n the region of interest (Denamiel et al., 2013). We impose the air–sea
lux of momentum with the reanalysis product of ECMWF for the wind
5

speed at 10 m above sea level. The air–sea heat-flux is not taken into
account. As will be seen later, the renewing time of surface waters is
quite small, hence limiting the impact of heat fluxes on the estuarine
hydrodynamics. The influence of waves in the estuary is also quite
limited because of the large river outflow and the topography of the
mouth, with the beach barriers almost disconnecting the estuary from
the open ocean. The estimated net atmospheric water flux over the area
of the estuary is insignificant as compared to the river inflow.

2.3. Renewing water age

Inspecting fields of primitive variables (velocity, pressure, density,
etc.) is not necessarily the best approach to the understanding of trans-
port processes taking place over timescales longer than those related
to tides (i.e. subtidal timescales). As pointed out above, evaluating
time- and position-dependent diagnostic timescales may be conducive
to useful interpretations. This is mainly because such timescales lead
to an integrative, holistic view of transport phenomena, which is much
less affected by small time and space scales of variation than primi-
tive variables (see, e.g., the review article by Lucas and Deleersnijder
(2020)).

In this context, inspiration is sought in the generic approach to
water renewal developed by Gourgue et al. (2007). Accordingly, the
water is split into several water types, namely the water particles
present in the control domain at the initial time, the original water,
and those progressively replacing them, which belong to the renewing
water and originate from open boundaries. The renewing water may be
further divided into two components according to whether they come
from the upstream boundary (river water or, equivalently, freshwater)
or the downstream one (coastal ocean water). At a given time and
location, the age of the renewing water or one of its components is the
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Fig. 4. Top view of the horizontally-anisotropic mesh of the Congo River and adjacent
coastal ocean. The mesh resolution ranges from 300 m to 10 km. It has about 1.6 × 104

urface elements. The resolution of the canyon sides is improved by using anisotropic
lements (Legrand et al., 2007). This mesh is further extruded in the vertical direction
o form columns of prismatic elements with a vertical resolution ranging from 1 to
00 m.

ime elapsed since leaving the relevant open boundary (Rayson et al.,
016; Liu et al., 2017; Du et al., 2018; Rutherford and Fennel, 2018).
uch ages allow gaining insight into water renewal rates (de Brye et al.,
012; Kärnä and Baptista, 2016b; Yang et al., 2019). In the present
tudy, these diagnoses will help clarify the effects of the estuarine
irculation on the long-term transport and the emergence of hypoxia
nd anoxia in the estuary.

The aforementioned ages are evaluated in accordance with the
onstituent-oriented Age and Residence time Theory (CART,www.
limate.be/cart) (Delhez et al., 1999; Deleersnijder et al., 2001) Let
and 𝒙 denote the time and the position-vector, respectively. Then,

ubscripts 𝑜𝑟𝑖, 𝑟𝑖𝑣 and 𝑜𝑐𝑒 are introduced so as to identify original,
iver and oceanic waters. Since it has long been acknowledged that
water type may be regarded as a passive tracer (Cox, 1989; Hirst,

999; Goosse et al., 2001; Deleersnijder et al., 2002; Haine and Hall,
002; Meier, 2005; de Brye et al., 2012), the concentration of a water
ype 𝐶 (𝑡,𝒙) obeys advection–diffusion equation
𝝌

6

able 1
nitial and boundary conditions used to solve concentration and age concentration
quations (Eqs (1) and (2), from which water type ages are obtained.
Initial condition Boundary conditions

𝑡 = 0 𝛤 𝑟𝑖𝑣 𝛤 𝑜𝑐𝑒 𝛤 𝑖𝑚𝑝

𝐶𝑜𝑟𝑖 = 1 𝐶𝑜𝑟𝑖 = 0 𝐶𝑜𝑟𝑖 = 0 No flux
𝐶𝑟𝑖𝑣 = 0 𝐶𝑟𝑖𝑣 = 1 𝐶𝑟𝑖𝑣 = 0 No flux
𝐶𝑜𝑐𝑒 = 0 𝐶𝑜𝑐𝑒 = 0 𝐶𝑜𝑐𝑒 = 1 No flux
𝛼𝑜𝑟𝑖 = 0 𝛼𝑜𝑟𝑖 = 0 𝛼𝑜𝑟𝑖 = 0 No flux
𝛼𝑟𝑖𝑣 = 0 𝛼𝑟𝑖𝑣 = 0 𝛼𝑟𝑖𝑣 = 0 No flux
𝛼𝑜𝑐𝑒 = 0 𝛼𝑜𝑐𝑒 = 0 𝛼𝑜𝑐𝑒 = 0 No flux

𝜕𝐶𝝌

𝜕𝑡
= −∇ℎ ⋅

(

𝐶𝝌𝒗 −𝑲 ⋅ ∇ℎ𝐶𝝌
)

, 𝜒 = 𝑜𝑟𝑖, 𝑟𝑖𝑣, 𝑜𝑐𝑒, (1)

where 𝒗(𝑡,𝒙) is the water velocity, which is divergence-free (Boussi-
esq approximation), and 𝑲(𝑡,𝒙) is the diffusivity tensor. The latter

is symmetric and positive-definite. Its components are the same as in
the temperature and salinity equations. The age of every water type is
𝑎𝝌 =

𝛼𝝌
𝐶𝝌

, where age concentration 𝛼𝝌 is the solution of

𝜕𝛼𝝌
𝜕𝑡

= 𝐶𝝌 − ∇ℎ ⋅
(

𝛼𝝌𝒗 −𝑲 ⋅ ∇ℎ𝛼𝝌
)

, 𝜒 = 𝑜𝑟𝑖, 𝑟𝑖𝑣, 𝑜𝑐𝑒. (2)

The first term on the right-hand side of Eq. (2) is related to ageing:
the age of every water type particle increases at the same pace as time.

Key ingredients for the evaluation of the ages are the definition of
the control domain as well as the initial and boundary conditions under
which Eqs. (1) and (2) are to be solved (Deleersnijder et al., 2020). They
must be in line with the declared objectives of the diagnostic strategy,
which consists in diagnosing water renewal in the river and the adja-
cent coastal zone. Therefore, the control domain is to be smaller than,
and included in, the computational one. The control domain’s (open)
upstream boundary (𝛤 𝑟𝑖𝑣) coincides with the riverine boundary of the
computational domain, which is located at Matadi. Strictly speaking,
the estuary begins just upstream of Malela (Spencer et al., 2013). The
impact of setting the upstream boundary at Matadi will be discussed in
Section 3.4. The (open) oceanic boundary (𝛤 𝑜𝑐𝑒) is relatively close to
the coastline: it is located at the mouth of the river and links Pointe de
Bulambemba (DRC) in the North and Punta do Padrao (Angola) in the
South (red line in the lower right panel of Fig. 1). The remainder of
the boundary, including the water–air interface, is impermeable and is
denoted 𝛤 𝑖𝑚𝑝.

The initial and boundary conditions are laid out in Table 1 and are
illustrated in Fig. 5. A zero flux boundary condition is imposed at the
impermeable boundaries (𝛤 𝑖𝑚𝑝), and Dirichlet boundary conditions are
imposed at other boundaries. While the open boundary conditions for
the age concentration are simply 𝛼𝝌 = 0, the open boundary conditions
for the water mass concentration depend on whether the inflow brings
the water mass of interest (𝐶𝝌 = 1) or not (𝐶𝝌 = 0).

Deleersnijder (2019) demonstrated that, as expected, the water
concentrations satisfy inequalities 0 ≤ 𝐶𝝌 (𝑡,𝒙) ≤ 1. In addition, the sum
of the concentrations under consideration, i.e. the water concentration,
is equal to unity at any time and location (𝐶𝑜𝑟𝑖 + 𝐶𝑟𝑖𝑣 + 𝐶𝑜𝑐𝑒 = 1). It
can also be seen that the 𝐿2-norm of the original water concentration
monotonically decreases as time progresses so that 𝐶𝑜𝑟𝑖(∞,𝒙) = 0.
In other words, in the long run, the original water is replaced by
riverine and oceanic waters, which eventually fill the whole domain,
i.e. 𝐶𝑟𝑖𝑣(∞,𝒙) + 𝐶𝑜𝑐𝑒(∞,𝒙) = 1. The riverine and oceanic water ages
can be seen to be positive and smaller than the elapsed time, which
is the least we can expect from such diagnostic timescales. The age of
the original water is equal to the elapsed time, 𝑎𝑜𝑟𝑖(𝑡,𝒙) = 𝑡. Obviously,
this result provides no insight into water renewal processes, but is a
validation element of the present diagnostic strategy. Finally, in accor-
dance with the age-averaging hypothesis formulated by Deleersnijder
et al. (2001), we can also aggregate the riverine and oceanic waters,
yielding the renewing water, hereinafter identified by subscript 𝑟𝑒𝑛.
Its concentration, age concentration and age are 𝐶𝑟𝑒𝑛 = 𝐶𝑟𝑖𝑣 + 𝐶𝑜𝑐𝑒,
𝛼 = 𝛼 + 𝛼 and 𝑎 = 𝛼𝑟𝑒𝑛 , respectively.
𝑟𝑒𝑛 𝑟𝑖𝑣 𝑜𝑐𝑒 𝑟𝑒𝑛 𝐶𝑟𝑒𝑛

http://www.climate.be/cart
http://www.climate.be/cart
http://www.climate.be/cart
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Fig. 5. Sketch of the vertical circulation in the canyon of the Congo River from the mouth to the upstream end of the canyon. Boundary conditions for the renewing water age
quations are detailed. 𝐶𝝌 and 𝛼𝝌 are the concentration and the age concentration of 𝝌 , respectively. Subscripts 𝑜𝑐𝑒, 𝑜𝑟𝑖 and 𝑟𝑖𝑣 stand for oceanic, original and riverine water,
espectively. Grey arrows represent the subtidal transport of water.
Fig. 6. Comparison of simulated salinity (transect view) in the canyon with field data (filled dots). Numbers above observations indicate the station number for reference to
Table A.3.
3. Results

Model results are first compared with the observations collected
by Eisma (1990) in December 1989. We then discuss the position of
the Congo River estuary within the estuarine classification of Geyer and
MacCready (2014) and highlight the two-layer flow structure. We also
compute the renewing water age and use it to gain insight into the
water renewal timescales of the estuary. We finally sketch an oxygen
budget for the estuary.

3.1. Comparison with field data

The model results are compared with the observed salinity and tem-
perature vertical profiles. Model outputs are sampled at the same time
stamps as the observations. We then merge simulated vertical profiles
in a transect view (Figs. 6 and 7). The simulated halocline is similar to
the observed one, with a freshwater layer thickness ranging from about
15 m at the upstream station, to about 5 m at the river mouth (Fig. 6).
The strong stratification observed in situ is well captured by the model,
7

with a thickness of the brackish water layer of a few metres. The sharp
transition between water masses shown in the temperature field is also
well captured by the model (Fig. 7). In deeper areas, the temperature
is somewhat overestimated. The vertical profiles are nonetheless very
similar, and vertical gradients of temperature agree between observed
and simulated values. The temperature bias is likely due to the ocean
initial and boundary conditions, which might be slightly too warm.

Skill metrics are computed to assess the quality of the simulated
temperature and salinity fields (see Tables A.3 and A.4). Correlations
between observations and predicted values are high at all stations for
the salinity (>0.87) and the temperature (>0.92). Small biases are found
in the salinity field, because salinity differences in the ocean are small
as compared to the temperature differences. The predicted salinity
values show less variability than in the observations, with very small
(normalised) root mean square errors (RMSE and NMSE).

There is very little information to validate the velocity field in the
estuary. Let us just point out that Eisma (1990) reported a velocity
of about 2 m∕s, just upstream of Malela, at the head of the canyon.
The model simulates a velocity of about 1.5 m∕s at that location. It
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Fig. 7. Comparison of simulated temperature (transect view) in the canyon with field data (filled dots). Numbers above observations indicate the station number for reference to
Table A.4.
Fig. 8. The estuarine parameter space adapted from Geyer and MacCready (2014). The Congo River (dark grey) appears in the upper (high freshwater Froude number) left (low
ixing) corner, underscoring its strongly stratified nature. The line represents the theoretical separation between permanently stratified estuaries and those being possibly vertically
ixed.
m
n

𝐹

s noteworthy that the velocity in this region strongly depends on the
athymetry, which is not well documented outside of the canyon. At
he bottom of the canyon, Shepard and Emery (1973) reported current
elocities up to 0.16 m∕s in the up-canyon direction and less intense
up to 0.11 m∕s) in the down-canyon direction. To compensate for the
utflow of saltwater near the surface, the time-average was reported to
e up-canyon, which is also simulated with the model (Fig. 9). Down-
anyon strong turbidity currents may abruptly reverse this net upward
low but those cannot be simulated by the present model.

.2. Estuarine classification

In order to better understand the hydrodynamic regime of the Congo
iver estuary, we attempt to position it in the Geyer and MacCready
2014) diagram, which is based on the freshwater Froude (𝐹𝑟 ) and
𝑓

8

ixing (𝑀𝑖) dimensionless numbers (Fig. 8). The freshwater Froude
umber compares the river flow velocity to the speed of internal waves:

𝑟𝑓 =
𝑈𝑅

√

𝛽𝑔𝑆𝑜𝐻
, (3)

where 𝑈𝑅 = 𝑄∕𝐴 is the sectionally and tidally averaged river flow
velocity, 𝛽 = 7.7 × 10−1 is the haline contraction coefficient, 𝑆𝑜 =
35 × 10−3 is the maximal ocean salinity at the river mouth, 𝐻 = 𝐴∕𝑊
is the characteristic depth of the estuary. For a section of the Congo
estuary of area 𝐴 ≈ 2 × 105 m2 and width 𝑊 ≈ 4 × 103 m (similar
to that of the red dot in the inset of Fig. 1), we obtain 𝑈𝑅 ≈ 0.2 m∕s
and 𝐻 ≈ 50 m. The resulting freshwater Froude number value, 𝐹𝑟𝑓 ≈
5.5 × 10−2, is comparable to that of other high-discharge rivers such
as the Columbia River (Kärnä and Baptista, 2016a).
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Fig. 9. Salinity transport in the Congo River estuary at the station represented by a red
dot in Fig. 1. The signal is largely dominated by the mean components (red). Mean
tidal transport (blue), localised in the brackish waters, is larger during spring tides
(dashed) than during neap tides (solid) but remains one order of magnitude smaller.
The characteristic two-layer dynamics of strongly stratified estuaries is very clear.

The mixing number evaluates the effectiveness of tidal mixing for a
stratified estuary:

𝑀𝑖 =

√

𝑢2∗
𝜔𝑁0𝐻2

, (4)

where 𝑢2∗ = 𝐶𝐷𝑈2
𝑇 is the bottom stress, 𝜔 = 1.4 × 10−4 s−1 is the

dominant (M2) tidal frequency in the Congo River estuary, and 𝑁0 =
√

𝛽𝑔𝑆𝑜
𝐻 ≈ 7.3 × 10−2 s−1 is the buoyancy frequency. With an amplitude

f the depth-averaged tidal velocity 𝑈𝑇 ≈ 0.2 m∕s and 𝐶𝐷 = 3 × 10−3,
the squared friction velocity is 𝑢2∗ ≈ 10−4 m2/s2, which is comparable to
alues computed by means of the hydrodynamic model. The resulting
ixing parameter value 𝑀𝑖 ≈ 7 × 10−2 is very small and comparable

o that of fjords. This is due to the combined effect of a small tidal
mplitude signal in this region and the canyon’s depth, comparable to
hat of a fjord. Unlike classical fjords, the freshwater Froude number is
ather large despite the depth of the canyon. This is a consequence of
he very large river discharge. The Congo River estuary thus appears
s an outlier in the Geyer and MacCready (2014) estuarine parameter
pace (Fig. 8).
9

3.3. Two-layer flow structure

The Congo River estuary exhibits a very stable stratification as the
tides are not strong enough to erode the pycnocline. In order to quantify
the comparative effects of the tidal and gravitational circulations, we
compute the different components of the residual salinity transport,
⟨𝑢𝑆⟩, using the vertical profiles of the along-channel velocity, 𝑢 = 𝑢(𝑧, 𝑡),
and salinity, 𝑆 = 𝑆(𝑧, 𝑡), at a station inside the estuary (red dot in
Fig. 1). The total salt transport ⟨𝑢𝑆⟩ can be expressed as

⟨𝑢𝑆⟩ = ⟨𝑢⟩⟨𝑆⟩ + ⟨𝑢′𝑆′
⟩, (5)

where 𝑓 ′ represents the deviation from the tidal average ⟨𝑓 ⟩. This
splitting allows us to evaluate the transport due to the exchange flow,
as compared to the dispersive tidal salt transport (Hamilton, 1990). The
first term on the right hand side of Eq. (5) represents the advection of
the mean salinity profile by the residual velocity field. The second term
represents the transport due to tides.

The typical two-layer structure of the exchange flow is clearly visi-
ble in the transport profiles (Fig. 9). The temporal average is computed
over four tidal periods in both spring (dashed curves) and neap (solid
curves) tidal phases (see Fig. 3 for the time periods). The mean value
(red curves) shows that there is a large net seaward transport in the top
layer, as explained by Spencer et al. (2013). Below it, the net salt flux
is landward, which is typical of strongly stratified estuaries and fjords.
The transition between the two distinct layers is very sharp but, unlike
shallow rivers where maximum inflow is near the bottom, the landward
component is mainly restricted to the top 40 m. It is not significant at
larger depths, appearing more like the circulation in a fjord, with a
third layer in which the current is slower. The tidal effects (blue curve)
have an almost negligible influence on the total transport, as in fjords
and strongly stratified estuaries. The tidal transport is restricted to the
pycnocline area. Overall, the flow is mostly baroclinic and gravitational
effects dominate the tidal effects.

The variability of the velocity over a tidal period is shown in
Fig. 10, where the two-layer structure of the flow clearly appears. In the
bottom layer, the flood tide increases the landward current, but ebbing
tides barely change the velocity direction there. The top layer seaward
velocity also exhibits small tidal variability, with small changes of the
seaward velocity.

Geyer and Ralston (2011) examined the dynamics of strongly strat-

ified estuaries using the two-layer theory. They split those into two
Fig. 10. Velocity profile evolution over two tidal periods at the station represented by a red dot in Fig. 1. The two-layer structure of the flow exhibits small tidal variability,
although the magnitude varies. Positive values mean the current is pointing towards the upstream boundary.
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Fig. 11. Vertical along-canyon transect of the squared buoyancy frequency 𝑁2, squared shear frequency 𝑀2, gradient Richardson number 𝑅𝑖 = 𝑁2

𝑀2 and vertical turbulent diffusivity
𝑣 in the Congo River estuary. All values are averaged over several days, and are representative for both spring and neap tides. The 𝑥-axis is the distance from the mouth towards
he upstream river. The solid lines on the third panel represent the steady-state isolines 𝑅𝑖 = 0.25. Vertical mixing is very small in deep areas, where vertical diffusivity and
tratification are small. It only becomes significant in the upstream shallow regions. Note the logarithmic scale for all variables.
R
ategories: salt wedge and fjord. The former is characterised by a
ischarge sufficiently large to recover strong stratification despite tides
nd comparable thickness between top and bottom layers. The stratifi-
ation in the latter arises from the decorrelation between surface and
ottom layer dynamics. The depth of fjords is quite large, and the top
ayer is often very thin as compared to the bottom layer. Tides also have

limited impact on the surface layer dynamics. The Congo therefore
hares many similarities with fjords, despite its huge river discharge.

The turbulent kinetic energy, which increases with shear and de-
reases with stratification, controls the vertical mixing. The dynamic
tability of the water column can thus be investigated with the gradient
10
ichardson number, 𝑅𝑖 = 𝑁2

𝑀2 . The latter is the ratio of the following
parameters: the squared Brunt–Vaïsälä (buoyancy) frequency 𝑁2 =
− 𝑔

𝜌0
𝜕𝜌
𝜕𝑧 and the squared shear frequency 𝑀2 = ‖

𝜕𝒖
𝜕𝑧 ‖

2. Fig. 11 shows
profiles of those parameters along the canyon transect. As expected,
both frequencies are higher along the pycnocline where the stratifica-
tion is strongest. As the shear frequency is smaller than the buoyancy
frequency in deep areas, the gradient Richardson number is large in
many places, except near the pycnocline and the sea surface. The result-
ing vertical turbulent diffusivity is therefore very small throughout the
deep water column. It mainly becomes significant in shallower regions,
at the head of the canyon.
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Fig. 12. Surface renewing water age in the Congo River. The scale is in hours and the thick black lines show every 6 h interval.
.4. Renewing water age

We study the renewing of the estuarine water and differentiate
ater masses originating from the ocean and the river. Renewing water
ge is simulated for the same time period as the hydrodynamics.

The surface renewing water age is shown in Fig. 12. The riverine
aters rapidly flows out of the river when leaving Matadi, reaching
oma in about 12 hours and Malela in about 1 day. They eventually
nter the ocean after about 1.5 days. Upstream of the canyon, there
s little variability of the surface freshwater age across the channel.
owever, over the canyon, bottom friction is reduced and, combined
ith the gravitational current, surface waters tend to accelerate. As
result, lateral variability grows with a smaller age over the canyon

nd larger values in the vicinity of the river banks, leading to a
arabolic-like age profile.

As the water column is well-mixed in the upstream part of the river,
ge estimates are in good agreement with the barotropic estimates
f Le Bars et al. (2016). The depth-averaged renewing water age near
oma was estimated to be less than one day with the 2D model,
hereas surface water age computed with the 3D model is about 12
ours. Density-driven currents tend to accelerate surface waters, lead-
ng to smaller ages. In the estuary, estimates vary more significantly.
he barotropic model showed a strong deceleration near the mouth,
ith a transition of river water age from 2 days at Malela to more than

10 days at Banana. In the 3D model, the water age shows that water
accelerates at the surface, reaching the river mouth in less than 1.5
days. Of course, the oceanic water age sharply increases in the bottom
layer and hence partly compensates these differences. However, in the
estuary, the 3D baroclinic model clearly provides a better picture of
the water age as there is a strong vertical variability over the water
column.

Over the water column, the riverine waters are mainly present in the
top layers with a riverine water concentration 𝐶𝑟𝑖𝑣 > 0.99 in the top 5 m
of the water column of the estuary and 𝐶𝑟𝑖𝑣 < 0.01 below 15 m (not
shown). The oceanic waters slowly fill the bottom layer. In between,
brackish waters result from the mixing of those two water masses.

The renewing water age in the top 15 metres is shown in Fig. 13 (top
panel). Near the pycnocline, the structure is similar to that observed in
other stratified estuaries (Kärnä and Baptista, 2016b). The renewing
water age is small (𝑎 < 2 days) in this top layer where freshwater is
mostly present (𝐶𝑟𝑖𝑣 ≫ 𝐶𝑜𝑐𝑒). The age is also small near the open ocean
boundary just below the pycnocline (> 8 m), where oceanic waters are
mostly present (𝐶𝑜𝑐𝑒 ≫ 𝐶𝑟𝑖𝑣). Between those two layers, brackish waters
are trapped by the strong mixing and the renewing water age increases
(𝑎 > 3 days). It is noteworthy that the riverine water age is computed
since leaving Matadi, while the Congo River estuary is defined as
starting just upstream of Malela. The time spent by the riverine water
inside the estuary itself is thus smaller, by approximatively 1 day.

Yet, this aforementioned local age maximum is not the global
maximal value over the water column. As the maximum salinity inflow
is located far from the bottom in the case of the Congo due the
11
significant depth of the estuary, there is an inflow of older water in
deeper areas where shear stress (and hence mixing) is reduced. Near the
bottom of the canyon, there is therefore no trace of riverine water. The
renewing water age coincides with the oceanic water age and grows
with depth (Fig. 13, bottom panel). It exceeds two months at some
places. The dense oceanic water masses with a low dissolved oxygen
concentration enter with the gravitational circulation and stagnate in
the deep estuary, like in a fjord. These water masses do not mix with
the lighter riverine water masses. The long renewal time during which
waters originating from the Eastern Equatorial oxygen minimum zone
enter the deeper parts of the canyon, combined with the degradation of
riverine organic material, presumably cause the formation of areas with
very low oxygen concentrations. The locations of the renewing water
age maxima seem to correspond with the observed oxygen minima.

The head of the canyon is characterised by an abrupt halt of the
oceanic water intrusion (not shown). At Malela, there is an abrupt
transition between the outer (deep) and the inner (shallow) parts of
the estuary (Dupra et al., 2001). With the steep transition to shallow
areas and the large river discharge, the oceanic waters are blocked.
Only riverine freshwater fills the inner estuary. The salinity intrusion
length is therefore very stable over time.

3.5. Schematic oxygen budget

Oxygen in the estuarine canyon below the freshwater layer is in-
creasingly depleted with depth, reaching almost zero near the bottom
(Fig. 2). This is due to: (i) aerobic respiration of particulate organic
carbon (POC) that is flushed from the upstream Congo River and
gravitationally settles into the deeper layers once it arrives at the
estuary, (ii) strong density stratification restricting vertical mixing of
atmospheric oxygen into deeper layers and (iii) advection of oxygen
depleted oceanic waters into the estuarine canyon.

Here, we estimate the role of POC-remineralisation for the estuarine
canyon’s oxygen and carbon balance with a 3-box model in a simplified
geometry (Fig. 14), where a shallow oxygenated upper layer of constant
depth (10 m) lies on top of a deoxygenated lower layer, whose depth
increases with the distance to the upstream boundary. From the vertical
structure of oxygen measurements (Fig. 2) and simulated ocean water
renewal times (Fig. 13), the deoxygenated area can be subdivided
into an upper and a lower zone. The upper deoxygenated zone is
characterised by a relatively fast exchange of water with the upper
ocean and a strong input of POC. The lower anoxic zone exchanges
more slowly with the corresponding deep ocean water. POC which is
not remineralised within the upper canyon reaches this zone and its
labile fraction can be partly remineralised there, with provision of less
oxygen. Both deoxygenated zones are separated at 50 m depth. The
volume of the estuarine canyon is 1010 m3, from approximate length
scales width 𝑊 = 2 km, length 𝐿 = 25 km and mean depth 𝐻 = 200 m.

The upper and lower deoxygenated zones’ water renewal times are
𝑅 = 5.4 days and 𝑅 = 47.7 days, respectively. They are calculated as
1 2
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Fig. 13. Renewing water age in the Congo River canyon. (a) Young waters go through the whole estuary in the top fresh layer. Brackish waters are trapped below this top layer
and, hence, tend to become older. (b) The age in the bottom of the estuary is much larger than the age at the surface. Dense waters become older as they are slowly moving
inland due to the exchange flow. The colormap is limited to 40 days for clarity, the maximal value reaches 60 days.
Fig. 14. Sketch of the geometry and the fluxes relevant for the oxygen and carbon budget along a longitudinal section of the canyon. The different terms are defined in Table 2.
volume weighted averages of the simulated high resolution water age
distribution.

The oxygen concentrations of the upper ([O2]1 = 0.189 mol m−3)
and lower ([O2]2 = 0.085 mol m−3) oceanic renewal waters are calcu-
lated as vertical averages from an oxygen profile at a station 121 km
downstream of the upper end of the estuary (Eisma, 1990). The lower
oceanic waters originate in the Eastern Equatorial oxygen minimum
zone (Karstensen et al., 2008).

The oxygen budget in the upper deoxygenated layer is given by
the net influx of O2 (𝐹ox1) from the inflowing oceanic waters during
the renewal time (𝑅 ) and by the concurrent loss of oxygen due to
1

12
remineralisation of labile POC settling from surface oxygenated layer.
The POC remineralisation rate (𝐹remi1) is equivalent to the oxygen
consumption, as the stoichiometric ratio of oxygen (O2) consumption to
organic carbon (labile POC) consumption is 1 (Paulmier et al., 2009).
Pelagic remineralisation is computed as the difference between oxygen
advected with ocean water and oxygen observed in situ. Exchange of
oxygen with the surface layer is not taken into account because it is
largely prevented by the halocline. For the lower deoxygenated layer
we assume the corresponding fluxes.

The carbon budget in the upper deoxygenated layer is given by the
amount of labile POC settling from the oxygenated layer (𝐹 ) and its
in1
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Table 2
Summary of the fluxes and other quantities shown in Fig. 14.
𝑄 Congo River discharge (Coynel et al., 2005) 37047 m3 s−1
[POC] POC concentration at canyon head 0.092 molC m−3

𝐹river POC flux from Congo River (= 𝑄⋅ [POC]) 3408 molC s−1
𝜎 Fraction of Friver settling out of the oxygenated surface layer 0.5 –
𝜆 Fraction of POC labile to remineralisation 0.3 –
𝐹in1 Influx of labile POC into the upper deoxygenated zone (= 𝐹river ⋅ 𝜎 ⋅ 𝜆) 551.2 molC s−1
𝐹in2 Influx of labile POC into the lower deoxygenated zone (= 𝐹in1 − 𝐹remi1) 283.7 molC s−1
𝐹ox1 Influx O2 from upper ocean (= [O2]1 ⋅

𝑉1

𝑅1
) 779.0 molO2 s−1

𝐹ox2 Influx O2 from lower ocean (= [O2]2 ⋅
𝑉2

𝑅2
) 166.6 molO2 s−1

𝐹remi1 Pelagic remineralisation (upper) (= ([O2]1 − [O2]up) ⋅
𝑉1

𝑅1
) 270.0 molC s−1

𝐹remi2 Pelagic remineralisation (lower) (= ([O2]2 − [O2]lo) ⋅
𝑉2

𝑅2
) 70.4 molC s−1

𝑅1 Mean water renewal time (upper) 5.4 days
𝑅2 Mean water renewal time (lower) 47.7 days
𝑅 Mean water renewal time (total box) 27.3 days
𝐿 Length of the canyon 25000 m
𝑊 Width of the canyon 2000 m
𝐻 Mean depth 200 m
𝑉 Volume of the entire canyon (0–400 m) 1010 m3

V1 Volume of the upper canyon (10–50 m) 1.92 ⋅ 109 m3

V2 Volume of the lower canyon (50–400 m) 8.03 ⋅ 109 m3

red Ratio of oxygen to carbon consumption 1 molO2/molC
[O2]up Oxygen concentration canyon (upper) 0.123 molO2 m−3

[O2]lo Oxygen concentration canyon (lower) 0.049 molO2 m−3

[O2]1 Oxygen concentration ocean (upper) 0.189 molO2 m−3

[O2]2 Oxygen concentration ocean (lower) 0.085 molO2 m−3
loss due to remineralisation while settling (𝐹remi1). According to Eisma
and Kalf (1984), half of the Congo River’s POC flux settles into the
deeper part of the estuary, the other half being advected offshore with
the surface current. This value of 50% is consistent with the results
from a recent study on trace elements originating from the Congo
River (Vieira et al., 2020). We therefore take 𝐹in1 as the labile fraction
f 𝐹riv∕2. The carbon budget in the lower deoxygenated layer is given
y the amount of labile POC settling from the upper deoxygenated layer
𝐹in2) and its loss due to remineralisation while settling (𝐹remi2).

The riverine POC flux (𝐹riv), calculated as the product of discharge
and POC concentration, deviates from the annual average by less than
2% during the seasonal low and high water periods, according to
monthly measurements at a station near Brazzaville/Kinshasa about
300 km upstream of the estuary (Coynel et al., 2005). River suspension
apparently becomes diluted with discharge. We assume no change
in water discharge from Kinshasa to the river mouth and therefore
use the annual average given by Coynel et al. (2005). For the POC
concentration, they report an annual average of 1.7mgC l−1, which is
significantly higher than the 1.1mgC l−1 reported as average by Cadée
(1984) for the estuarine freshwater. This indicates a loss of POC due
to sedimentation within the river between Kinshasa and the river
mouth. We therefore use the POC concentration of 1.1mgC l−1 (=
0.092 mol C m−3) from Cadée (1984).

Only a fraction of POC is labile, i.e. susceptible to remineralisation.
This fraction has been estimated as 22%–46% for rivers with Total
Suspended Solids (TSS) < 150mg l−1 (e.g. 20%–25% for the Ganges,
Brahmaputra, Indus and Orinoco rivers) by Ittekott (1988). For the
Congo River, we expect values towards the lower end of that range due
to the river‘s comparatively low TSS (annual average 26mg l−1 (Coynel
et al., 2005)), which is predominantly (80%) in the ‘‘fine’’ fraction
(<63microns), with its POC originating from relatively degraded soil
organic matter (Spencer et al., 2012).

The carbon and oxygen budget for the subhalocline layer of the
canyon critically depends on the ocean water’s oxygen concentration
and renewal time, the amount of organic matter entering the anaerobic
zone and this material‘s labile fraction. The mean renewal time 27.3
days compares reasonably well with the 20 days-estimate derived from
earlier bottom water current measurements of Shepard and Emery
(1973) by van Bennekom et al. (1978). Varying the values of renewal
times by ±10% results in remineralisation ratios of 60.8–73.5%. This in-

terval includes the standard ratio (with the model based renewal times)
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of 67% in narrow limits. Organic matter fluxes are well documented,
the labile fraction can be estimated within reasonable limits.

Assuming a labile fraction of 30%, the remineralisation consumes
67% of the labile component of the total settling POC (or 33.5% of
the labile component of the total river POC flux) to draw oxygen
down to the observed levels in both deoxygenated zones. If the labile
fraction were 25% instead, the same oxygen drawdown would result
from remineralisation of 80% of the labile component of the total
settling POC (or 40% of the labile component of total river POC flux).
In other words, a reduction of the Congo’s POC flux by more than
33% of its present value (e.g. due to reservoir construction for the
‘‘Grand INGA Hydroelectric Project’’) could initiate re-oxygenation of
the subhalocline water body towards aerobic conditions.

4. Discussion and conclusion

Setting up a 3D baroclinic model of the Congo River estuary is
very challenging because of the steep bathymetry profile with slopes
up to 50% along the submarine canyon. By combining a discontin-
uous Galerkin formulation, an anisotropic horizontal mesh and 𝜎–𝑧
vertical discretisation, we managed to represent both the geometry
and the model variables despite these strong gradients. The vertical
and horizontal discretisations have to be carefully selected in order
to correctly reproduce the circulation within the canyon. Preliminary
attempts confirmed that 𝜎 layers are not well suited to approximate
steep bathymetry profiles. We therefore only used 𝜎 layers in the top
12 metres and 𝑧 layers underneath. The recent implementation of
a vertically-adaptive mesh in SLIM 3D (Delandmeter et al., 2018)
should also be considered as such a discretisation has proved to be
very efficient in previous studies of stratified flows (Burchard and
Beckers, 2004; Hofmeister et al., 2010, 2011; Gräwe et al., 2015). The
vertical discretisation seems to be more important than the horizontal
mesh refinement strategy, although the use of horizontally-anisotropic
meshes helps reducing the numerical dissipation by increasing the reso-
lution over the steep slopes of the canyon with a limited computational
overhead.

Le Bars et al. (2016) accurately reproduced the tidal propagation in
the estuary with a depth-averaged model. Here we have studied the 3D
baroclinic dynamics of this system. Some of the results obviously differ
between the two studies. Unsurprisingly, gravitational currents play a
significant role in the net outflow. The 2D barotropic model estimated
that the net outflow varies by about 1.5 × 104 m3/s due to tides.
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Table A.3
Skill metrics achieved with SLIM 3D for the salinity at different locations in the canyon. Stations are listed from downstream
to upstream, as shown in Fig. 6.
Stations Bathymetry [m] Min Max Mean Bias RMSE NMSE Corr

29 454 0.88 35.69 32.46 0.19 0.65 0.05 0.98
28 439 17.64 35.68 33.92 0.43 1.01 0.6 0.98
27 343 2.21 35.8 31.29 0.22 1.54 0.24 0.9
26 315 6.97 35.76 33.44 0.41 0.69 0.11 0.97
24 283 0 35.8 28.51 −0.02 3.28 0.26 0.87
25 215 0 35.8 31.08 0.33 1.35 0.03 0.99
19 209 0.21 35.57 30.05 0.25 1.3 0.03 0.99
20 189 0.1 35.69 30.06 0.16 1.84 0.04 0.98
22 84 0.01 35.67 31.14 0.73 1.16 0.01 1.0
16 164 0.0 35.55 29.59 −0.32 3.29 0.11 0.95
18 139 0.54 35.76 31.67 −0.0 2.95 0.09 0.95
13 181 0 35.47 28.47 −0.06 2.33 0.06 0.97
14 94 0 35.63 26.64 0.85 1.51 0.01 1.0
15 109 0 35.76 29.02 0.83 1.77 0.03 0.99
11 103 0.0 35.51 24.86 −0.52 3.9 0.1 0.95
7 80 0.01 35.53 28.31 2.72 7.01 0.23 0.91
8 103 0.03 35.61 26.03 1.61 5.42 0.27 0.89
9 91 0 35.61 26.82 1.37 3.78 0.08 0.97
10 94 0 35.65 25.26 1.58 4.85 0.14 0.94
6 41 0 35.58 23.33 −2.18 6.3 0.14 0.94
M
m

s

Baroclinic model results suggest a larger variability > 2.5 × 104 m3/s
not shown). It suggests that the outflow may reverse and net inflows
owards the river can be expected during dry seasons and flood tides.
he gyres that appeared in the 2D model simulations did not appear
ith the 3D model. Since the sensitivity analysis of Le Bars et al. (2016)

howed a strong dependence to the bottom friction parametrisation, a
isrepresentation of the bottom velocity (and hence the bottom drag)

ould have led to unrealistic barotropic features, as depth-averaged
elocities are far larger in the 2D model than those predicted near the
ottom in the 3D model.

By modelling the renewing water age, we gained insight into the
ransport timescales of the estuary. This slow renewal can be directly
elated to the hypoxic and anoxic conditions observed. The exchange
low traps particles such as particulate organic matter or sediments that
ix in the pycnocline. These particles flocculate and sink to the bot-

om waters. Bacteria feed on particulate organic matter and consume
xygen through respiration. Due to the abundant source of particulate
rganic matter, the number of bacteria grows. Since the water column
s highly stratified, there is little vertical mixing and water renewal
s hence very limited (Pak et al., 1984). Oxygen is therefore entirely
onsumed by the respiration of the settling POC.

The peculiar characteristics of the Congo River estuary make it diffi-
ult to categorise. As illustrated by Fig. 8, the strongly stratified Congo
ydrodynamical regime lies between a very pronounced salt wedge and
n unconventionally dynamic fjord. In their theoretical study of highly
tratified estuaries, Geyer and Ralston (2011) doubt the existence of
ny estuary where the salt wedge would not be significantly affected
y tides. The Congo is almost contradicting this hypothesis. The micro-
idal environment and the depth of the canyon allow the stratification
o remain strong at all times. This separation between water masses
educes the mixing with oceanic waters in the bottom layer. In the
anyon, the dynamics of the Congo River estuary shares more similar-
ties with fjords, such as the decorrelation between the thick bottom
ayer and the thin surface layer and the high retention of water near
he bottom. Even with a very large discharge, the renewing water age
xceeds two months at some deep places. The Congo River estuary
herefore appears as a hybrid between a strongly stratified estuary and
(hydrodynamic) ‘‘fjord in Africa’’.
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Appendix. Skill metrics

Observed and simulated salinity and temperature fields are com-
pared at different stations using standard metrics: mean bias (Bias),
root mean square error (RMSE), normalised root mean square error
(NMSE) and Pearson correlation coefficient (Corr). The complete skill
metrics are listed in Tables A.3 and A.4. Stations names correspond to
the numbers referred to in Eisma (1990) and shown in Fig. 6. Apart
from a few exceptions, these numbers follow the path of the river, with
smaller numbers corresponding to upstream stations. The metrics prove
the ability of the model to represent the hydrodynamics of the estuary.
Biases and RMSE are rather small. Correlations are close to 1 at all
tations and tables report only small NMSE.
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Table A.4
Skill metrics achieved with SLIM 3D for the temperature at different locations in the canyon. Stations are listed from
downstream to upstream, as shown in Fig. 6.
Stations Bathymetry [m] Min [◦C] Max [◦C] Mean [◦C] Bias [◦C] RMSE [◦C] NMSE Corr

29 454 9.9 28.29 15.58 −3.16 3.54 0.9 0.94
28 439 10.52 25.05 15.85 −2.91 3.0 0.72 0.98
27 343 10.38 28.59 16.03 −1.61 1.95 0.25 0.98
26 315 10.72 27.32 17.01 −1.76 1.9 0.28 0.99
24 283 12.11 28.71 18.11 −2.42 2.57 0.63 0.96
25 215 13.74 28.83 17.92 −3.08 3.18 1.15 0.97
19 209 14.58 28.93 18.66 −3.66 3.73 1.84 0.97
20 189 13.57 29.04 17.50 −3.24 3.35 1.24 0.97
22 84 14.49 28.99 17.86 −3.48 3.61 1.09 0.99
16 164 15.02 28.58 18.66 −3.7 3.9 1.27 0.96
18 139 14.53 28.54 17.69 −3.75 3.92 1.33 0.97
13 181 14.15 28.59 17.96 −4.31 4.49 1.71 0.95
14 94 15.25 28.82 19.04 −4.36 4.56 1.2 0.99
15 109 14.5 28.82 18.29 −4.75 4.89 1.78 0.99
11 103 15.26 28.39 18.59 −4.56 4.89 1.36 0.96
7 80 15.2 28.84 18.59 −4.68 5.12 1.19 0.93
8 103 15.18 28.88 19.11 −5.26 5.47 2.12 0.94
9 91 15.45 28.92 18.97 −4.85 5.13 1.32 0.98
10 94 15.62 28.98 20.79 −5.04 5.32 1.55 0.96
6 41 15.62 28.49 20.42 −2.39 3.28 0.44 0.92
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