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Abstract—Masking is a general method used to thwart Dif- Section IV presents an intuitive description of the higher-
ferential Power Analysis, in which all the intermediate data order techniques and Section V describes our proposed
inside ‘an implementation are XORed with random Boolean j,qvements. Finally, Section VI presents experiments that

values. As a consequence, the power consumption of the running confirms our descriptions and conclusions are in Section VI
implementation becomes unpredictable, making first-order power ! u Ipti usl ! ' :

analysis attacks unpractical. Several recent works have shown

that such protected designs are still susceptible to higher-order II. MASKING COUNTERMEASURE

power analysis attacks. In this paper, we propose an extension . . . . —

of the previously introduced higher-order techniques, based on a 1n€ idea of masking the intermediate values inside a

more general power consumption model, and evaluate its actual Cryptographic algorithm has been suggested in several papers
feasibility. In particular, we discuss the number of power traces [1], [5], [7] as a possible countermeasure to power analysis
required to mount successful attacks. We also illustrate how gattgcks. The technique is generally applicable if all the
this number is affected by parallel computations, making certain fundamental operations used in a given algorithm can be

implementation contexts €.g.smart cards, 8-bit processors) more . . . S .

susceptible than others ¢.g. FPGAs, ASICs). rewritten in the m_asked do_mam. This is easily seen to be

the case in classical algorithms such as the DES [12] or

AES [13]. Although these methods have been originally

. INTRODUCTION applied at the algorithmic level as well as at the gate level,

si hei blicati in 1998 I8 | _it has been shown recently that masking at the gate level
mci thelr pu |cat|og n - [8], power ,ak?,ays'!?nvolves critical security concerns. Reference [9] notably
attacks have attracted signilicant attention within th(?emonstrates that the glitching activity of masked logic

cryptographic - community. ~ Although less general thagsoq offers a previously neglected leakage that seriously
classical cryptanalysis, because they usually target Oﬁﬁ
h

P ) i ) ects the security of the countermeasure. For this reason,
specific circuit or implementation, they have been particular is paper will mainly discuss the algorithmic level protection.
efficient to break a wide variety of devices, including smart

cards, ASICs and FPGAs [10], [14], [19]. As a straightforwarg, 1o following sections, we question the security of

consequence, countermeasures against these attacks a0l acking countermeasure with respect to higher-order
great practical interest. power analysis attacks, originally described in [11]. For this

) ) i ) purpose, we start by giving a simple description of our target
Regarding the open literature, the masking technique ji5hementations. First, an unmasked block cipher design is

among the most popular suggested ways to protect @Presented in Figure 1, where thes represents a known
implementation against power analysis. However, severa

works have shown that such protected devices are still fko...ki]

susceptible to higher-order power analysis. In particular,

a recent advance [20] suggested that higher-order attacks bo ) E S(ko@® bo)
are possible, without any additional hypothesis than usually !

assumed for first-order attacks. In this paper, we intend to b1 E (kb by)
complement this work and discuss some practical issues for Y .

the implementation of the attack. More precisely, we relate be v 15| St b2)
[20] with a more general power consumption model. We also ;

propose an improvement of the technique that can be viewed . B s | Sb
as the higher-order counterpart of “multiple-bit” Differential ~ L~ (o)

Power Analysis [10] or Correlation Power Analysis [4].
In practice, we questioned the security of a masked blotle
cipher hardware design and, using the formalism of attacks
introduced in [19], we evaluated the attack feasibility immput value, thek;s are the secret encryption key bits and
different implementation contexts. the S blocks are non-linear substitution boxes. Regarding the
structure of most present block ciphers [2], [3], [12], [13],
The rest of the paper is structured as follows. A brieffle do not loose in generality by focusing our attention to
summary of the masking countermeasure and first-ordéis combination of key additions and non-linear S-boxes.
power analysis attacks is given in Sections Il and IIRemark that the bit-widths are not specified on the scheme.

Unprotected scheme.
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Secondly, our protected implementation is represented in b%k g 0 5 12

Figure 2, where the grey boxes actually suggest that the 0 1 1 2PC1) 4P%

operations are applied in parallel to different data blocks, 1 0 1 Py + P [ (Po+P1)?

as in Figure 1. The masking principle is as follows. After L L 0 Pot P [ (Ro+ P1)”

having XORed the random mask to the initial data, both TABLE |

the mask and the masked data are sent through a non-linear AN ILLUSTRATIVE HIGHER-ORDER ATTACK.

S-box. S is the original S-box from the algorithm ansf is

a precomputed table such that we have: predictions of the device power consumptioifhe result of

Sheker)=Shek e (nbakar) =Sbak) ®q this prediction is stored in theelected prediction matrix

As a consequence, the output values are still masked wittSecondly, the attackemeasuresthe power consumption of
random maslg. the running device, at the specific time where it processes the
same input texts as during the prediction phase. The result of
this measurement is stored in th®bal consumption vector

with the real, measured power consumpti@ng. using the

s Sr.b®r®K)=q porrelatlon coefficient [4]. If the attack is supcessful, it
r L is expected that only the correct key guess will lead to a
high correlation valug Such attacks have been successfully
applied to a variety of algorithms and implementations.

b > j L S spe®rek=Sbdkdq Finally, the attackercompares the different predictions

Fig. 2. Masked scheme.

Ill. POWER CONSUMPTION MODEL

Power analysis attacks generally target CMOS devices f?dict the power consumption.€. the transitions) of the

which it is reasonable to assume that the main componentc%mplete design, not only the one of a single target S-box. As

the power consumption is the dynamic power consumptiogy; prediction represents a theoretical noise-free measurement

For a single CMOS gate, we can express it as follows [16]bf the power consumption, it is a very convenient tool to

Pp =CLVEpPoif (1) evaluate the attacks with simulated data. We denote these
transitions in the whole design as thglobal prediction
vector.

Bemark that if the key is know, it is then possible to

i

where C, is the gate load capacitanc&pp the supply
voltage, Py_.1 the probability of a0 — 1 output transition
and f the clock frequency. Equation (1) specifies that th|<_ar0m these descriptions

power consumption of CMOS circuits is data-dependergy re > is not susceptible to first-order power analysis

As a con_sequengei gjreasonaZle /h)t/)pothess for the POWgL s hecausassuming that the mask is randomly updated
consumption model islet = and 2° be two CONSECULIVE ¢ o\ ary encryptionthe power consumption depends both on

intermediate values of the running algorithm in the targehs yey and the unknown random mask and is therefore not
device, lett be the time at which: switches intar’, then the edictable. In the next section, we show how higher-order

r
power consumption of the device at this time is proportiongéchniques can overcome this problem
to Wy (z @ a').

it is clear that the scheme of

This hypothesis is generally true for any CMOS circuit. V. HIGHER-ORDER ATTACKS: INTUITIVE DESCRIPTION

However, in certain particular contexts, more specifigor clarity purposes, we first observe the single bit experiment
hypotheses hold. For example, in processors with prechargeunmarized in Table |, where it is assumed that the mask
buses, the power consumption may depend on the Hammamnyg masked data are processed in parallel (as it is usually the
weight of the data on the bus. The difference between bathse in hardware) and that the power consumpiattepends
hypothesesife. Hamming distance model, Hamming weighon the Hamming weight of the data, although this latter

model) will be emphasized in Section V. hypothesis does NOT hold in a general hardware context.
Remark that the actual hardware only processes the mask
IV. FIRST-ORDER POWER ANALYSIS ATTACKS r and the masked data® b & k£ and only these values

influence the power consumption. As already mentioned, a
first-order power analysis is not possible because the power

First, the attackerpredicts the power consumption of consumption is not predictable in function of the key.

the running device, at one SpeCIfIC instant, in function of 1As mentioned in Reference [19], it is mandatory to predict the transitions

certain secret key bits. For example, let us assume that g some non-linear component of the block cipher. This allows the power
values in Figure 1 are 4-bit wide. Then, the attacker coufdnsumption predictions to be key-dependent.

eas”y predict the value OWH(S(bo oy ko) @ S(b6 oy ko)), 2Othe;r strategie_s can be considered_ for the co_mparison, but the use of
for the 2 ible values of, and N different inout texts correlation values is among the most efficient techniques. Moreover, changing
or the 2= possible valu 0 ! INPUL T€XIS.  {he comparison tool will not result in different conclusions for the remaining

According to the previous hypothesis, this giv&spossible sections of the paper.

Power analysis attacks usually hold in three steps.
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0—0 0—0 0—0 2Py . .. . .
0—0 | 0—1 0—1 2Ps We start with a few definitions. Let be the bit size
8*8 1*2 i*‘; glfjs of the target substitution box. That is, thfe box has size
=TT 050 =1 o +UPS 2¢ x s and the precomputed tabl¢ has size2?* x s. Let
0—=1 | 0=1 00 Ps + Py k be the number of key guesses. Usually, the key guess is
0-1 | 10 -1 Ps+ Py performed around one S-box and we have 2°.
0—1 1—1 1—0 Py + Ps
1—0 0—0 1—0 Py + Ps . i .
1-0 | 0—1 =1 Ps + Py As in Section IV, the attack holds in three steps.
1—0 1—0 0—0 Ps + Py
1—0 1—1 0—1 Py + Ps . . .
T To0 1.1 5P Precomputation: The attacker_ starts by computing a
=1 | 0—=1 10 2Ps table containing, for every possible key guessand every
S N 51135 possible input transitionb(switches intod’), the average of
the squared number of bit-transitions at the target S-boxes
TABLE Il (S and S’") outputs. According to the hypothesis of Section
AN HIGHER-ORDER ATTACK WITH A GENERAL HYPOTHESIS [1l, this latter value represents a squared power consumption

prediction. The average is performed over all the possible
The objective of a higher-order power analysis attack fgask transitions. In pseudo-C, we have:
therefore to find a function of the power consumption which
is independent of the mask values, but still depends on tAtgorithm 1 Precomputation
key. A simple solution to this problem, suggested in [20], i§) for key guessg = 0..k — 1

; . (2) for firstinputb = 0...2%5 — 1
to average the square power consumptions of Table I: (3) for secondnput b’ — 0..2° — 1
2 2 2 sum = 0;
Z P* = 4(P0 + Py ) (4) for firstinput maskr =0...2° — 1
bdk=0 (5) for secondinput maskr = 0...2°% — 1
2 _ 2
Z pP* = 2(P0 + Pl) Predict and average the square of the power consumption for
bPk=1 key guessg, input switchb — b’, mask switchr — r’ and

. L . . . target S-boxesS and S’:
According to the key value, it is then possible to distinguish 9

two power consumption classes and therefore to mount a sum = sum + (WH(S(b@r@k:)@S(b’@r'@k))
higher-order power analysis attack. Improvements of this

2
basic scheme will be discussed in the following section. +WH(S’(r,b€Br€Bk’)@S’(r’,b’@r’@k)))
However, we will first repeat the same experiment in our _
general power consumption modedle( Hamming distance enzn(i)(;s)'
based). precomputation[g,b-b’J=sum/22s;

end (3);
The corrected experiment is illustrated in Table II, whée ende(”l‘;;(z);

denotes the power consumption df a» 0 or 1 — 1 transition
and Pg denotes the power consumption oba» 1 or1 — 0
transition. This experiment clearly suggests that we have t\Af . . . .
. : : e result of this precomputation phase is stored in a
power consumption classes (separated by double lines in 5&@ K precomputat?on ma?rix Remgrk that not all the
table): one corresponding to a stabled k£ value, the other e . L .
corresponding to a switchin@ k. However, regarding the input transitions are interesting for the attacker. In particular,

o ST
key dependencies, it is clear that changing the key bit Wﬁansn!ons such thak . b will no_t.have a key depende.nt
not influence the power consumption classe.(switching eh‘?"'or- As there ar?” ‘Z’UCh transitions, the precomputation
or not). Therefore, the average square functions considemamx actually containg™ — 2" useful rows. Note also that

previously will not have the required key dependent behaviéEe technique works similarly in a Hamming weight based

making such higher-order attacks impossible in the Hamminejt-)Wer censumption model.

distance based power consumption model. .
P P Measurement: During the measurement phase, the

attacker computes exactly the same averages as during
the precomputation phase, with two significant differences.
As it has already been suggested, a first-order power analySist, the average is made on the real, measured, squared
in the Hamming distance based power consumption mogmwer consumptions. Secondly, as the mask transitions
requires to predict the power consumption after a non-lineare unknown, one arbitrary sets the size of the sum to a
component in order to obtain key-dependent predictions fifed value, denoted as. This coefficient is an important

the power consumption. It is therefore natural to extend suphrameter of the attack and can be increased in case of
ideas to higher-order techniques. The following proposabisy measurements. The result of the measurement phase is
also intends to make a better use of the power consumptistored in a22° x 1 measurement vectorand this process is
measurements, using an adapted correlation method. summarized in Algorithm 2.

VI. EXTENDED HIGHER-ORDER ATTACK



Algorithm 2 Measurement a higher-order attack in this convenient simulated context.

(1) for firstinput b = 0...2° — 1 If we now consider a higher-order attack, a third type of
(2) for secondinputd’ = 0...2%5 — 1 . il aff h lati d h f th
sum — 0; noise will affect the correlation, due to the presence of the
(3) for counter = 0...x — 1 random mask. As a simple illustration, let us consider an
Measure and average the square of the power consumption for attack using simulated data, with no algonthmlc noise. Th|s
input switchb — b’ and target S-boxeS§ and S’: means that the unmasked block cipher is made of one single

S-box. In a first-order attack, the correlation between the

sum = sum + P(target device)? L . .
correct prediction of power consumption and the simulated

fn”eda(s‘ol’}r;emem[béb,]:sum/x, measurements will be perfeditd, equals to one). However,
end (2); ' if the S-box is masked, a higher-order attack will still require
end (1); an averaging process to obtain sufficient correlation values.

In the following sections, we illustrate these comments
in different contexts. For all the presented experiments, the
Comparison: In the comparison phase, the attackeiumber of S-boxes in the block cipher is denoted\asand
finally compares the different columns of the precomputatiahe previously defined value is used as a parameter. As the
matrix, corresponding to the different key guesses, with thetual S-box, taken from the Serpent algorithm [2], is 4-bit
measurement vector. As in the context of first-order powevide, the actual number of measurements required for the
analysis attacks, an efficient tool to perform this compariseitacks isM = (22¢ — 2°) x x = 240 x . The scheme under
is the correlation coefficient. If the attack is successful, it ittack is the one of Figure 2.
expected that only the correct key guess will lead to a high

correlation value. A. An attack using simulated data wiffig = 1

g1 this simple experiment, the block cipher is actually

It is important to remark that a fundamental differenc duced t dle S-box. It all 0 clearly ob
between first-order and higher-order attacks is in the si fauced 1o oné single S-box. Tt allows us 1o clearly observe

of the measurement vecforWhile this vector can be madet 9}. etffec(; of the masklmg no!tsr:e. .In }h;sdsgnpt)le contei(t,
arbitrary long in first-order attacks, by simply increasin Irst-order power analysis with simulated data against a

the number of input texts, it has a maximum size 2Bf @imilar unmasked scheme would be immediately successful.

in the higher-order context. Note also that, compared wi
the previously published attacks, our proposal allows to ta
advantage of all the available informatidre. all the possible
input transitions are taken into account. The next secti
confirms these descriptions with experimental results.

&hgn experiments were performed, with the parameter
set to1,10,100 and 1000, and a correct kdy = 6. They

&he represented in Figure 3, where each curve holds for one
experiment. It is clearly observed that, while the correct key
is not distinguishable without averaginge{ whenz = 1), a
small sum é.9.z = 10) is already enough to recover certain
keys and larger sums allow to reach very good correlation
Looking back at the first-order power analysis describagijues {.e. up to 0.9). The figure also illustrates that some
in Section 1V, it is clear that the attack efficiencie. key candidates are more correlated with the correct key guess
the number of required measurements to recover the K@yan otherse.g. k = 9 in our example. This observation,
depends on the correlation between the power consumpti@ife to the Boolean structure of the S-box, is similar to the

predictions and the real measurements. To illustrate thig|l-known “ghost peak” problem in the open literature [4].
statement, we assume that our block cipher is implemented

in hardware, so that every S-box, XOR, ... use differerlg An attack using simulated data wifkiy = 8
resources in the circuit. In practice, there are two kinds of = i ] )

noise that affect this correlation value. If we first consider 4R this second experiment, we investigated the much more
attack using simulated data, the signal is represented by fRiEvant context of an attack using simulated data against a
transitions of the predictable target S-box, while the noidBasked block cipher containing several S-boxes. In practice,
is represented by the transitions of the other, unpredicta/& fixéd Ns = 8. Ten experiments were again performed,
S-boxes. Increasing the number of S-boxes in the design Wiing different averaging values:c {10, 100, 1000, 10 000}.
consequently increase the noise and decrease the correlation i o
values. We denote this first noise as the algorithmic noiggom Figure 4, we can conclude that the algorithmic
Then, considering the fact that actual measurements are RBiS® Produced by a 32-bit block cipher composed of eight
perfect, a practical attack is also affected by a measuremdnt 4 S-Poxes seriously affects the attack efficiency. Even in
noise. As a matter of fact, the number of measureme/Rdr Simulated data context, it is necessary toset 1000
required to have a successful attack using simulated ditaCrder to distinguish certain correct key guesses, meaning
lower bounds this number when real measurements Ap@t at least 240 000 measurements will be necessary. As a

considered. Therefore, we will first evaluate the feasibility gfomparison, a simulated correlation power analysis attack
against a similar unmasked block cipher with eight 4

3Denoted as global consumption vector in first-order attacks. S-boxes would be successful after about 50 plaintexts [19]!

VIl. EXPERIMENTAL RESULTS



Higher—order experiment with Ns= 1, X=1. Higher—order experiment with Ns= 1, X= 10.
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Higher—order experiment with Ns= 1, X= 100. Higher—order experiment with Ns= 1, X= 1000.
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Fig. 3. Higher-order simulated experiments witfis = 1.
C. Feasibility of practical attacks seriously affects the attack feasibility. As an illustration, a

The previous sections suggested that the actual efficiency dfuecessful simulated attack against a loop architecture of
higher-order power analysis attack depends on the amountfif 64-bit block cipher Khazad [3] requires approximately 6
algorithmic noise in the targeted design. As a consequen%!"on measurements. Unrolling more than one block cipher

it is interesting to consider how this observation relates t§Und would similarly mean to multiply the algorithmic noise.
certain specific implementation contexts. Considering the fact that actual measurements of FPGAs

or ASICs are usually worse than those of smart cards [19],

First, regarding smart card and processors, it is important§ can therefore conclude that in these latter contexts, the
remark that the algorithmic noise in these devices is limitddasking countermeasure substantially improves the security
by the size of the data buses. For example, the experimen@gginst the presented attek

Section VII-A could be used to evaluate the resistance in 83 confirm these predictions, we implemented the single S-

8-bit processor, as it is assumed that only the 4-bit S-boxggy scheme of Section VII-A in a Xilinx Spartan FPGA [21].

S and S’ are computed in parallei.¢. a total of 8 bits). It oyr measurement setup allowed us to obtain a correlation
underlines that a practical attack is easily feasible against sygween theoretical predictions of the power consumption and
small masked devices, as far as the attacker measuremegigal measurements of about 0.4. In practice, we recovered
capabilities are sufficiente(g. similar to the ones in [4]) and the correct key after 131 072 plaintexts. This experiment

the actual implementation of the countermeasure is similgfsg yunderlined the strong influence of measurement noise in

to the one in Figure 2. While more challenging, 32-bifctyal attacks, as already observed in [19].
processors could be defeated in exactly the samée.way

o . ] Finally, comparing our results with previous publications in the
The situation strongly differs in the context of hardware angb|q requires to correctly understand their context differences.
FPGA implementationse(g. the ones in [6], [17], [18]), &S |n particular, reference [11] presented experiments allowing
efficiency constraints often involve a large parallel computing yecover a secret key from a smart card implementation
(i.e. pipelining and unrolling) in these devices. In practice, thgs the scheme of Figure 2, in about 2500 measurements.
most compact implementations use a loop architecture, syghyever, this attack is based on a Hamming weight power
that only one block cipher round is completely implementeghnsumption model. It also requires to access the power
on the circuit. However, looking at present block cipher siz@nsumption of the random mask and masked data separately,
(i.e. at least 64-bit and mostly 128-bit), such designs alreaghhich involves these values to be computed sequentially.

4Remark that these comments mainly relate the resistance of smart cardo.cpr the contrary, our results use a more general Hamming

processors to their bus size, although other features may influence the acligfance based power consumption model and apply to all
security of such devicese(g. precharging buses with random values coulchardware architectures, including pipelined (or parallel) ones.
make the attack more difficult). For this reason, these observations should

be taken with care. In general, our model more directly applies to hardware

devices, as it is investigated in the rest of this section. SWhich does not prove security against other possible attacks.



Higher—order experiment with Ns= 8, X= 10. Higher—order experiment with Ns= 8, X= 100.
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Fig. 4. Higher-order simulated experiments witfis = 8.
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