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Abstract—Since their introduction by Kocher in 1998, power analysis attacks have attracted significant attention within the cryptographic community. While early works in the field mainly threatened the security of smart cards and simple processors, several recent publications have shown the vulnerability of hardware implementations as well. In particular, Field Programmable Gate Arrays are attractive options for hardware implementation of encryption algorithms, but their security against power analysis is a serious concern, as we discuss in this article. For this purpose, we present recent results of attacks attempted against standard encryption algorithms, provide a theoretical estimation of these attacks based on simple statistical parameters and evaluate the cost and security of different possible countermeasures.

I. INTRODUCTION

Recent developments in information technologies made the secure transmission of digital data a critical design point. Large data flows have to be exchanged securely and involve encryption rates that sometimes may require hardware implementations. In this context, reprogrammable devices such as Field Programmable Gate Arrays (FPGAs) are highly attractive solutions for hardware implementations of encryption algorithms and numerous papers underline their growing performances and flexibility for any digital processing application.

Although cryptosystem designers assumed a long time that secret parameters will be manipulated in closed, reliable computing environments, Kocher et al. stressed in 1998 (see [20]) that actual computers and microchips leak information correlated with the data handled in physical devices. Consequently, side-channel attacks based on time, power and electromagnetic measurements were successfully applied to the smart card technology. Because of their intrinsic opportunities to perform parallel computing, hardware and FPGA implementations were initially believed to provide practical security against side-channel opponents. This was then denied by a number of works.

The first successful power analysis attack against an FPGA was carried out by Örs et al. in 2003 [30]. They mounted an attack against an elliptic curve cryptographic processor and were able to retrieve the secret key by simple visual inspection of the leakage traces. Various publications followed this first result and confirmed the possibility to apply power analysis to FPGAs [31], [37], [38]. Almost at the same time an attack exploiting the electromagnetic leakage of FPGAs was proposed in [9]. Further investigations on the electromagnetic behavior of FPGAs have recently been conducted in [8]. However, most of these results remained practice-oriented and the security of hardware devices was not considered in a general perspective.

This latter concern is therefore investigated in this article.

During the last years, a lot of research has been conducted on power analysis attacks and their countermeasures. These investigations have led to theoretical and practical improvements of the technique, following different trends (e.g. in [1], [4], [6], [13], [27]). The first method in use was the Differential Power Analysis (DPA), originally introduced by Kocher. However, recent works on which we mainly focus in this paper, merely suggest a statistical analysis based on the use of correlation measurements. This approach allows a better use of the information leakage, but also seems to be a natural way to proceed, allowing simple analysis, based on well-known statistical tools. We note that different solutions could be considered to mount power analysis attacks and the use of the correlation coefficient is not optimal. For example, maximum likelihood techniques [11] may yield better results. However, with the simple power consumption models considered within this survey, correlation attacks provide good results and are extremely easy to manipulate (e.g. they do not require any estimation of the noise in the target devices).

Several proposals have also been introduced to protect actual implementations (e.g. in [2], [10], [12], [15], [22], [26], [41]). These countermeasures may be inserted at different levels of a cryptographic design, e.g. algorithmic or physical, but in general, they only reduce the side-channel leakage and do not fundamentally prevent the attacks. As a consequence, the correct evaluation of their cost and efficiency is of primary interest. Some interesting work about the theoretical predictions of power analysis attacks and countermeasures can be found in [12], [22], [27] for smart cards and processors, but although a growing interest of the cryptographic community, a similar treatment of power analysis attacks is missing for FPGAs.

In this article, we review various aspects of recent attacks performed against FPGA implementation of encryption algorithms, with a strong focus on symmetric-key block ciphers. In particular, we define the different steps of a Correlation Power Analysis (CPA) and evaluate their practical impact in the final attack probability of success, allowing an intuitive understanding of its relevant parameters. We also discuss certain possible countermeasures to protect an implementation from these information leakages and evaluate their cost with respect to the additional security obtained. All the presented results are supported by practical experiments carried out against commercial FPGAs. Finally, we suggest certain directions for further research in the field.
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The rest of the paper is structured as follows. Section II describes the correlation power analysis that we investigate in the article. Section III illustrates the attack principles on a very simple encryption network implemented on an FPGA. Attacks against standard algorithms are discussed in Section IV and a theoretical treatment of the correlation technique is given in Section V. Section VI evaluates the cost and efficiency of certain countermeasures. Conclusions are in Section VII.

II. CORRELATION POWER ANALYSIS

A. Description of the target device

Power analysis attacks (and more generally side-channel attacks) present a very practical threat for the security of cryptographic algorithm implementations. However, these attacks are also less general than classical cryptanalysis (e.g. linear [24], differential [5]) and usually target one specific circuit. For this reason, a first step in power analysis is to identify the device and implementation under attack.

In the context of this article, we investigated the specific case of FPGA implementations of block ciphers. In particular, the Data Encryption Standard (DES, [28]) and Advanced Encryption Standard Rijndael (AES, [29]) will be studied in Section IV. For clarity purposes, our theoretical predictions will also be discussed with a simple Substitution Permutation Network. Most important, the devices targeted in this report are Xilinx Virtex® and Spartan® FPGAs for which a detailed information can be found in the data sheets [47], [48].

B. Selection of a power consumption model

In power analysis attacks, an attacker uses a hypothetical model of the device under attack to predict its power consumption. These predictions are then compared to the real measured power consumption in order to recover secret information (i.e. secret key bits). The quality of the model has a strong impact on the effectiveness of the attack and it is therefore of primary importance.

For example, in CMOS circuits, it is reasonable to assume that the main component of the power consumption is due to the switching activity. For a single CMOS gate, we can express it as follows [36]:

\[ P_D = C_L V_{DD}^2 P_{0\rightarrow1} f \] (1)

where \( C_L \) is the gate load capacitance, \( V_{DD} \) the supply voltage, \( P_{0\rightarrow1} \) the probability of a 0 → 1 output transition and \( f \) the clock frequency. Equation (1) specifies that the power consumption of CMOS circuits is data-dependent and therefore allows to mount practical attacks. However, more complex and accurate power consumption models could be considered and would consequently improve the efficiency of such attacks. Note also that the dependence of the power consumption on the data handled strongly depends on the technology considered. The power consumption in CMOS devices is proportional to the switching activity. In the case of dynamic circuits [36], power is only dissipated when the output is set to zero, which results in a different power consumption model. In more advanced technologies (e.g. dynamic and differential logic families [41]), the power consumption is even nearly independent of the input signals, providing a protection against power analysis attacks.

As this paper discusses the security of FPGA implementations of block ciphers and most present FPGAs are build from CMOS gates, the remaining sections are based on the following hypothesis: “An estimation of the FPGA power consumption at time \( t \) is given by the number of bit transitions in the device registers at this time”. This hypothesis was successfully used in, e.g. [30], [31], [37], [38]. Nevertheless, it is important to have in mind that the objective of this paper is mainly to analyze the behavior of correlation power analysis attacks from a rather theoretical point of view. Therefore, our survey pays only little attention to the measurement process in side-channel attacks. As will be emphasized later in the paper, improved power consumption models and measurement techniques could be considered and consequently increase the actual efficiency of the resulting power analysis attacks.

C. Prediction of the device power consumption

Based on the previous hypothesis, an attacker may estimate the power consumption of a cryptographic implementation by simply predicting the number of bit transitions in the device registers. This can be done using a selection function \( D \) that we define as follows. Let \( X_i \) and \( X_{i+1} \) be two consecutive values inside a target register (i.e. the register values during two consecutive clock cycles). An estimation of the target register power consumption at the time of the transition between these values is given by the function \( D = H(X_i \oplus X_{i+1}) \), where \( H(x) \) is the Hamming weight of a bit vector \( x \). An attacker who has to predict the transitions inside the registers of an implementation therefore needs to answer two basic questions:

1) Which register transitions can we predict?
2) Which register transitions do leak information?

Answering these questions determine which registers will be targeted during the attack. We formalized these questions with two definitions that we illustrate on the simple block cipher of Figure 1. Our target encryption network is a reduced version of the Khazad block cipher [3], where the \( S \) blocks represent small 4 × 4 non-linear substitution boxes, the \( P \) blocks represent 8-bit permutations (i.e. wire crossings), the \( D \) layer is a linear diffusion layer and \( \oplus \) is a bitwise key addition. In addition, the grey boxes represent the registers inserted in order to pipeline the design. Remark that due to the pipeline structure, one encryption of this block cipher is performed in 9 clock cycles. The definitions are as follows:

1. The predictability of a register is related to the number of key bits one must know to predict its transitions. For block ciphers, this depends on the size of the \( S \)-boxes and the diffusion layer. In practice, it is assumed that it is possible to guess up to 16 or 32 key bits, and the diffusion layer usually prevents guessing of more than one block cipher round. For example, the dark grey registers in Figure 1 are predictable (as all the other registers before the diffusion layer).
E. Correlation analysis

In the final phase of a power analysis attack, the attacker compares the theoretical predictions of the power consumption with its real measurements. For this purpose, a practical solution, used in several papers and intensively discussed in [6], is to compute the correlation coefficient between the global consumption vector and all the columns of the selected prediction matrix (corresponding to all the g possible key guesses). If the attack is successful, it is expected that only the correct key guess leads to a correct prediction of the power leakage and thus to a high correlation value.

An efficient way to perform the correlation between theoretical predictions and real measurements is to use the Pearson coefficient (see [18]). Let $M(i)$ denote the ith measurement data (i.e., the ith trace) and $M$ the set of traces. Let $P(i)$ denote the prediction of the model for the ith trace and $P$ the set of such predictions. Then we calculate:

$$C(M, P) = \frac{\mu_{MP} - \mu_M \cdot \mu_P}{\sigma_M \cdot \sigma_P}$$  \hspace{1cm} (2)$$

where $\mu_M$ denotes the mean of the set of traces $M$ and $\sigma^2_M$ its variance. If this correlation is high, it is usually assumed that the prediction of the model, and thus the key hypothesis, is correct.

---

1Measurement setups for power analysis attacks have already been intensively described in the open literature. A usual method is to observe the voltage variations over a small resistor inserted in the supply circuit of the cryptographic device. Those setups are out of the scope of this survey.
Finally, theoretical predictions of the attack can be performed by using the global prediction matrix instead of the global consumption matrix. As the global prediction matrix contains the number of bit switches inside all the registers, it represents a theoretical noise free measurement and may help to determine the minimum number of texts needed to mount a successful attack. This scenario is referred to as an attack using simulated data in the following sections.

III. AN ILLUSTRATIVE ATTACK

This section illustrates our descriptions with some experiments performed against an FPGA implementation of the block cipher represented in Figure 1.

A. An attack using simulated data

In the attack using simulated data, we chose \( N = 1000 \) random plaintexts and one secret key and we produced the selected prediction matrix and global prediction vector, as defined in the previous section. Thereafter, we performed the correlation phase between these two matrixes. As the relevant information to determine is the minimum number of plaintexts necessary to extract the correct key, we calculated the correlation coefficient for different values of \( N: 1 \leq N \leq 1000 \). In order to underline the importance of clearly setting the attacker capabilities, we also considered two experiments. A first one where the selected prediction matrix contained the transitions in register 4 only (in Figure 2) and a second one where it contained the transitions in registers 2, 3 and 4 (in Figure 3). We can observe in the figures that both attacks are successful, but the second experiment is significantly faster. In practice, the required number of plaintexts is about respectively 600 and 300, confirming that different attacker capabilities (i.e. different knowledge of the design) may yield different threats.

B. An attack using measured data

When attacking a device practically, the selected prediction matrix stays unchanged (we predicted transitions in registers 2, 3 and 4, as in Figure 3) while we replace the global prediction vector by the global consumption vector. Therefore, we let the FPGA encrypt 2000 plaintexts with the same key as we did in the previous section and produced the matrix as described in Section II-C.

To evaluate the quality of our measurements, we made a preliminary experiment and computed the correlation coefficient between the global prediction vector and the global consumption vector, for different number of measurements: \( 1 \leq N \leq 2000 \). As illustrated in Figure 4, the correlation between both vectors is approximately 0.45, confirming our hypothesis to provide a reasonable estimation of the device power consumption. Also, the correlation is not perfect (i.e. equal to one), confirming that the power consumption model is not perfect. As already suggested in Section II-B, improved models and measurement tools could be considered, e.g. using simple signal processing techniques to improve the quality of the results. As an illustration, in [40], the use of averaging and filtering is investigated and some more specific power consumption models are proposed.

In order to identify the correct key guess, we used the correlation coefficient again. As it is shown in Figure 5, the correct key guess is distinguishable after about 1200 traces. As a consequence, the attack is practically successful, i.e. the selected prediction matrix is sufficiently correlated with the real measurements and we can extract key information.
Let $G$ be a normal random variable, with parameters $\mu_G$ and $\sigma^2_G$, representing the global transitions in the cryptographic design registers. If the device contains $n$ 1-bit registers, we have $\mu_G = n/2$ and $\sigma^2_G = n/4$.

Let $P_i$ be a normal random variable, with parameters $\mu_{P_i}$ and $\sigma^2_{P_i}$, representing the predictable transitions in the cryptographic device full registers, for a fixed key guess $i$, $i \in [0, g - 1]$.

Let $U$ be a normal random variable, with parameters $\mu_U$ and $\sigma^2_U$, representing the unknown (or empty\(^2\)) transitions in the cryptographic device registers.

Let $M$ be a normal random variable, with parameters $\mu_M$ and $\sigma^2_M$, representing the measured power consumption of the cryptographic device.

From these definitions, we consider $P$ and $U$ as independent normal random variables such that:

$$G = P + U$$

$$\mu_G = \mu_P + \mu_U$$

$$\sigma^2_G = \sigma^2_P + \sigma^2_U$$

Finally, we remember the correlation coefficient definition:

$$r_{X,Y} = \frac{\mu_{X,Y} - \mu_X \cdot \mu_Y}{\sigma_X \cdot \sigma_Y}$$

### B. Evaluation of the correlation coefficient $r_{P,G}$

In order to evaluate the success rate of the correlation analysis, we used the following theorem, demonstrated in [7]:

**Theorem:** The average correlation coefficient between the sum of $n$ arbitrary independent identically distributed random variables and the sum of the first $m < n$ of these equals $\sqrt{m/n}$.

Therefore, if a cryptographic design contains $n$ 1-bit registers, from which $m$ are predictable and full, we approximate the correlation coefficient value between variables $G$ and $P$ by:

$$r_{P,G} \simeq \sqrt{m/n}$$

As an illustration, in Figure 2, we predict 8 bits out of 576 and the correlation coefficient value is $r_{P,G} \simeq \sqrt{8/576} = 0.12$. Similarly, in Figure 3, we predict 24 bits out of 576 and the correlation coefficient value is $r_{P,G} \simeq \sqrt{24/576} = 0.20$. Remark again that these predictions implicitly assume that the block cipher rounds generate random intermediate values. In many applications, this hypothesis leads to practical attacks.

### C. Distribution of the correlation coefficient

The sampling distribution of a Pearson correlation coefficient $r$ is best described by transforming $r$ to a variable $z$ such that:

$$z = \frac{1}{2} \log \frac{1 + r}{1 - r}$$

\(^2\)For simplicity, our attacks did not take advantage of predictable and empty register transitions and those where consequently included in $U$. However, in practice, those transitions could be removed from $U$ in order to decrease the algorithmic noise, see Section VG. In the latter case, the correlation we would be interested in is $r_{P,P+U}$ rather than $r_{P,G}$.
This Fisher-transformed correlation coefficient is normally distributed with good approximation, even for small values of \( N \), with standard deviation (see [18]):

\[
\sigma_2(N) = \frac{1}{\sqrt{N - 3}} \tag{3}
\]

**D. Success rate of the attack using simulated data**

Let \( C \) be a normal random variable with parameters \( \mu_C \) and \( \sigma_C^2 \), representing the Fisher-transformed correlation coefficient between the global transitions \( G \) and the correct partial prediction \( P \) of these transitions (i.e. corresponding to the correct key guess). We approximated \( \mu_C \) with the previously computed correlation coefficient value, \( \mu_C = \rho_{P,G} \). The variance \( \sigma_C^2 \) is estimated according to Equation (3).

Let \( W \) be a normal random variable with parameters \( \mu_W \) and \( \sigma_W^2 \), representing the Fisher-transformed correlation coefficient between the global transitions \( G \) and a wrong partial prediction \( P \) of these transitions (i.e. corresponding to a wrong key guess). For such a wrong key candidate, we have \( \mu_W = \rho_{P,G} = 0 \) and \( \sigma_W^2 = \sigma_C^2 \).

The success rate of a correlation analysis using simulated data depends on the probability that we can distinguish the correlation coefficient of a correct key guess \( C \) from the correlation coefficient of a wrong key guess \( W \). In practice, if there are \( g \) possible key guesses to compare and assuming that these are independent experiments\(^3\), the success rate is approximated by:

\[
SR \simeq P(C > W)^{g-1}
\]

For evaluating \( SR \), we assume again that \( C \) and \( W \) are independent random variables. Therefore, we can define a new normal random variable \( \Delta r = C - W \), with parameters \( \mu_{\Delta r} = \mu_C - \mu_W \) and \( \sigma_{\Delta r}^2 = \sigma_C^2 + \sigma_W^2 \). It is clear that:

\[
P[C > W] = P[\Delta r > 0]
\]

And therefore we have:

\[
SR \simeq \left( \int_0^{\infty} \frac{1}{\sigma_{\Delta r}\sqrt{2\pi}} \exp\left(-\frac{(x - \mu_{\Delta r})^2}{2\sigma_{\Delta r}^2}\right) dx \right)^{g-1}
\]

**E. Success rate of the attack using measured data**

As far as measured data are concerned, the attacker only has to replace the global prediction matrix by the global consumption matrix. According to the definitions of Section V-A, it means that he has to compute \( \rho_{P,M} \) rather than \( \rho_{P,G} \). Because we have the conditional independence between \( P \) and \( M \) (i.e. knowing the global prediction \( G \), there is nothing to gain in knowing the global consumption \( M \)), a simple expression for this coefficient can be derived (demonstrated in the Appendix):

\[
\rho_{P,M} = \rho_{P,G} \times \rho_{G,M} \tag{4}
\]

\(^3\)This is clearly not the case in reality and some wrong key guesses may generate transitions correlated with the correct key guess transitions. However, it is a commonly used assumption in cryptanalysis, e.g. in linear/differential cryptanalysis. Moreover, these correlated key guesses could be taken into account by simply using \( \mu_W \neq 0 \).

As an illustration, in Figure 3, we observe that \( \rho_{P,G} \simeq 0.20 \) and in Figure 4, we observe that \( \rho_{G,M} \simeq 0.45 \). According to Equation (4), we should find \( \rho_{P,M} \simeq 0.20 \times 0.45 = 0.09 \), as it is confirmed in Figure 5. In this equation, the coefficient \( \rho_{G,M} \) only relates to the quality of the measurement and is independent of the attack considered. It is an intrinsic characteristic of the measurement setup that has to be estimated once. On the contrary, the coefficient \( \rho_{P,G} \) is specifically related to the implementation under attack and depends on the number of register transitions that can actually be predicted. Using this expression for the correlation coefficient, the success rate of any correlation attack can be estimated with Algorithm 1.

To confirm this analysis, we evaluated the success rate of the correlation attack using real measurements that is represented in Figure 5, for different number of measurements: \( 1 \leq N \leq 3000 \). This predicted success rate is shown in Figure 6, where we clearly observe that the attack is successful after approximately 1200 plaintexts.

![Theoretical prediction of the success rate with \( r_{P,M} = 0.09 \).](image)

**F. A simple model**

The previous considerations (summarized in Algorithm 1), finally allowed us to compute the number of plaintexts necessary to have a successful attack (i.e. an attack for which \( SR = 0.9 \)), in function of the correlation coefficient value. It is represented in Figure 7. From this final experiment, we observed that the number of plaintexts \( N_{0.9} \) required to mount a correlation analysis attack can simply be estimated with:

\[
N_{0.9} \simeq c \times \frac{1}{r_{P,M}^2} \tag{5}
\]

where \( c \) is a constant depending on the number of key guesses considered and the required success rate. In our example, \( g = 256 \), the required success rate is 0.9 and a practical value for \( c \) is approximately 10.

As an illustration, the attack of Figure 2 has a correlation coefficient of \( \rho_{P,G} \simeq \sqrt{8/576} = 0.12 \) and is successful after about 600 measurements. The attack of Figure 3 has a correlation coefficient of \( \rho_{P,G} \simeq \sqrt{24/576} = 0.20 \) and is successful after approximately 300 measurements. Finally, the attack of Figure...
Algorithm 1 Theoretical prediction of the correlation power analysis

1. Determine the total number of 1-bit registers in the FPGA design, $n$.
2. Determine the number of predictable and full such registers, $m$.
3. Determine the correlation coefficient value, $r_{P,G} \simeq \sqrt{m/n}$.
4. Estimate the measurement quality $r_{G,M}$. A typical value is 0.5. Use $r_{G,M} = 1$ in case of an attack using simulated data.
5. Determine $r_{P,M} = r_{P,G} \times r_{G,M}$.
6. Determine the number of key guesses $g$.
7. Determine the number of measurements (i.e. plaintexts) available, $N$.
8. The success rate is approximated by:

$$SR \simeq \left( \int_0^{\infty} \frac{1}{\sqrt{N\pi}} \exp \left( -\frac{(x - r_{P,M})^2}{N-3} \right) dx \right)^{g-1}$$

Fig. 7. Theoretical prediction of the CPA with $SR = 0.9$ and $g = 256$.

5 has a correlation coefficient of $r_{P,M} \simeq 0.20 \times 0.45 = 0.09$ and is successful after about 1200 measurements. These results confirm that our theoretical analysis allows a good prediction of the attack success probability.

Remark that these theoretical predictions allow us to clearly relate power analysis attacks with classical cryptanalysis. In particular, the final estimation of Equation (5) is very similar to the final estimation for linear cryptanalysis, where $r_{P,M}$ is replaced by the probability of a linear approximation [24]. This suggests that some problems could be commonly solved for classical and side-channel cryptanalysis, e.g. the problem of correlated key guesses in linear/differential cryptanalysis and the problem of "ghost peaks" in side-channel attacks, as explained in [6].

G. Links with previous works

In different published works attempting to describe the behavior of circuits with respect to power analysis attacks (e.g. [12], [22], [27]), a useful measurement is the signal-to-noise ratio (SNR) of the attack. In order to relate this SNR with our previous definitions, we first use the context of an attack using simulated data in which we have $G = S + N_a$. Here, $G$ represents a noise-free measurement of the power consumption (i.e. the previously defined global consumption matrix), $S = P$ is the signal (i.e. the predictable and full transitions) and $N_a = U$ is the algorithmic noise (i.e. the noise produced by unpredictable transitions in the target design). Since the DC components of $P$ and $U$ are not relevant for the calculation of the correlation coefficient, only the AC components (i.e. the variances) of the signals are considered in this equation [22]:

$$SNR = \frac{\sigma_S^2}{\sigma_{N_a}^2}$$

The lower the SNR is, the lower is also the correlation between the correct partial prediction of the power consumption and the power consumption of the device.

This SNR and the correlation coefficient of an attack using simulated data are simply related by the following equation:

$$r_{P,G} = \frac{1}{\sqrt{1 + \frac{1}{SNR}}}$$

It is important to remark that in an attack using simulated data, the noise is only algorithmic and thus produced by the unknown transitions in the device (i.e. $r_{G,M} = 1$). However, in practice, noise is also physical and induced by the measurements (i.e. $r_{G,M} < 1$). It can be written as the sum of the previously defined algorithmic noise and a physical noise: $N = N_a + N_p$. In this latter case, the SNR can simply be derived from Equation 4.

VI. COUNTERMEASURES

Although numerous countermeasures have been proposed in the open literature, protecting implementations against power analysis is usually difficult and expensive. Moreover, most proposals only reduce the side-channel leakage and do not fundamentally prevent the attacks. In this context, the implementation cost of a countermeasure is of primary importance and must be evaluated with respect to the additional security obtained. This section provides a survey of side-channel countermeasures and discusses their applicability to FPGA implementations. In particular, we focus on (what is usually assumed to be) four of the most practical and efficient countermeasures, i.e. time randomization, noise addition, masking and dynamic and differential logic styles.

A. Randomized countermeasures

Historically, the use of random process interrupts, clock skipping and dummy instructions was one of the first proposals to foil DPA techniques. A typical example was
presented at CHES 2001 (in [25]) and proposed to rename the registers randomly in order to hide the secret keys stored in a smart card. The extension of such ideas is a non-deterministic processor based on super-scalar architectures, for which the efficiency is a serious concern. Randomized exponentiation for modular exponentiation algorithms [46] and randomized addition chains for elliptic curve cryptography [17], [32] are additional examples of this kind of countermeasures.

However, if the resulting operational behavior of the circuit can be modeled by a probabilistic finite state machine, references [19], [33] demonstrated that the randomization can be analyzed. It notably allowed recovering the secret key of two randomized exponentiation algorithms proposed by Oswald and Aigner in [32]. More generally, re-synchronization techniques [12] usually allow bypassing the randomization. Moreover, the implementation cost in terms of resources and clock cycles is an additional bottleneck of these proposals. The practical effectiveness of such a countermeasure is discussed in [22].

B. Noise addition

Noise addition is another traditional solution to counteract power analysis. It has the advantage of being relatively simple and it can be an effective way to resist attacks in practice. Although it does not provide any fundamental protections (the signal remains present and can still be recovered), its practical impact is easily evaluated by a simple statistical analysis. In general, noise addition may be expensive to implement and is obviously not an energy efficient solution. However, in the context of FPGA implementations, it is possible to add noise in a well chosen way so that we do not reduce the hardware efficiency, for example by using unrolled and pipelined implementations combined with additional designs running on the same circuit. Remark that combining noise addition and randomization can be an efficient (and relatively cheap) way to resist attacks in practice.

C. Duplication and Boolean masking

1) Description: A general method to thwart DPA is to “mask” or “duplicate” all the intermediate data inside an implementation, so that the power consumption becomes unpredictable. These strategies are possible if all the fundamental operations used in a given algorithm can be rewritten in the masked or duplicated domain. This is easily seen to be the case in classical algorithms such as the DES or AES (see [2], [15]). Although these methods have been originally applied at the algorithmic level as well as at the gate level (e.g. in [44]), it has been shown recently that masking at the gate level involves critical security concerns. Reference [23] notably demonstrates that the glitching activity of masked logic gates offers a previously neglected leakage that seriously affects the security of the countermeasure. For this reason, this section will mainly discuss duplication and masking at the algorithmic level, using precomputed tables.

In a masked implementation, a random Boolean vector \( r \) (denoted as the “mask”) is XORed to the input data before applying the algorithm. Thereafter, during the algorithm execution, the data is always masked with random values. For example, a simple masked scheme is illustrated in Figure 8 for a key addition followed by an S-box. In this scheme, the \( S' \) box allows the outputs of the encryption network to be masked with a known value \( q \).

\[
\begin{align*}
\text{Fig. 8. Masked scheme.}
\end{align*}
\]

In practice, for small S-box sizes a simple solution is to precompute \( S' \) and store it into a large memory. As a typical example, a masked DES design can be efficiently implemented into FPGAs because its S-boxes are 6-bit wide. On the other hand, masking the AES Rijndael with a similar technique will require a prohibitive amount of memory. Solutions exist to improve the efficiency of the countermeasure in this latter context, e.g. in [34]. However, duplication and masking generally remain an expensive solution.

Remark from this description that the security of such a protection strongly relies on the fact that the mask is randomly updated for every new encryption. Then, the power analysis attack described in the previous sections is no more applicable, because the power consumption is not predictable in function of the key.

2) Security against higher-order attacks: Considering the security of a masked or duplicated implementation, it has been shown that they remain vulnerable to higher-order power analysis attacks. In general, higher-order attacks take advantage of some key-dependent statistical distributions of the power consumption in an actual design. While the original work of Messerges [26] was somewhat specific and only applied to smart cards, [45] demonstrated that higher-order power analysis is possible, without any additional hypothesis than usually assumed for first-order attacks. [39] proposed an extension of these techniques by considering a more general power consumption model and applied it to FPGAs. Higher-order attacks were finally improved in [35], using an approach based on a maximum likelihood recovery of the secret key. As a consequence of these results, one may conclude that duplication and masking do not sufficiently improve the security of a block cipher against side-channel attacks. Such implementations can be targeted in a practically tractable number of measurements. Again, however, the combination of duplication or masking with other countermeasures can lead to a certain level of practical security. The exact statistical evaluations of these attacks is a scope for further research.
D. Dynamic and differential logic styles

As most DPA protections only reduce the side-channel leakage and do not fundamentally prevent a power analysis attack, an interesting alternative is to use a logic style for which the power consumption is independent of the data handled. Although it does not provide a theoretical countermeasure either (small power variations still appear in function of the input sequences), it has the advantage of making the attack significantly harder. Moreover, this solution can be combined with good performances if a good logic style is chosen.

A logic style is usually denoted as differential if the complementary data inputs and outputs are available in the circuit. The notion of dynamic logic gates refers to the fact that the gate operation is divided into two phases [36]. First, the output capacitance is charged. Then, during the evaluation, it is discharged according to the input values. When combining dynamic and differential logic styles, the charge and discharge of the output capacitance is therefore independent of the input data. As the output signal and its complement are available, there are always two capacitances loaded during the precharge and one of them is discharged during the evaluation, regardless of the input sequences.

Examples of such logic styles are discussed in [21], [41] with respect to side-channel concerns. In order to evaluate their actual security, it is important to remember that a power analysis efficiency depends on:

- The possibility to predict the power consumption of a device in function of its input data.
- The correlation between a theoretical prediction of the power consumption and its real measurement.

It is clear that the attack was applicable to CMOS devices because their power consumption significantly varies in function of their input data and can be easily predicted by simply evaluating the number of bit flips in the circuit. Regarding dynamic and differential logic styles, there are two effects that are susceptible to counteract power analysis.

First, the value of the power consumption normalized standard deviation (NSD) can be decreased and consequently increases the difficulty of having good measurements. From a purely theoretical point of view, this does not affect the attack efficiency because only the correlation values are relevant with this respect. That is, under the assumption that an attacker can perfectly predict and measure the power consumption, a circuit resistance is equal for any logic style. This is a simple consequence of the attack SNR defined in Equation 6. Indeed, if we only consider the algorithmic noise, decreasing the power consumption variances will affect all the design S-boxes (i.e. both the signal and the algorithmic noise) in exactly the same way. Nevertheless, measurements are not perfect. Regarding practical attacks, the measurement noise remains constant for any logic style and therefore causes a reduction of the SNR. Unfortunately, this observation highly depends on the attacker measurement setup and its theoretical evaluation is hard.

From a practical point of view, a second critical concern is the predictability of the power consumption, which may not be perfect either. To understand this last statement, one should remember the origin of the power consumption differences in the different logic families. In CMOS gates, the useful component of the power consumption is dynamic and depends on the probability of a 0 → 1 output transition. The consumption differences directly depend on the load (or lack thereof) of the output capacitance and therefore, are predictable in function of the input transitions without any knowledge about the circuit design.

In case of dynamic and differential circuits, the situation strongly differs because the output capacitance is loaded independently of the input transitions. The consumption differences are due to the presence of parasitic capacitances in the design and therefore, they cannot be predicted without a precise “transistor-level” knowledge of the circuit. As a consequence, an attacker can only target one specific implementation and preliminarily needs to build a table containing the power consumption differences in function of the circuit input data (i.e., an information that is usually not made available to the users). Therefore the correlation values will be reduced according to the precision of the power consumption model used for the predictions. At this point also, the NSD probably have a practical impact and this would require further research, e.g. on the exact relation between the power consumption model and the logic style. Note again that, in theory, a precise power consumption model could always be obtained in the context of template attacks [11], e.g. using artificial neural network techniques. Therefore, the countermeasure is only expected to increase the complexity of a power attack and does not prevent it theoretically.

For circuit complexity reasons, these logic styles are not susceptible to be used in reconfigurable hardware devices. However, a similar behavior (i.e. dynamic and differential) can be obtained at the gate-level in FPGAs, as suggested in [42]. Compared to an original FPGA design, the modified synthesis procedure involves delay and area increases that make the proposal somewhat comparable to duplication in terms of efficiency. The secure and efficient combination of these gate-level masking methods would be worth further research.

E. Other solutions

The previous subsections underlined that obtaining resistance (even in practice) against power analysis attacks is challenging. Actual security can be improved by the combination of different countermeasures, but such an approach does not provide theoretical security. In general, a unified evaluation of side-channel countermeasures is an interesting scope for further research. Remark that in addition to the protections described in this article, a number of other possibilities exist and have not yet been formally investigated. We mention the following examples:
1. The use of re-keying techniques. As any cryptanalytic technique, power analysis attacks require the access to a number of power consumption measurements and all these measured encryptions must have been performed with the same key. As a consequence, a straightforward countermeasure is to use encryption modes where the key is changed sufficiently often. With respect to efficiency, this involves specific requirements for the implementations in terms of key agility. Regarding security, although other attack contexts (e.g. template attacks) theoretically allow targeting such implementations, this solution could probably defeat certain attackers.

2. The modification of present block cipher structures. For example, the addition of a preliminary transform to the cipher such that its output values would be unpredictable (because of high diffusion) and empty would be of particular interest. Secret permutations (i.e. wire crossings) could be a convenient tool with this respect.

VII. CONCLUSIONS

Power analysis attacks (and more generally side-channel attacks) present a very practical threat for the security of cryptographic algorithm implementations. However, these attacks are also less general than classical cryptanalysis and usually target one specific circuit. For this reason, it is extremely important to determine what an attacker is able to do and what knowledge of the design can be used. These assumptions allow a developer to have a framework which helps him to choose efficient countermeasures. It is also important to consider the security of an embedded platform as a whole, no level being excluded from the analysis.

In general, comparing FPGA designs and software implementations, it must be observed that it is basically more difficult to attack hardware than software because parallel computing causes a dilution of the attacks SNR. High work frequencies can also make the sampling process critical. This is specially true if the FPGA does not only act as an encryption machine, but combines different digital signal processing applications, e.g. compression, watermarking, filtering. ... The discussions of this article allow one to evaluate the effect of complex designs onto the attack feasibility and underline that it may become a bottleneck for certain attackers.

However, in a highly secure context, no single countermeasure presently provides theoretical security. Rather, the combination of different techniques (including noise addition, randomization, duplication, masking, ...) allows reaching a certain level of actual security. A rigorous statistical evaluation of side-channel countermeasures is an interesting scope for further research. In a long term perspective, the need of provably secure implementations against side-channel attacks is also a serious concern.

APPENDIX

Computation of the correlation coefficient $r_{P,M}$

Let us assume that the triple $(P,M,G)$ has a multidimensional normal distribution that we express as follows:

$$
\begin{pmatrix}
P \\
M \\
G
\end{pmatrix}
= N\left(\begin{pmatrix}
\mu_P \\
\mu_M \\
\mu_G
\end{pmatrix},
\begin{pmatrix}
\sigma_{P}^2 & \rho_1 & \rho_2 \\
\rho_1 & \sigma_{M}^2 & \rho_3 \\
\rho_2 & \rho_3 & \sigma_G^2
\end{pmatrix}\right)
$$

This can be rewritten as:

$$
\begin{pmatrix}
P \\
M \\
G
\end{pmatrix}
= N\left(\begin{pmatrix}
\mu_P \\
\mu_M \\
\mu_G
\end{pmatrix},
\begin{pmatrix}
N_1 & 0 & 0 \\
0 & N_2 & 0 \\
0 & 0 & N_3
\end{pmatrix}\right)
$$

And thus

$$
\begin{pmatrix}
P \\
M
\end{pmatrix}
= N\left(\begin{pmatrix}
\mu_1 \\
\mu_2
\end{pmatrix},
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}\right)
$$

From these expressions, we can compute the conditional distribution $(P,M|G)$. According to [16], this conditional distribution is normal with mean $\mu_1 + \sum_{k=1}^{2} (G - \mu_2)$ and covariance matrix $\sum_{k=1}^{2} - \sum_{k=2}^{2} \sum_{k=21}^{21}$.

Therefore, the covariance matrix equals:

$$
\begin{pmatrix}
\sigma_{P}^2 & \rho_1 & \rho_2 \\
\rho_1 & \sigma_{M}^2 & \rho_3 \\
\rho_2 & \rho_3 & \sigma_G^2
\end{pmatrix}
- \begin{pmatrix}
\rho_2 \\
\rho_3
\end{pmatrix}
\frac{1}{\sigma_G^2}
\begin{pmatrix}
\rho_2 \\
\rho_3
\end{pmatrix}
$$

Which is equivalent to:

$$
\begin{pmatrix}
\sigma_{P}^2 - \rho_2^2 & \rho_1 - \rho_2 \rho_3 \\
\rho_1 - \rho_2 \rho_3 & \sigma_{M}^2 - \rho_3^2
\end{pmatrix}
$$

Finally, we simply observe that if an attacker knew the global transitions $G$, there would be nothing to gain in knowing the global consumption $M$. This means that we have the conditional independence between $P$ and $M$ that we can express as follows:

$$
P \perp \!
\!
\!
\perp M|G \Rightarrow \rho(P,M|G) = 0
$$

The condition on the covariances is therefore:

$$
\rho_1 - \rho_2 \rho_3 = 0
$$

And for the correlation coefficients, we find:

$$
r_{P,M} = r_{P,G} \times r_{G,M}
$$
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