
Fresh Re-Keying: Security against Side-Channel

and Fault Attacks for Low-Cost Devices

Marcel Medwed1, François-Xavier Standaert2,
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Abstract. The market for RFID technology has grown rapidly over the
past few years. Going along with the proliferation of RFID technology is
an increasing demand for secure and privacy-preserving applications. In
this context, RFID tags need to be protected against physical attacks
such as Differential Power Analysis (DPA) and fault attacks. The main
obstacles towards secure RFID are the extreme constraints of passive
tags in terms of power consumption and silicon area, which makes the
integration of countermeasures against physical attacks even more diffi-
cult than for other types of embedded systems. In this paper we propose
a fresh re-keying scheme that is especially suited for challenge-response
protocols such as used to authenticate tags. We evaluate the resistance
of our scheme against fault and side-channel analysis, and introduce a
simple architecture for VLSI implementation on RFID tags. In addition,
we estimate the cost of our scheme in terms of area and execution time for
various security/performance trade-offs. Our experimental results show
that the proposed re-keying scheme provides better security (and does
so at less cost) than other state-of-the-art countermeasures.

1 Introduction

Radio-Frequency Identification (RFID) is an emerging technology that enables
identification of non-line-of-sight objects or subjects. Based on cheap RF micro-
circuits - called tags - apposed on or incorporated in the items to identify, the
RFID technology is now widely deployed in our everyday life. In view of the
large variety of applications that are targeted, the security and privacy that can
be provided by these tags has become a primary concern in the past few years.
Hence, solving these security issues has raised a need for cryptography-enabled
devices with a strong constraint on area cost and power consumption.

Unfortunately, while designing private-key or public-key cryptographic com-
puting devices that hold in a few thousands of logic gates is already challenging,
the cost criteria is not the only one to be fulfilled by cryptographic RFID tags. In-
deed, these devices are frequently manipulated in hostile environments in which
different types of implementation (aka physical) attacks can be applied. That is,
rather than targeting the cryptographic algorithms and protocols at the math-
ematical level, an adversary can decide to directly target the hardware to break
the system. Since the mid-nineties, a large number of experiments have witnessed
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the low cost nature of certain categories of physical attacks, most prominently
side-channel attacks (e.g. Simple Power Analysis, Differential Power Analysis
[14]) and fault attacks [1]. Unsurprisingly, the very same attacks that can break
unprotected smart cards also apply to RFID (once slight adaptations of the mea-
surement setup have been performed [10]). This is natural since both devices are
generally based on the same CMOS technology. As a consequence, the need of
low-cost protections against such physical attacks arises. This requirement of
physical security is a particularly challenging issue since most countermeasures
that have been published to increase the resistance against side-channel or fault
attacks are in fact quite expensive [19]. And the situation gets even worse if one
tries to prevent both threats with the same piece of hardware. On the other
hand, developing and implementing security protocols with large mathematical
security margins is not very relevant if the devices running these protocols do
not show a similar (or at least reasonable) level of physical security.

In order to solve this problem, we describe a fresh re-keying scheme that is
expected to be secure against Differential Fault Attacks and a large category
of side-channel attacks (namely the standard SPA and DPA attacks that will
be described in Section 2). This scheme, that is pictured in Figure 1, can be
used in a challenge-response protocol for RFID or more generally for physically
secure encryption. It contains an encryption function f (typically, a block cipher
- the AES Rijndael will be our running example) to encrypt every message
block m with a fresh session key k∗. This session key k∗ is obtained thanks to a
function g from a master key k and a public nonce r that is chosen by the tag.
That is, one computes the session key k∗ = gk(r) first and then the ciphertext
c = fk∗(m). On the first sight, it may seem that such a scheme just shifts the
problem of protecting the block cipher f against physical attacks to the problem
of protecting the function g against the same attacks. Interestingly, we argue
in this paper that it can have significant advantages both in terms of security
and performance. First, and quite simply, it makes the application of Differential
Fault Analysis unpractical, because the same key is never used twice to encrypt
with the block cipher. Second, it allows separating the requirements for the two
functions. On the one hand, g has to be low-cost and easy to protect against
side-channel attacks, but does not have to be cryptographically strong. On the
other hand, f only needs to be secure against side-channel attacks with a data
complexity bounded to one single query (i.e. SPA, essentially).

Concretely, we provide a list of desired properties for the function g and
propose an instance that we analyze in detail. We then investigate a large de-
sign space, trading performance for different side-channel countermeasures. Rely-
ing on previous results of evaluations for protected devices, our implementation
figures show that a significant level of physical security can be obtained at a
reasonable cost. In particular, we quantify the computational difficulty of per-
forming attacks based on the traditional “divide-and-conquer” strategy in which
different parts of the master key k are recovered separately. This complexity is
shown to be prohibitive for the targeted applications. Regarding fault analysis,
we discuss the protection against differential fault attacks. Simple fault attacks
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Fig. 1. Fresh re-keying: basic principle.

which reduce the number of rounds of a block cipher or output the key instead
of the ciphertext are not in the scope of this work. They present a more gen-
eral, scheme-independent threat and are usually prevented by other means like
loop invariants or code signatures. Finally, we briefly discuss the resistance of
our scheme against the recently introduced algebraic side-channel attacks [29].
While the exact evaluation of such advanced techniques is left as a scope for
further research, we also propose solutions to prevent them.

1.1 Related work

A large number of countermeasures have been proposed in the literature to
prevent side-channel attacks. In this section, we list a number of them with their
advantages and limitations. We then argue how our proposal can be seen as a
new tradeoff between security and performance issues.

First, masking (e.g. [7, 31]) is a very frequently considered solution to pro-
tect a device against side-channel attacks. It has the advantage of being quite
well understood. Its main drawback is that the performance overheads can be
important because of the need to compute a correction term on-the-fly, during
the encryption process. Masking can be defeated by higher-order attacks [21] or
because of technological issues such as glitches [18]. Overall, it is usually con-
sidered as one useful part of the solution for protecting cryptographic hardware.
The permutation tables that are analyzed in [3] have quite similar properties,
both in terms of performance overheads and security [27].

Next to masking, hiding is another frequently considered countermeasure.
Numerous hiding schemes have been proposed in the literature, e.g. different
time randomization tools and side-channel resistant logic-styles of which the goal
is to have the leakage as close to constant as possible. Such logic-styles can be
based on standard CMOS cell libraries (e.g. WDDL [36]), or require full-custom
design (e.g. SABL [35]). Again, there is a security vs. performance tradeoff since
designing full-custom hardware is more expensive (at least in development time)
than using standard libraries, but the security of the latter ones is generally
lower, mainly because they offer less fine tuning possibilities [16].
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Closer to our present proposal, different protocol-level solutions have also
been investigated. For example, the idea of regular key updates, first described
in [13], has recently attracted a significant attention, as witnessed, e.g. by [22,
23]. Such re-keying schemes have the advantage of being quite formally analyzed
which leads to a good evaluation of the security level they provide. On the other
hand, they still rely on certain physical assumptions that must be achieved by
the hardware and they can be quite inefficient when a chip has to be re-initialized
regularly (which is typically the case of challenge-response authentication pro-
tocols). More precisely, and as detailed in [33], a secure initialization process for
such constructions using block ciphers would require to implement a tree-based
structure with up to n applications of, e.g. the AES Rijndael, where n is the
bit-size of the initialization vector. This hardly fits to the RFID scenario.

Eventually, the use of “all-or-nothing” transforms to prevent certain classes of
side-channel attacks is discussed in [15]. Here the idea is to transform the plain-
texts and ciphertexts with a low-cost mapping that is easy to protect against
physical avdersaries and makes the guessing strategy, exploited in most standard
DPA, hardly applicable. As this proposal is quite recent, its careful security anal-
ysis is still an open problem. Interestingly, it also shifts the problem of protecting
a complete cipher to the one of protecting a simpler transform. But as for re-
keying schemes, the initialization and synchronization of an encryption protected
with such all-or-nothing transforms can be expensive. Another drawback is the
need of an additional secret shared between the two parties.

Our fresh re-keying is in fact in close connection with the idea of all-or-
nothing transforms and standard re-keying schemes. Its main advantage is to
propose a low-cost solution to the initialization problem (since a fresh session
key is used to encrypt every block of plaintext). Also, since we apply a transform
on the key, we avoid the need to share an additional secret as in the all-or-
nothing transforms’ case. Finally, the proposed solution is low-cost, because we
only need one transform to protect the key rather than two transforms to protect
the plaintext and ciphertext in the all-or-nothing case. For the rest, we share
the advantages of these protocol level countermeasures. In particular, we do not
need to compute correction terms during the encryption process. Also, and as
will be detailed in the following sections, we can take advantage of masking and
hiding to protect our re-keying transform. And because of its relatively small
gate count, we can even consider using a full-custom circuit for this purpose.

Note that, because we consider the RFID scenario, this paper has a strong
focus on implementation efficiency, as will be detailed in Sections 4 and 5. In
particular, we show that for a similar gate count, our solution allows imple-
menting more masking and shuffling than if one directly attempts to protect a
block cipher implementation with similar countermeasures. We believe that this
is an important first step in order to motivate further research on fresh re-keying
schemes. In particular, our security analysis is based on an important class of
practical attacks. But generalizing it towards more abstract and general models
of computation and leakage (e.g. the ones surveyed in [24]) and evaluating the
performance penalties that this would imply is an interesting open question.
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2 Background

As detailed in the introduction, the countermeasure proposed in this paper
mainly splits the problem of physical security in different subproblems.

Some parts of our design are only required to be protected against SPA,
other parts also require DPA-resistance. Since these are all standard notions
in the field of cryptographic hardware, this section only summarizes them and
points towards different references for more formal definitions. Additionally, we
describe the particular type of DPA attacks exploiting a standard divide-and-
conquer strategy that we consider in our security analysis. Finally, we discuss
how our re-keying scheme can be used in an authentication protocol.

2.1 SPA and DPA

In terms of side-channel resistance, the main requirement for our following pro-
tocol to be secure can be summarized as follows:

1. The function f needs to be secure against SPA.

2. The function g needs to be secure against both SPA and DPA.

SPA stands for Simple Power Analysis and corresponds to attacks in which
an adversary directly recovers key material from the inspection of a single mea-
surement trace (i.e. power consumption or electromagnetic radiation, typically).
DPA stands for Differential Power Analysis and corresponds to more sophisti-
cated attacks in which the leakage corresponding to different measurement traces
(i.e. different plaintexts encrypted under the same key) is combined. As a matter
of fact, in the absence of an efficient solution to guess the session key k∗ from the
master key k, such attacks can only be applied to the function g in the scheme of
Figure 1. Indeed, for the block cipher f , every plaintext will be encrypted with
a different k∗. For more details about such attacks, we refer to [19].

2.2 Divide-and-conquer strategies

Divide-and-conquer attacks such as the standard DPA detailed in [20], are at-
tacks in which the adversary recovers small parts of a master key (also called
subkeys) one by one. Most side-channel attacks published in the open literature
fall under this category. In such a setting, an important feature of the adversary
is the need to predict some (key-dependent) intermediate computations during
the encryption process (e.g. the first round S-boxes’ outputs in a block cipher).
As will be detailed in Section 6.3, this is typically what is made difficult by our
fresh re-keying scheme. If g has good enough diffusion, it should be hard to guess
the intermediate computations of f in function of the master key k. As a result,
only SPA attacks can be performed against the session key k∗.
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2.3 Challenge-response protocol

In a challenge-response authentication, one party sends a challenge and the other
party responds with the encrypted challenge together with some additional infor-
mation. Then, the response is verified. Depending on the cases, this process can
be repeated with swapped roles. Since our re-keying scheme is designed for phys-
ically secure encryption, it can be straightforwardly used in any symmetric-key
challenge-response authentication. The tag simply has to implement the fresh-
rekeying exactly as in Figure 1. The reader implements the same scheme, except
that the portion r is provided from outside by the tag.

As for the communication overhead, the distribution of the r values does
not necessarily imply that the number of passes in the protocol increases. In a
three-pass mutual authentication protocol (as for instance described in ISO/IEC
9798-2 [11]) the r’s can be included in data transported during the passes. Thus,
the number of passes increases at most by one, depending on who starts the
protocol. Note that an important property of the fresh re-keying is that the
adversary should not gain an advantage when resetting the device. That is, after
each reset the tag should compute a fresh new nonce and session key, e.g. in a
passive RFID scenario, the tag is reset any time it is taken out of the reader field.

3 Choice of the function g

In order to investigate the security of the fresh re-keying scheme of Figure 1,
one first needs to determine the functions f and g. As previously mentioned, a
convenient choice for the function f is a block cipher, e.g. the AES Rijndael.
Hence, it remains the choice of the function g that is in fact the most critical
both for security and performance. In this section, we list the required properties
for g and select an appropriate candidate according to those properties.

3.1 Desired properties

The following properties for g are motivated by a combination of side-channel
security aspects and hardware implementation aspects.

P1: Diffusion. One bit of the session key k∗ should depend on many bits of
the master key k. In other words, guessing one bit of the session key must
be computationally difficult. This property ensures that the divide-and-conquer
approach, usually applied in DPA, cannot be easily carried out.

P2: No need for synchronization. The function g should not have a variable inner
state which needs to be kept synchronous among the parties. The only inner state
should be the static portion k (contrary to [22, 23]).

P3: No additional key material. The symmetric key material which needs to be
preliminary distributed among the parties and stored within the devices should
not be larger than that of classical block encryption. That is, the master key k
should suffice to evaluate both functions f and g (contrary to [15]).



Fresh Re-Keying: Security against Side-Channel and Fault Attacks 7

P4: Little hardware overhead. Deriving the session key in hardware must be
cheaper than protecting the original circuit (i.e. the function f) by means of
secure logic-styles and other countermeasures.

P5: Easy to protect against SCA. g should have a suitable algebraic structure that
makes its protection against SCA easier than, e.g. block ciphers. Combined with
the previous property, it means that deriving the session key with a protected g
should also be lower in cost than protecting f .

P6: Regularity. If possible, the function g should have a high regularity in order
to facilitate its implementation in a full-custom design. This is motivated by the
good security properties that the fine-tuning of such designs allows.

3.2 Candidate

From a cryptographic point of view the most obvious choice for g would be
either a hash function or an encryption function. However, they would not be
useful in the present context since they are just as complex to implement and
protect as the original block cipher f . By contrast, from an engineering point of
view, a bitwise XOR function would be best. In fact, a XOR fulfills many of the
above properties, but the diffusion remains extremely weak. Combining these
two extremes led us to select g as the following modular multiplication:

g :
(

GF(28)[y]/p(y)
)2

→ GF(28)[y]/p(y) : (k, r) → k ∗ r.

In the remaining of the paper, the polynomial p(y) will be defined as yd + 1
with d ∈ {4, 8, 16}. The actual choice of d will be used as a parameter to improve
the diffusion (i.e. P1 ), as will be discussed in Section 6.3. As for the other
properties, P2 is fulfilled because the function only depends on the public but
random nonce r and the secret key k; P3 is fulfilled because only one master key
k is needed for g’s evaluation; finally P4-P6 are discussed in the next section.

Note that the diffusion property of this modular multiplication significantly
depends on the choice of r. Since it is randomly generated on-chip by the tag,
it allows arguing about the physical security of the tag by showing that the
diffusion is high enough on average. By contrast, on the reader side, the nonce
can be generated by an adversary. Hence, the re-keying will not ensure diffusion
(and physical security) on that side. Consequently, the (more expensive) reader
is expected to be protected against implementation attacks by other means.

4 Implementation of the function g

In this section we discuss the implementation of g. We start from a general
description of the multiplication algorithm, extend it to a blinded version and
eventually discuss the use of secure logic for a hardware implementation.
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4.1 Unprotected implementation

The unprotected implementation of the multiplication follows Algorithm 1, in
which the complexity mainly depends on p(y). Thus, the degree of this polyno-
mial can be used to trade performance for diffusion.

For example, if d = 16 (resp. d = 8), every bit of the session key k∗ will
depend on 64 (resp. 32) bits of the master key on average (details are in Section
6.3). Note that if d < 16, the multiplication is simpler but has to be applied
several times to cover all the key bytes (e.g. 2 times if d = 8, 4 times if d = 4).

Algorithm 1. Product-scan algorithm for multiplication

Require: a, b ∈ GF (28)[y]/yd + 1
Ensure: c = a ∗ b ∈ GF (28)[y]/yd + 1
1: ρ← rand()
2: i← 0, j ← ρ, k ← ρ, l← 0
3: while k 6= ρ− 1 (mod d) do

4: ACCU ← 0
5: for l = 0 to d− 1 do

6: ACCU ← ACCU + ai · bj

7: if l < d then

8: i← i− 1 (mod d)
9: end if

10: j ← j + 1 (mod d)
11: end for

12: ck ← ACCU
13: k ← k + 1 (mod d)
14: end while

15: return c

We opted for a product-scan algorithm [8], in which the result is calculated
digit-wise. That is, in each iteration of the outer loop (lines 3-14), all partial
products which add to the same digit of the final product are computed and
accumulated. Usually, a disadvantage of this algorithm is the out-of-order pro-
cessing of the operands. However, the special choice of p(y) allows to overcome
this problem. This choice will be justified in Section 4.4.

4.2 Improving g’s SPA/DPA resistance with shuffling

Due to the structure of the ring we are operating on, the digits of the product are
independent (i.e. carry-free). This implies that the order in which the multipli-
cation algorithm operates on the product digits can be randomized. Therefore,
shuffling can be applied as a SCA countermeasure [19]. Shuffling has the effect
that an adversary who observes a side-channel trace cannot directly infer the
operations carried out in different samples (i.e. in our case: which part of the
product is processed at what time). This makes the application of SPA difficult.
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Shuffling also increases the data complexity of a DPA by d2 [9]. Eventually, the
countermeasure comes for free in our case, because only the starting index of
the outer loop has to be initialized with a random value (Algorithm 1, line 1).

4.3 Improving g’s SPA/DPA resistance with blinding

Usually, DPA attacks against a multiplication algorithm target the partial prod-
ucts. This is because a partial product depends only on one digit of each operand,
thus allowing the application of a divide-and-conquer strategy. A common coun-
termeasure to SCA that is also applicable in our context is to use a redundant
representation for the variables. Sharing a variable over (m + 1) variables is re-
ferred to as mth-order blinding (also called masking in the symmetric setting
[31]). Blinding is a powerful countermeasure, but it is only efficient if the com-
putational overhead due to operating on the redundant representation is small.
Since addition and multiplication are distributive in our algebra, this condition
is nicely respected. Algorithm 2 implements an mth-order blinded version of the
function g. In line 3, m random blinds bi are added to k before the multiplica-
tion is carried out in line 5. Afterwards, each product bi ∗ r has to be removed
again from the result in line 7. It can be easily verified that this does not change
the result. However, it ensures that any adversary who wants to mount a DPA
on g needs to exploit the joint information of m partial products, thus perform
an mth-order DPA. The number m presents the second parameter in our de-
sign space for g. The time and space complexity of g increases linearly with m,
whereas the complexity of a DPA of g increases exponentially with m [2].

Algorithm 2. Blinded session key generation

Require: k, r, bi with i = 1 to m the masking order
Ensure: k∗ = k ∗ r
1: bk ← k
2: for i = 1 to m do

3: bk ← bk + bi

4: end for

5: k∗ ← bk ∗ r
6: for i = 1 to m do

7: k∗ ← k∗ + bi ∗ r
8: end for

9: return k∗

4.4 Improving g’s SPA/DPA resistance with protected logic-styles

Finally, the main reason why we opted for the product-scan algorithm is that
it enables the use of secure logic-styles. This is because the part of the memory
which holds sensitive data is small in this case. Indeed, whereas a DPA can be
applied to the partial products when performing the multiplication algorithm, it
is difficult to attack a byte of the final result directly, as they depend on many
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bytes of both operands. Since our product-scan algorithm works only on one
product byte at a time, only this byte and the corresponding GF(28) multipli-
cation have to be protected. In general, secure logic is expensive compared to
standard CMOS and efficient implementations require to use it sparingly. This is
typically what our proposed re-keying scheme allows. Hence, a third parameter
in our design space will be the use of such protected hardware.

5 Global architecture

Following the algorithmic description in the previous section, we now look at
concrete hardware cost and performance issues. First, we illustrate the design
space of g with a block diagram. Then, we present the area and cycle-count
results for the different hardware design choices that we implemented.

5.1 Block diagram and design space for the function g

Figure 2 depicts a hardware architecture for g. The diagram contains all com-
ponents necessary to generate k∗, except for a random number generator that
we can reasonably assume to be available on the tag. The three main compo-
nents of the circuit are the controller, the memory and the multiply-accumulate
(MAC) unit. Determined by the use of the AES for the function f , the mem-
ory consists of 128-bit registers. Note that the register for k∗ would be shared
with f , thus does not contribute to the size of g’s circuit. The actual size of the
memory is directly related to the second design parameter: the blinding order.
If the blinding order is zero, only two registers are needed. If mth-order blinding
is implemented, (m + 1) additional registers are required.

The control unit is essentially invariant throughout the design space. Chang-
ing the degree of the polynomial only changes loop constants within the controller
and affects the cycles needed to carry out an operation. Also, the successive exe-
cutions of an operation (as needed for d ∈ {4, 8}) is managed by the software. A
similar statement holds when changing the blinding order. The core of the archi-
tecture is the MAC unit. It features a GF(28) multiplier, a GF(28) adder and an
8-bit register. Since the MAC unit is the target for secure-logic implementations,
its size is crucial, as will be evaluated in the next section.

5.2 Implementation results and performance evaluation

We evaluated the post-synthesis area occupation for an ASIC implementation
of g. The synthesis tool was Design Compiler 2008.09 from Synopsys, and the
library was the Free Standard Cell library from Faraday Technology Corporation,
using the UMC L180 CMOS technology. We used typical corner values and
reasonable assumptions for the constraints. Additionally, we varied the frequency
between 1 and 20 MHz, since these are reasonably boundaries for the target
application (typical frequencies are in fact 6 MHz for HF tags and 1 MHz for UHF
tags). After performing several runs with different constraints and optimization
options, we selected the results with the smallest area.
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Fig. 2. Block diagram of the random transformation circuit

Our results are reported in Table 1 in which we find:

1. The gate equivalent estimation for g using different blinding orders.
2. The cost of a MAC unit in a SCA-resistant logic-style (g-pMAC). We lever-

aged on iMDPL [26] and used a scaling factor of 18 for our estimations [12].
3. The total area (g + AES) needed to protect the AES core by Feldhofer et

al. [5] using our fresh re-keying scheme, with the same parameters.

Table 1. Post synthesis results for an ASIC implementation of g, g-pMAC and the full
re-keying scheme. The protected MAC-unit is estimated with the iMDPL secure logic.

Implementation w/o blinding 1st-order 2nd-order 3rd-order

function g 4.5kG 7.3kG 8.7kG 10.2kG
g-pMAC 11.7kG 14.6kG 16.0kG 17.5kG
g + AES1 7.9kG 10.7kG 12.1kG 13.6kG

g-pMAC + AES1 15.1kG 18.0kG 19.4kG 20.9kG
1AES implementation taken from [5].

We compared our design to the protected circuit presented by Feldhofer et
al. in [6]. Their implementation requires approximately 19.5kG and, to the best
of our knowledge, is the smallest protected implementation of the AES that
targets RFID applications. These results show that our fresh re-keying scheme
has smaller area requirements than a direct protection of its underlying block
cipher, i.e. that properties P4, P5 and P6 in Section 3.1 are indeed fulfilled.
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More precisely, the implementation in [6] has a level of security comparable to
the one of g featuring either 1st-order blinding or a protected MAC. This is
because their implementation protects parts with masking and other parts with
secure logic. In the first case, our implementation requires approximately 8.8kG
less than theirs and in the second case the difference is approximately 4.4kG. A
combination of the two countermeasures would still be around 1.5kG smaller. We
could also implement a blinding order of up to 5 at the same cost. Table 2 finally
reports the number of clock cycles needed for the generation of a fresh session key
k∗. Contrary to the area requirements, this number is strongly affected by the
polynomial selected for the diffusion. For example, when this polynomial equals
y16 + 1, the time required to complete the computation is almost three times
larger than when using y4+1. The corresponding security levels will be discussed
in the next section. As a consequence, the designer can easily tune the desired
diffusion level towards the requirements of the application, even if for RFID, the
throughput is generally not a strict constraint. As a comparison, the performance
overhead of the the implementation Feldhofer et al. [6] is ranging between 32
and 1005 clock cycles, depending on the number of dummy instructions inserted.

Table 2. Cycle count for re-keying with different diffusion levels and blinding orders.

Blinding order y16 + 1 y8 + 1 y4 + 1

w/o blinding 290 162 98
1st-order 562 360 178

2nd-order 834 504 258

3rd-order 1160 648 338

6 Security analysis

In this section, we provide the security analysis of our re-keying scheme in differ-
ent parts. We start with a note on the choice of k. Next, we discuss the security of
the complete scheme against Differential Fault Analysis. Then, we investigate its
resistance against side-channel attacks in three parts. First, we argue about the
security of the function g against SPA and DPA. Second, we discuss the security
of the function f against SPA only. Finally and most importantly, we analyze the
difficulty of mounting divide-and-conquer attacks against the complete re-keying
scheme. We conclude the section with some open questions related to advanced
attack techniques exploiting algebraic cryptanalysis.

6.1 The choice of k

Due to the structure of the used ring, there exist zero divisors. If k takes the value
of a zero divisor, there exist several r which lead to the same k∗. To avoid such
collisions we have to reduce the key space K to elements k which are co-prime
to yd + 1. The resulting loss of entropy can be stated as ∆H = 128 − H(K).
For d = 16, we get ∆H = 128 − log2(255 ∗ 25615) ≈ 0.0056 bits. For d = 8, ∆H
doubles and for d = 4 it becomes four times as large respectively. In any of the
three cases, the reduction of K can be neglected.
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6.2 Resistance against fault attacks

Even in its most powerful variants, Differential Fault Analysis requires at least
one pair of correct and erroneous outputs to attack cryptographic algorithms
[25]. From such a pair, information about the secret key can be recovered. This
means that an adversary requires to encrypt the same plaintext (at least) twice
with the same secret key, which is prevented by our scheme. In other words, the
combination of re-keying with an initialization process using fresh r’s for every
plaintext block provides a solid protection against Differential Fault Attacks.

6.3 Resistance against standard side-channel attacks

As mentioned in Section 2.1, the security of our fresh re-keying scheme requires
two main properties: (1) the function f needs to be secure against SPA; (2)
the function g needs to be secure against both SPA and DPA. In this section,
we discuss how our architectural choices allow fulfilling these requirements in
function of different security parameters. Then, we analyze in detail the security
of the complete scheme against divide-and-conquer attacks. That is, we show that
if the two previous conditions are respected, then it is computationally hard to
mount such DPA attacks against the functions f and g taken as a whole.

Security of g against SPA and DPA. The design space of the proposed archi-
tecture allows to deploy three well studied countermeasures against DPA attacks:
shuffling, blinding and protection by secure logic. For an extensive discussion of
those countermeasures see for instance [19], or [30] for a more theoretical ap-
proach. We note that in addition to the large design space, our architecture has
specific advantages compared to the straightforward protection of a block cipher.
For example, how to design a masking scheme for a software implementation of a
block cipher that has an order higher than 3 is an open problem, as pointed out
in [30]. In our case, thanks to the algebraic structure of the function g, such a gen-
eralization to high orders is as easy as for asymmetric encryption. Furthermore
and as detailed in the previous section, the low-cost nature of g makes it possible
to combine several types of countermeasures against side-channel attacks at a
lower cost than if they had to be applied to the original AES.

Security of the AES against SPA. Although not as difficult to obtain as DPA
resistance, security against SPA is an important issue for the AES. In particular
and since our re-keying scheme implies to run the key scheduling algorithms for
every new encryption, it is important to avoid attacks such as [17]. In order to
limit cost overheads, our strategy is to apply the same shuffling that is described
in Section 4.2 to the 16 state bytes of our AES implementation as well as to the
key expansion. As detailed in [6], this can be done with negligible overhead (we
do not even need addionnal memory since we do not make use of dummy cycles).

Security of the complete scheme against divide-and-conquer attacks.
The previous paragraphs described solutions for achieving SPA/DPA resistance
for g and SPA-only resistance for f . They show that the level of security against
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these attacks can be easily tuned at the cost of some performance overheads that
are at least lower than those of protecting a stand-alone AES. It now remains
to argue about the security against the combined functions. That is: can an
adversary directly perform a DPA on the function f by guessing the master key k.

In order to show that such attacks are computationally hard, we argue as
follows. Following [20], a DPA attack against the AES requires to guess some
intermediate computation during the encryption process. In the simplest case,
one bit can be guessed (e.g. one bit after the first key addition layer). In this
context, the number of master key bits on which each bit of the session key k∗

depends only depends on the Hamming Weight (HW) of r. This is because every
bit of k∗ is a sum of all bits of k weighted by the bits of r. Since all n bits of r
are uniformly distributed, the probability that HW(r) ≤ X is given by:

P = Pr[HW(r) ≤ X ] =

X
∑

i=0

(

n

i

)

2n
.

This probability can be directly related to the data complexity of an attack.
That is, a small multiple of 1/P traces have to be collected to observe an r
with the desired properties. Figure 3(a) illustrates this relationship between the
Hamming weight of r and the number of traces that have to be collected to
observe such an r. It can be seen that even for a Hamming weight as large as 30
the data complexity is significant with one million traces.

Then, in a typical DPA, there are two effects that will improve the diffusion.
First, the adversary will usually not predict the key addition’s output but the
first S-box layer’s (or even MixColumn’s) output, in order to better discriminate
the different key candidates. This requires to guess eight bits of session key (32
for MixColumns). This number of bits of session key to guess is denoted as
ng. Second, several traces corresponding to several plaintexts will generally be
combined in a DPA, each one giving rise to a new random r. We denote at nt

this number of traces. Overall, the percentage of bits on which an attack depends
can be described in function of the maximum tolerated Hamming weight X as:

1 −

(

n − X

n

)nt·ng

,

Figures 3(b)-3(d) show the number of bits of k to guess as a function of the
hypothesis’ size ng. The different curves show the complexity for nt = 1 (low-
est curve), 5, 10, 20, and 50 (topmost curve). Since between 10 and 50 traces
are usually required to recover an AES key byte with reasonable confidence in
unprotected devices [32], it directly implies that the diffusion and hence time
complexity will generally be sufficient to protect RFID tags.

We end this section with two specific examples to give an idea about how
our countermeasure influences the data and time complexities of a divide-and-
conquer attack. First we consider an AES implementation for which the attacker
needs to predict ng = 8 bits of the session key (a usual context). Furthermore,
we assume that he needs nt = 10 traces to mount a successful DPA. Even if
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the attacker waits for r values with a Hamming weight of 5 (as in Figure 3(b)),
he needs to guess close to 128 bits of the master key to predict 10 times those
8 bits of the session key. Thus the time complexity of such an attack would be
close to 2128. To get the data complexity we additionally look at the probability
of observing such r values. From Figure 3(a) it can be seen that they occur
every 270 traces on average. For the second example we assume that guessing
ng = 1 bit for nt = 5 traces is enough. Even in this (unlikely) case, the data and
time complexities are still prohibitive. In order to meet a more reasonable data
complexity, we wait for r values with Hamming weight 15. That means, that we
have to observe (and acquire the power traces for) 5×244 encryptions on average.
And the attack time complexity in this case would be 260. Note that high data
complexities may be hard to reach in practical side-channel attacks since even a
fast measurement setup is limited to approximately 20 traces per second.

5 10 15 20 25 30

20

40

60

80

100

120

140

lo
g 2(#

tr
ac

es
)

Max. tolerated HW(r)

(a) Data complexity

2 4 6 8

20
40
60
80

100
120
140

#b
its

 o
f k

 to
 g

ue
ss

#bits of the DPA hypotheses: n
g

(b) Time complexity, Max. HW(r)=5

2 4 6 8

20
40
60
80

100
120
140

#b
its

 o
f k

 to
 g

ue
ss

#bits of the DPA hypotheses: n
g

(c) Time complexity, Max. HW(r)=15

2 4 6 8

20
40
60
80

100
120
140

#b
its

 o
f k

 to
 g

ue
ss

#bits of the DPA hypotheses: n
g

(d) Time complexity, Max. HW(r)=30

Fig. 3. Data vs. time complexity of a standard DPA against the combined f and g.

6.4 Resistance against algebraic side-channel attacks

By clearly separating the properties of the functions f and g, our re-keying
scheme has pushed the security against side-channel attacks towards one ex-
treme direction. On the one hand, standard side-channel attacks are prevented,
as discussed in this paper. On the other hand, the function g that is protected
against such attacks is not strong from a cryptographic point of view. As a con-
sequence, it appears as an interesting target for the recently introduced algebraic
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side-channel attacks. Such attacks are not based on a divide-and-conquer strat-
egy. They rather write the encryption of a plaintext into a ciphertext as a big
system of low degree boolean equations in which the key bits are unknown vari-
ables. Then, the information leakage corresponding to this encryption is added
to the system, also in the form of some low degree equations. As demonstrated in
[29], information leakages such as Hamming weights can be sufficient to solve the
system in practical time limits (minutes, typically). Quite naturally, the com-
plexity of solving such a system of equations strongly depends on the algebraic
structure of the target algorithm. For example, the AES Rijndael is more robust
than the low-cost cipher PRESENT in this context [28]. Looking at our proposal
for g, things are even worse since this function is linear. Taking an analogy with
stream ciphers, one could see the side-channel leakage as a filtering function
at the output of a linear number generator g. However, thanks to our flexible
architecture, we also have positive arguments to prevent such attacks. Mainly,
algebraic attacks can hardly deal with erroneous information. Hence, the shuf-
fling that we can perform for free, both on the implementation of f and g will
most likely make their application much harder. Because of their recent nature,
we leave the exact quantification of these attacks as a scope for further research.

7 Conclusions

In this paper we discussed a new approach to re-keying. We explored its use
as a countermeasure against physical attacks. The proposed scheme is tailored
towards the security and resource needs of RFID applications.

We have evaluated the scheme’s architecture and security, discussing its ro-
bustness against DFA, SPA, and DPA. The flexible configurability of the pro-
posed circuits allows reaching a high level of security for an implementation cost
that is close to the most efficient solutions available in the literature.

Open problems are in two main directions. First, it would be useful to extend
the present proposal in order to protect the reader side (that is needed to be
protected against physical attacks by other means than the fresh re-keying in the
present proposal). Second, our analysis relies on a simple candidate of g function.
Investigating alternative ones, possibly trading some performance overheads for
security is an interesting scope for further research. In this respect, it is worth
noting that there exist simple ways to improve the diffusion properties of our
scheme. As an illustration, one can generate two random nonces r1 and r2 and
then compress the resulting k ∗ r1 and k ∗ r2 (e.g. by XORing their two halves
together, producing n/2 bits twice) and then use the concatenation of these
two compressed strings as k∗. Pushing such a diffusion vs. performance tradeoff
further, one could also consider randomness extractors as function g (that are
of independent interest in leakage-resilient cryptography [4, 34]).

Summarizing, we hope that our new countermeasure and instantiation for g
makes an interesting case compared to traditional approaches to prevent physical
attacks and raise interesting (theoretical and practical) research questions.
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