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$\Rightarrow$ Does the correlation come from signal or noise?

- In particular for large parallel implementations (since we know 8-bit AES implementations can be broken in one trace anyway – see SASCA paper)
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- **Work in progress.** Further investigations are needed
  - Maintain the signal variance (modified because of the sum in the sliding simulator): easy!
  - Different settings, simulators, designs, …

*Reminder: simulatability is the only empirically verifiable leakage assumption we currently have!*
STAY TUNED

http://perso.uclouvain.be/fstandae/