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91192, Gif-sur-Yvette, France

Frédéric Grognard

Projet COMORE - INRIA
BP 93 06902 Sophia-Antipolis Cedex, France

Georges Bastin

Centre for Systems Engineering and Applied Mechanics(CESAME)
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Abstract. This paper deals with the analysis of a metabolic network with
feedback inhibition. The considered system is an acyclic network of mono-
molecular enzymatic reactions in which metabolites can act as feedback reg-
ulators on enzymes located “at the beginning” of their own pathway, and in
which one metabolite is the root of the whole network. We show, under mild
assumptions, the uniqueness of the equilibrium. We then show that this equi-
librium is globally attractive if we impose conditions on the kinetic parameters
of the metabolic reactions. Finally, when these conditions are not satisfied, we
show, with a specific fourth-order example, that the equilibrium may become
unstable with an attracting limit cycle.

1. Introduction. The cellular metabolism is defined as the set of biochemical re-
actions that occur inside a living cell for growth and reproduction. It is usually
represented by a large and intricate network connecting the involved biochemical
species (called ”metabolites”). The pathways of the network are called ”metabolic
pathways”. In the metabolic engineering literature, it is widely accepted that ”de-
spite their immense complexity, metabolic systems are characterized by their ability
to reach stable steady states” (quoted from [17], Chapter 4).

It should however be fair to recognize that a mathematical analysis of this funda-
mental stability property is a difficult question which was not fully investigated. A
special difficulty comes from the existence of negative feedback inhibitions that are
known for a long time to potentially induce instabilities and limit cycles. However,
the analysis of the effect of feedback inhibition on the stability has been limited so
far to unbranched pathways. In most studies, a single reaction in the pathway is
supposed to be inhibited by the last metabolite only, whereas the other reactions

2000 Mathematics Subject Classification. 93B05, 93B60, 35P20.
Key words and phrases. Metabolic networks, equilibria, stability, small-gain.

219
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are considered to be not inhibited (e.g., [18], [10], [9], [13], [3]). In these contri-
butions, the analysis generally relies on the existence of stable equilibria or limit
cycles. More recently Alves and Savageau ([1]) have analyzed the stability of un-
branched pathways with arbitrary patterns of multiple internal feedback inhibitions
using the Routh stability criterion. They have in particular analyzed the effect of
such internal inhibitions on the stability margin of the pathway.

In this paper, we shall extend the stability analysis to a more general class of
branched metabolic networks made up of mono-molecular reactions. We shall as-
sume that several end metabolites that appear in different branches inhibit a com-
mon step located before the first branch point. In order to perform the stability
analysis, we shall use a specific mathematical technique which, to our knowledge,
has not been used in previous papers on the stability of metabolic systems. This
technique provides a sufficient condition under which the considered branched net-
work has a single globally asymptotically stable equilibrium. We will mention also
that this stability condition can alternatively be obtained with the approach of
Angeli and Sontag ([2]) on interconnection of monotone systems.

The various modes of feedback inhibition in metabolic networks are briefly re-
viewed in [17], Chapter 5. In sequential feedback inhibition, the various branches
of the network are decoupled (see Fig. 1.a); there is no inhibition by a metabolite
belonging to one branch of the network acting on a reaction belonging to another
branch, so that the different branches can be studied separately. The stability anal-
ysis of sequential feedback inhibition has been treated in our previous paper [4]. In
the present paper, we consider the more complex case where several end-products
inhibit the first reaction of a common step before the branch point. The inhibition
can be operated by isofunctional enzymes which are selectively sensitive to one of
the end-products (Fig 1.b); or a so-called cumulative inhibition can take place where
a single enzyme uses multiple allosteric sites responding to each of the end-products
(Fig 1.c). In this paper, we will give conditions for the stability of the equilibrium
of such a network and show that inhibition, which is intuitively seen as regulation,
can also lead to the destabilization of the system.

An example of such a network with inhibition, is the one given by the aspartate
amino-acid pathways ([19], cited from [17]), see Figure 2. In this network, each
produced amino-acid inhibits an enzyme of its own pathway. This action can be seen
as a negative feedback, that regulates the behavior of the network. Indeed, if we,
for example, consider a large excess of isoleucine (X20), the reaction X16 −→ X17

is shut down, so that the concentration of isoleucine is progressively reduced.
The structure of the paper is as follows: in Section 2, a mass balance dynamical

model of metabolic networks such as in Figure 1 will be presented. The equilibria
of these models will then be studied in Section 3, followed by a stability analy-
sis in Section 4, where global attractivity of a unique equilibrium is shown under
some assumptions on the kinetic parameters. The non-genericity of the stability of
the equilibrium is then illustrated in Section 5 with a specific simple fourth order
example.

2. Model of a metabolic network. We consider a general class of branched
metabolic networks made up of mono-molecular reactions of the form

Xs → Xp.
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Figure 1. Modes of feedback inhibition in metabolic networks
(adapted from Stephanoupoulos et al. (1997)). The solid lines
represent the reactions and the dotted lines the inhibitions.

The reaction can be inhibited by other metabolites of the network. The reaction
rate of the reaction is denoted

ϕsp(xs, x
[p]),

where xs denotes the concentration of the metabolite Xs in the cell and x[p] de-
notes the vector containing the concentrations of the other metabolites that inhibit
the reaction Xs → Xp. Notice that the function ϕsp may represent a sum of several
parallel reactions Xs → Xp which are catalyzed by different isofunctional enzymes.
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Figure 2. Metabolic network representing the aspartate amino-
acid pathways: the solid lines represent the reactions and the dash-
dotted lines the inhibition produced by the state at the start of the
arrow onto the reaction that lies at the end of the arrow. The
root of the metabolic pathway is x1 (aspartate), and the products
are the corresponding amino acids: lysine (x9), methionine (x14),
threonine(x16), and isoleucine (x20).

In addition to the metabolic reactions that are explicitly specified in the con-
sidered network, we assume that some metabolites are used in subsequent stages
of the metabolism. Therefore, we will include consumption rates in the model for
those reactions in the form Xs → ... which will be denoted ϕs0(xs).

Because it is natural to think that the larger the concentration of Xs is, the faster
the reaction will take place, and the larger the concentration of any given inhibitor
is, the slower the reaction will take place, we impose the following assumption for
the reaction rates:

Assumption 1. For all s, p such that the reaction Xs → Xp belongs to the meta-
bolic network, the function

ϕsp(xs, x
[p])

is locally Lipschitz on IR+ × IR
np

+ , satisfies ϕsp(0, x[p]) = 0, is increasing in xs for
xs ≥ 0 and decreasing in x

[p]
j for x

[p]
j ≥ 0 (and xs > 0).

We represent the network under the form of a graph; we therefore need the
following definition from graph theory to precisely define the class of metabolic
networks that we consider:
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Definition 1. A directed graph is called an arborescence if, from a given node x,
known as the root node, there is exactly one elementary path from this node to any
other node y.

This definition leads to the following assumption that we impose on the metabolic
networks that we consider

Assumption 2. a): the involved species are denoted X1, X2, · · · , Xn;
b): the graphic representation of the network (with the different metabolites as

nodes and the different reactions as oriented edges) is an arborescence with
X1 as root;

c): the only inhibited reactions are the reactions descending from the root X1 →
Xp; they are inhibited by metabolites from the (sub)-arborescence rooted in
Xp.

Stemming from the definition and known properties of arborescences, Assump-
tion 2b has the following consequence on the class of metabolic networks that we
consider:

(i): Each metabolite is produced by a single other metabolite;
(ii): There is no cycle of reactions;

Remark that the conditions of Assumption 2 are satisfied by the networks of
Figure 1, but they are also satisfied by more complex networks, as illustrated on
Figure 3.

With these definitions and notations, we shall now define a mass-balance dynam-
ical model in the form

ẋ = Φ(x)− µx + ce1

where x = (x1, · · · , xn)T ∈ IRn
+, and xi denotes the molar fraction of the metabolite

Xi inside the cell. The factor µ ≥ 0 represents the specific growth rate of the cell:
we assume that the cell metabolism is analyzed during a period of exponential cell
growth with a constant specific growth rate µ. The vector e1 = (1, 0, · · · , 0)T and
the scalar c denote the constant supply rate of the metabolite X1 at the root of the
network. The function Φ includes all the reaction rates.

In order to specify Φ(x), we introduce the following notations:

Notation. • P(j) = {k| the reaction Xj → Xk belongs to the network }. P(j)
defines the set of all metabolites that are produced by reactions having Xj as
substrate. If there is a consumption term in the form ϕj0(xj) in the derivative
of xj , the index 0 is included in P(j).

• A(j) = {k|Xk belongs to the arborescence with its root in Xj}. “0” is not
included in A(j).

It can easily be seen that P(j)\{0} is a subset of A(j), and that for all k 6∈ P(1),
x[k] = ∅ because of Assumption 2c.

From the arborescence structure, it is clear that we can separate the metabolites
into three different families:

• the root X1: since there is a constant supply rate c of X1, the corresponding
mass-balance equation is the following:

ẋ1 = c−
∑

k∈P(1)

ϕ1k(x1, x
[k])− µx1 (1)
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Figure 3. Example of a network satisfying Assumption 2. In this
network, it is seen, for example, that the reaction A → I is inhib-
ited by the metabolites J , O and P ; these simultaneous inhibiting
actions can be either the result of cumulative inhibition of a single
enzyme that catalyzes A → I by all the metabolites or the parallel
inhibition of several isofunctional enzymes that catalyze A → I.

• the intermediate metabolite Xj , which is the result of the reaction Xi → Xj :

ẋj = ϕij(xi, x
[j])−

∑

k∈P(j)

ϕjk(xj)− µxj (2)

• the boundary metabolite Xj (such that P(j) = {0} or ∅), which is the product
of a reaction Xi → Xj :

ẋj = ϕij(xi, x
[j])− ϕj0(xj)− µxj (3)

Under Assumption 2, we can only have x[j] = xj (only if i = 1) or x[j] = ∅.
The analysis of system (1)-(2)-(3) is an extension of what was previously known.
Indeed, [18], [9], [13], and [3] proved stability of the equilibrium or the existence
of a limit-cycle for various metabolic/genetic networks. They all handled the case
where the reaction network is a single chain of reactions with inhibition induced on
the reactions by the last metabolite only; in the case of [18] and [9], this inhibition
only acts on the production of the first metabolite. Our proof of uniqueness of the
equilibrium goes beyond those classes as it applies to (1)-(2)-(3) and, though we
will restrict our exposed proof of stability to a chain of reactions for the sake of
clarity, our stability result is also valid for (1)-(2)-(3) (see [8] for more details). A
final difference is that, in the classical literature, the metabolic network is rooted in
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an unmodeled metabolite whose concentration is supposed to stay constant, while
we consider a different situation where the network is rooted in a metabolite which
is brought into the system at a constant supply rate (the concentration of this
metabolite therefore needs to be modeled: it is X1).

3. Equilibrium of a metabolic network. The first step in our analysis consists
in the search of equilibria for the model. Based on equations (1)-(2)-(3), we can
compute the dynamics of the total mass

∑n
l=1 xl of the system:

d

dt
(

n∑

l=1

xl) = c− µ

n∑

l=1

xl −
∑

{k|0∈P(k)}
ϕk0(xk) (4)

and of the total mass of the subnetwork corresponding to the arborescence which
is rooted in Xj

d

dt
(

∑

l∈A(j)

xl) = ϕij(xi, x
[j])− µ

∑

l∈A(j)

xl −
∑

{k|0∈P(k) and k∈A(j)}
ϕk0(xk) (5)

These expressions will be critical in the proof of the following proposition:

Proposition 1. If Assumptions 1 and 2 are satisfied, then:
(A): the system (1)-(2)-(3) is positive;
(B): if µ = 0 and all ϕs,p(xs, x

[p]) (where p can be 0) are increasing in xs then
there is at most one equilibrium x̄ = (x̄1, · · · , x̄n) of (1)-(2)-(3) in IRn

+;
(C): if µ > 0, then system (1)-(2)-(3) has a unique equilibrium x̄ = (x̄1, · · · , x̄n)

in IRn
+. Moreover, the solutions of (1)-(2)-(3) are bounded for any initial

condition in IRn
+.

Proof. (A) is easily seen by considering the system on the boundaries of the positive
orthant.

The proofs of (B) and (C) are very similar. We write the proof for (B) and
highlight the differences that arise for the proof of (C) .

We will first consider system (2)-(3) with x1 = x̄1 as constant input. For any
value of x̄1, we will denote by (x̄2, · · · , x̄n) the equilibrium of (2)-(3); this equilib-
rium is a function of x̄1, so that we will state that it is (x̄2, · · · , x̄n)(x̄1). We will
now show, by induction, that every element x̄i is an increasing function of x̄1 (resp.
non-decreasing in case (C)).

The initial step of the proof considers the equilibrium of (3), an equation charac-
terizing the evolution of the concentration of a boundary metabolite, with xi = x̄i

as constant input
ϕij(x̄i, x̄

[j])− ϕj0(x̄j)− µx̄j = 0

where x̄[j] = x̄j or x[j] = ∅. When x̄i = 0, x̄j = 0 is the only solution. Also, the
left-hand side of this equation is an increasing function of x̄i (resp. non-decreasing
in case (C)) and a decreasing function of x̄j . It is then easily seen that, if we
increase x̄i, x̄j needs also to be increased (resp. increased or kept constant) to
keep this equality satisfied. We then have that, in this case, x̄j(x̄i) is an increasing
function such that x̄j(0) = 0 (resp. non-decreasing function such that x̄j(0) = 0).
When µ = 0 (which can only happen in case (B)), the definition of x̄j(.) could
be limited to an interval [0, x̄m

i ) with limx̄i→x̄m
i

x̄j(x̄i) = +∞. Indeed, in the case
where ϕj0(xj) < Bj for all xj ≥ 0 and for some Bj > 0, there might exist some x̄m

i

such that ϕ(x̄i, x̄j) > Bj for all x̄i > x̄m
i and all x̄j ≥ 0.
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Let us now make the following induction hypothesis: for a given j, the functions
x̄k(x̄j) are increasing (resp. non-decreasing) functions for all k ∈ A(j) with x̄k(0) =
0. We then study the equilibrium of the mass-balance of the arborescence that has
its root in Xj . From (5):

ϕij(x̄i, x̄
[j](x̄j))− µ

∑

l∈A(j)

x̄l(x̄j)−
∑

{k|0∈P(k) and k∈A(j)}
ϕk0(x̄k(x̄j)) = 0

With a similar argument to that of the initial step, we see that x̄j is an increasing
(resp. non-decreasing) function of x̄i and that x̄j(0) = 0. The same can be said
for all x̄k with k ∈ Aj because they are already increasing (resp. non-decreasing)
functions of xj .

By induction, we then have that every x̄k(x̄1) is an increasing function of x̄1

defined on the interval [0, x̄m
1 ) (resp. non decreasing function defined for all x̄1 ≥ 0).

An equilibrium of the whole system then has to satisfy the equilibrium of the total
mass-balance. From (4), this comes to:

µ

n∑

l=1

x̄l(x̄1) +
∑

{k|0∈P(k)}
ϕk0(x̄k(x̄1)) = c

The system admits as many equilibria as this equation has roots. In case (B), the
left-hand side is increasing from 0 when x̄1 increases from 0 to x̄m

1 (because of the
second term). Therefore, if there exists an equilibrium, it is unique. In case (C), the
left-hand side is increasing from 0 to +∞ when x̄1 increases from 0 to +∞ (because
of the µx̄1 term), so that the equilibrium exists and it is unique.

The final point of (C) is a direct consequence of (4); this implies

d

dt
(

n∑

l=1

xl) ≤ c− µ

n∑

l=1

xl

which clearly implies boundedness of the solutions when µ > 0.

We have shown in [8] that this result is even valid for a larger class of metabolic
networks, namely networks that satisfy a weaker version of Assumption 2c: the re-
actions Xs → Xp are inhibited by metabolites from the (sub)-arborescence rooted
in Xp. Compared to the case where Assumption 2c is satisfied, inhibiting metabo-
lites are not restricted to act on reactions that have X1 as substrate, but can act
on any reactions that are upstream in their own pathway (like in the amino-acids
pathways of Figure 2). Note that the uniqueness of this equilibrium is in agreement
with the results of [14], [7], and [16], which state that at least a positive feedback
loop is necessary in the system in order to have multiple equilibria; the absence of
positive feedback loop can be shown in our model.

Uniqueness of the equilibrium, especially when it is coupled with boundedness
of solutions, gives hope of having some general result about the structural global
asymptotic stability of the equilibrium. In the next section, we will impose con-
straints on the rates so that we will be able to prove global attractivity of the single
equilibrium.

4. Stability analysis. In this section, we will study the stability analysis of the
class of metabolic networks that was described in Section 2.

In the main part of this section, we will present a very detailed stability analysis
for a rather simple metabolic network, ending up with a sufficient condition for
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global asymptotic stability of the equilibrium point. We do so in order to emphasize
on our techniques without hiding them behind too many computations. Then, in
a second part, we will only provide a similar sufficient condition corresponding to
the general metabolic network described in Section 2.

We consider as a toy model for our stability analysis, a metabolic network mod-
eling a sequence of mono-molecular enzyme-catalyzed reactions where Xi (i =
1, · · · , n) represent the successive metabolites of the pathway:

X1 → X2 → · · · → Xn.

We assume that there is only one sequential feedback inhibition (cf. [17]), i.e., the
last metabolite Xn acts as an inhibitor of the first reaction X1 −→ X2. Moreover, to
make the computations less painful to follow, we also made a more explicit choice for
the functions ϕsp(xs, x

[p]). More precisely, the velocity of each enzymatic reaction
Xi −→ Xi+1 is represented by a Michaelis-Menten kinetic function :

ϕi(xi) =
aixi

ki + xi
, (6)

where xi denotes the intracellular molar fraction of the metabolite Xi, ai is the
maximal velocity and ki the so-called half-saturation constant. It is assumed that
the velocity of the first reaction X1 −→ X2 is inhibited by the last metabolite with
a multiplicative hyperbolic inhibition function of the form:

ψα(xn) =
1

1 + αxn
(7)

Under these assumptions and notations, the mass balance dynamical model under
study in this section is formulated as:




ẋ1 = − a1x1
(k1+x1)(1+αxn) − µx1 + c,

ẋ2 = a1x1
(k1+x1)(1+αxn) − a2x2

(k2+x2)
− µx2,

ẋi = ai−1xi−1
(ki−1+xi−1)

− aixi

(ki+xi)
− µxi, 3 ≤ i ≤ n,

(8)

where n ≥ 3 is a positive integer, x = (x1, · · · , xn)T ∈ IRn, and all the ai, ki’s,
c, α, µ are positive constants.

Note that, without inhibition (i.e. α = 0), system (8) is clearly compartmental
and cooperative, which implies that it has a single globally asymptotically stable
equilibrium. But if there is inhibition, the system is no longer cooperative and the
stability analysis is more difficult.

4.1. Notations and statement of the theorem.

4.1.1. Notations. Consider the metabolic system with feedback inhibition (8). Up
to a change of variable (the xi’s are multiplied by α) and a time reparameterization
(the time is multiplied by µ), we may assume that µ = α = 1 and the model is
rewritten:

(Σ)





ẋ1 = −ϕ1(x1)ψ(xn)− x1 + c,
ẋ2 = ϕ1(x1)ψ(xn)− ϕ2(x2)− x2,
ẋi = ϕi−1(xi−1)− ϕi(xi)− xi, 3 ≤ i ≤ n,

(9)

where ϕi is defined in (6) and ψ := ψ1 in (7). In this model, c stands for αc
µ (with

the original c in that last formula) and similarly, for 1 ≤ i ≤ n, ai stands for αai

µ

and ki for αki.
We introduce some notations: for 1 ≤ i ≤ n, Fi(x) is the real function defining

ẋi. For 2 ≤ i ≤ n, fi(x) = x+ϕi(x) and f1,xn(x) = x+ψ(xn)ϕ1(x). It is clear that



228 YACINE CHITOUR, FRÉDÉRIC GROGNARD AND GEORGES BASTIN

the ϕi’s, 1 ≤ i ≤ n, are monotone functions on IR+ and realize bijections between
IR+ and [0, ai). We use ϕ−1

i to denote the inverse function. For 2 ≤ i ≤ n, the
fi’s are monotone functions on IR+ and realize bijections from IR+ to IR+; f−1

i

denotes the inverse function of fi and gi = ϕi ◦ f−1
i . Let M : IR+ → IR+ by

M = f−1
n ◦ gn−1 ◦ · · · ◦ g2.

For every x ≥ 0 and 2 ≤ i ≤ n, we have

1 < f ′i(x) = 1 + ϕ′i(x) ≤ 1 +
ai

ki
,

ki

ai + ki
≤ (f−1

i )′(x) =
1

1 + ϕ′i(f
−1
i (x))

< 1. (10)

Note that the fi’s, the ϕi’s are concave functions on IR+ (negative second derivative)
for 2 ≤ i ≤ n. This implies that the gi’s are also concave. Therefore, we have for
2 ≤ i ≤ n and every x ≥ 0

0 < g′i(x) =
ϕ′i(f

−1
i (x))

1 + ϕ′i(f
−1
i (x))

≤ g′i(0) =
ai

ki + ai
, (11)

and since

M ′(x) = (f−1
n )′ (gn−1 ◦ · · · ◦ g2(x))

[
n−1∏

i=3

g′i (gi−1 ◦ · · · ◦ g2(x))

]
g′2(x),

we can then conclude from (10) and (11) that, for every x ≥ 0

0 < M ′(x) <

n−1∏

i=2

ai

ki + ai
. (12)

As for f1,xn , for every xn ∈ IR+, it behaves like any fi, 2 ≤ i ≤ n. Define z :
IR+ → [0, c) by z(b) = f−1

1,b (c). Later we will study in more details that application.
Let F be the vector field on IRn simply defined by the right-hand side of (Σ). Let
K = IRn

+ the non-negative orthant and K+ the positive orthant. The positive cone
K defines a closed partial order relation ≤ on IRn defined by x ≤ y if and only if
y−x ∈ K. It means that xi ≤ yi holds for every 1 ≤ i ≤ n. We write x < y if x ≤ y
and x 6= y, and x ¿ y whenever y − x ∈ Int(K) = K+. This notation extends
trivially to subsets of IRn.

If f : IR+ → IR, set limf = lim supt→∞ f and limf = lim inft→∞ f . This
notation is naturally extended to the vectorial case using the partial order defined
previously. We will also consider sometimes the function V : IRn → IR defined by
V (x) =

∑n
i=1 xi. An m ×m matrix A = (aij) is said to be irreducible if for every

nonempty, proper subset I ⊂ {1, · · · , n}, there is an i ∈ I and j ∈ {1, · · · , n}/I
such that aij 6= 0. There is a graph-theoretic formulation of irreducibility (cf. [15]):
consider the directed graph G whose set of vertices is {1, · · · , n}; two vertices i, j
have a directed edge from i to j if aij 6= 0. Then A is irreducible if its directed
graph G is connected.

A dynamical system (G) given by ẋ = G(x), x ∈ D with D open, G : D → IRn

of class C1 is said to be cooperative (see [15]) if, for every x ∈ D, 1 ≤ i, j ≤ n and
i 6= j,

∂Gi

∂xj
≥ 0.

If, in addition, the Jacobian matrix DG(x) is irreducible for every x ∈ D, then (G)
is said to be irreducible cooperative.
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Remark 1. It is worth noticing that (Σ) is not cooperative with respect to the
partial order defined by K or by any other partial order defined by an orthant of
IRn (cf. [15]). Even though the Jacobian matrix DF (x) is sign-stable and sign-
symmetric (if n ≥ 4), it fails the test for the existence of β = (β1, · · · , βn) ∈ {0, 1}n

so that, for every i 6= j, βi + βj = sij (mod2), where

sij =





0, if ∂fi

∂xj
+ ∂fj

∂xi
> 0,

1, if ∂fi

∂xj
+ ∂fj

∂xi
< 0,

∈ {0, 1}, if ∂fi

∂xj
+ ∂fj

∂xi
≡ 0.

(13)

Indeed, we have β1 + βn = 0, β1 + β2 = 0 and β2 + βn = 1. Adding the two
last equations implies that β1 + βn = 1, contradicting the first equation. It should
be pointed out that the coefficient in the Jacobian DF (x) that renders (Σ) non
cooperative is ∂f2

∂xn
, which is indeed negative.

We will consider auxiliary systems (Σ)b, b ≥ 0, given by

(Σ)b





ẋ1 = −ϕ1(x1)ψ(xn)− x1 + c,
ẋ2 = ϕ1(x1)ψ(b)− ϕ2(x2)− x2,
ẋk = ϕk−1(xk−1)− ϕk(xk)− xk, 3 ≤ k ≤ n,

(14)

where the difference with (Σ) lies in the equation defining ẋ2: the variable xn is
frozen at the constant value b. We use Fb(x) to denote the right-hand side of (Σ)b.
Now, the (2, n)-coefficient in DFb(x) is identically equal to zero. If x ∈ K, we use
γx, γb

x respectively, to denote the trajectory of (Σ), (Σ)b respectively, which starts
at x.

Remark 2. At the light of Proposition 1, the relevance of the auxiliary systems
(Σ)b for understanding the dynamics of (Σ) can be put forward. It is based on the
two following remarks:

(a): for every b ≥ 0, (Σ)b is an irreducible cooperative system (use the graph-
theoretic formulation of irreducibility). This easily implies that (Σ)b verifies
(2) (cf. Theorem 1.1 p.56 of [15]) and (3) (with possibly another positive con-
stant instead of c). In fact (Σ)b is a hypercycle for which a Poincaré-Bendixson
theory was developed for the compact ω-limit sets of (Σ)b, regardless of the
dimension of the system (cf. [12]). Then, we expect taking advantage of the
many deep results relative to that class of irreducible cooperative systems (cf.
[12] and [15]).

(b): for every x ∈ K and 0 ≤ b0 < b1, we have

b0 ≤ xn ≤ b1 ⇒ Fb1(x) ≤ F (x) ≤ Fb0(x), (15)

and, if x1 > 0, then ≤ can be replaced everywhere by < in the above equation.
The monotonicity property expressed in (15) translates to the trajectories of
F and Fb as explained next. Assume that we have shown the existence of
0 ≤ b0 < b1 such that for every x ∈ K, there is some tx > 0 for which

b0 ≤ xn(t) ≤ b1, if t ≥ tx. (16)

(This is clearly the case by (A) of Proposition 1.) Using (15), we have, for
t ≥ tx,

Fb1(γx(t)) ≤ F (γx(t)) ≤ Fb0(γx(t)).
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Set yx = γx(tx). Since Fb is a function of type K, we can apply a standard
theorem of comparison for differential inequalities (cf. for instance Theorem
10 p.29 of [5]): for t ≥ tx,

γb1
yx

(t− tx) ≤ γx(t) ≤ γb0
yx

(t− tx). (17)

Assume now that, according to Part (a), the ω-limit sets of (Σ)b0 and (Σ)b1 are
investigated in details and one is able to show e.g. that every trajectory of (Σ)b0

((Σ)b1 respectively) starting in K converges to xb0 (xb1 respectively). In addition,
assume that b0 ¿ xb0 and xb1 ¿ b1. Then the pair (xb0

n , xb1
n ) can be used in (16)

instead of (b0, b1) in the bounding process for γx(t) described above. If that proce-
dure can be reproduced, one may hope to get more and more precise information
on the ω-limit sets of (Σ). It is even tempting to conjecture that every trajectory
of (Σ) starting in K converges to x̄. We prove it but for a restricted set of the
problem’s parameters.

Theorem 1. Under the following condition (H),

(H) (a1 + c)
n−1∏

i=2

ai

ki + ai
≤ 1 (18)

the system (Σ) is globally asymptotically stable in K with respect to x̄.

Remark 3. We may express condition (H) in terms of the original parameters, i.e.
with α and µ (for system (8)). Equation (18) becomes

α

µ
(a1 + c)

n−1∏

i=2

ai

µki + ai
≤ 1. (19)

It is not surprising that if α = 0 (i.e. no inhibition) or if µ is large enough (fast
growth of the cell) then the condition expressed in (19) holds true. Indeed, in the
first case, the system is cooperative, so that the equilibrium is globally asymptot-
ically stable; in the second case, the consumption of each metabolite through the
metabolic reactions is dominated by their dilution, so that system (8) is close to a
simple dilution process.

Remark 4. The theory recently developed by Angeli and Sontag about intercon-
nections of controlled monotone systems, see ([2]), applies to the system studied in
that paper. Both approaches rely on the same idea namely the monotone behavior
of the system with respect particular (cluster of) coordinates. More precisely, one
can write the variable x = (x1, ·, xn) as the pairing (y, u) where the system has
two different monotonicity behaviors with respect to y and with respect to u. The
beautiful idea of [2] is to look at u as a control variable and to consider the global
system as the feedback interconnection of two control systems, the first one with u
as the control variable and the second one as y as control variable. Our approach is
more elementary in the sense that it does not borrow concepts from control theory
but it is more general because it requires less assumptions to be applied. Indeed,
the key technical object of [2] is the Input/State characteristic map, and for it to
be defined, one must impose restrictions on the asymptotic behavior of appropriate
sub-systems. Note, however, that the necessary conditions derived in the present
paper, for uniqueness of a fixed point and convergence to it, can be recovered by
the methods of [2], which furnish in the case under study exactly the same results
as ours.
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4.2. Proof of Theorem 1.

4.2.1. Technical lemmas. Before starting the proof of the theorem, we establish a
series of lemmas which will be useful for the analysis of system (Σb). We first study
the application z : IR+ → [0, c) by z(b) = f−1

1,b (c). We have

Lemma 1. (i): The application z is strictly increasing from IR+ to [0, c);
(ii): The application ϕ1 ◦ z is strictly increasing from IR+ to [0, ϕ1(c)) and is

concave.

Proof of Lemma 1: The expression of z(y) comes from the equation ẋ1 = 0.
Differentiating this equation with respect to y results in an expression z′(y) =
l(z(y), 1

1+y ) for some function l. We then isolate 1
1+y in the equation ẋ1 = 0 and

substitute the resulting expression into l, so that

z′(y) =
(c− z(y))2(z(y) + k1)2

a1(z(y)2 + ck1)
(20)

and z′(y) > 0 for all y ≥ 0 because z(y) < c for all y ≥ 0. Item (i) is proved.
The expressions of dϕ(z(y))

dy and d2ϕ(z(y))
dy2 result from straightforward computa-

tions:
dϕ(z(y))

dy
= ϕ′(z)z′(y) =

k1(c− z(y))2

z(y)2 + ck1
(21)

d2ϕ(z(y))
dy2

=
d

dz

(
dϕ(z(y))

dy

)
z′(y) = −2k1c(c− z(y))3(z(y) + k1)3

(z(y)2 + ck1)3
(22)

so that dϕ(z(y))
dy > 0 and d2ϕ(z(y))

dy2 < 0 because z(y) < c.
Next, we determine, for b ∈ [0, c], the equilibrium set Eb of (Σ)b, i.e. the set of

the equilibrium points of (Σ)b.

Lemma 2. A point e ∈ K is an element of Eb if and only if its n-th coordinate en

is solution in IR+ of the following equation in the unknown y

y = M
(
ϕ1(z(y))ψ(b)

)
. (23)

Moreover the previous equation always has solutions and it has exactly one if con-
dition (H) holds.

Remark 5. We chose in this paper to investigate the sets Eb’s in an elementary
way rather than using the deep work of [11] and [12]. Doing so leads to results on
Eb which are only valid under condition (H), even though they should hold in a
more general setting.

Proof of Lemma 2: if e ∈ Eb, then en = M(ϕ1(e1)ψ(b)). Then (23) follows by
definition of z. When considering the solutions of (23), we are looking for the zeros
of the function hb : IR+ → IR, defined by

hb(y) = y −M
(
ϕ1(z(y))ψ(b)

)
.

Note that hb(0) < 0 and hb tends to +∞ if y tends to +∞ (indeed, ϕ1(z(y))ψ(b)
is bounded). Therefore, if hb is strictly increasing, then Eb will have a unique
equilibrium point. We show next that this holds true under condition (H).

The derivative of hb is

h′b(y) = 1−M ′
(
ϕ1(z(y))ψ(b)

)dϕ(z(y))
dy

ψ(b), (24)
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Equation (12) gives an upper bound on M ′ and concavity of ϕ(z(y)) implies that

dϕ(z(y))
dy

(y)ψ(b) ≤ dϕ(z(y))
dy

(0)ψ(b).

We also see from (20) and (22) that d
dz

(
dϕ(z(y))

dy

)
< 0 so that

dϕ(z(y))
dy |z=z(0)

<
dϕ(z(y))

dy |z=0

= c.

We then have a unique zero to hb if

1−
n−1∏

i=2

ai

ki + ai
c > 0

which is satisfied if condition (H) holds. The lemma is proved.
From now on, assume that condition (H) holds. Then, for every b ≥ 0, (Σ)b

has a unique equilibrium point e(b) in K+. All the assumptions of Theorem 3.1 of
[15] are satisfied. Therefore, (Σ)b is globally (with respect to initial states in K)
asymptotically stable with respect to e(b).

The next lemma studies the application e : [0, c] → K+ that associates to b ∈
[0, c], e(b). Set en : [0, c] → IR+ for the application that associates to b the n-th
coordinate of e(b). Note that x̄n is a fixed point of en.

Lemma 3. Assume that condition (H) holds. Then
(1): en is a strictly decreasing function and x̄n is its unique fixed point;
(2): if b1 < b2, then e(b2) ¿ e(b1);
(3): if b < x̄n, then b < x̄n < en(b) and x̄ ¿ e(b); similarly if x̄n < b, then

en(b) < x̄n < b and e(b) ¿ x̄.

Proof of Lemma 3: Define H(w, b) := hb(w) for (y, b) ∈ IR2
+. The differentiation

of H(en(b), b) = 0 yields

den

db
= −∂bH

∂yH
=

M ′
(
ϕ1(z(en(b)))ψ(b)

)
ϕ1(z(en(b)))ψ′(b)

h′b(en(b))
< 0, (25)

since ψ is strictly decreasing. In addition, recall that e1(b) = z(en(b)) and ek(b) =
ϕ−1

k (fk+1(ek+1(b))) for 2 ≤ k ≤ n− 1. Then (2) holds since z and the ϕ−1
k ◦ fk+1’s

are strictly increasing functions.
Part (3) is immediate by taking into account the facts that the function en is

strictly decreasing, x̄n is its unique fixed point and (2).

Lemma 4. Consider (I l) and (Sl) the sequences of points of K defined inductively
as follows

{
I l+1 = e(Sl

n),
Sl+1 = e(I l

n), (26)

with I0 = 0 and S0 so that e(0) ¿ S0 and, for every x ∈ Tc, x ¿ S0. Here e(0) is
the equilibrium point of (Σ)0. Then, for every l ≥ 0, we have I l ¿ x̄ ¿ Sl and

lim
l→∞

I l = lim
l→∞

Sl = x̄, (27)

where x̄ is the equilibrium point of (Σ).
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Proof of Lemma 4: we first prove that for every l ≥ 0, I l ¿ x̄ ¿ Sl, (I l) is
increasing and (Sl) is decreasing with respect to the partial order ¿. The argument
goes by induction. More precisely, we show by induction that, for every l ≥ 0, the
next proposition (Pl) holds,

(Pl) I l ¿ x̄ ¿ Sl, I l ¿ I l+1, Sl+1 ¿ Sl. (28)

Clearly (P0) holds. Assume now that (Pl), l ≥ 0 is true. Then x̄n < Sl
n. By

Lemma 3, (3) we have
I l+1 = e(Sl

n) ¿ e(x̄n) = x̄.

Similarly, we have x̄ ¿ Sl+1. Since I l ¿ I l+1, then I l
n < I l+1

n and finally

Sl+2 = e(I l+1
n ) ¿ e(I l

n) = Sl+1.

Similarly, I l+1 ¿ I l+2.
Since the sequences (I l) and (Sl) are monotone (component-wise) they converge

to I and S with I ≤ x̄ ≤ S. By passing to the limit in (26), we have

I = e(Sn), S = e(In), (29)

which implies that In = en(Sn) and Sn = en(In), i.e. In and Sn are fixed points of
en ◦ en. The derivative of that function is den

db (en))den

db ≥ 0. If it is smaller than one
then x̄n is the unique fixed point of en ◦ en on IR+ and (27) is proved.

Finally to get den

db (en))den

db ≤ 1, it is enough to have |den

db | ≤ 1. Taking into
account (25), it is enough that, for every b ∈ [0, c)

M ′
(
ϕ1(z(en(b)))ψ(b)

)
ϕ1(z(en(b)))|ψ′(b)| ≤ h′b(en(b)),

which in turn follows from the next inequality

M ′
(
ϕ1(z(en(b)))ψ(b)

)
(ϕ1(z(en(b))) +

dϕ(z(y))
dy

(en(b))) ≤ 1. (30)

Because an upper bound of M ′ is given in equation (12), ϕ1 is bounded above by
a1, and dϕ(z(y))

dy by c, then (30) is implied by condition (H).Since the latter already
holds true, the proof of the lemma is finished.

Lemma 5. Let x ∈ K. Then 0 ¿ limγx

Proof of Lemma 5: Without loss of generality, we take 0 ¿ x (cf. Proposition 1,
(A)) and argue by contradiction. Then there exists 1 ≤ i ≤ n so that Pi holds:

(Pi) : ∀ε > 0, ∀t > 0,∃t′ > t, xi(t′) < ε, (31)

where xj := (γx)j , 1 ≤ j ≤ n.
Consider the largest interval I containing t′ so that xi(s) ≤ ε for s ∈ I. By

taking ε small enough, the interval I is of the type [t0, · · · with t0 > 0. By continuity,
xi(t0) = ε and ẋi(t0) ≤ 0. Clearly, i cannot be equal to 1, otherwise, from ẋi(t0) ≤ 0,
we would deduce that c ≤ a1ε, which is impossible for ε small enough.

If (P2) holds, then x2(t0) = ε and ẋ2(t0) ≤ 0 imply that x1(t0) ≤ C1ε, with
C1 only depending on the positive parameters a1, a2, k2, k1. This means that (P1)
holds and we have a contradiction.

Replacing 2 by any index i ≥ 3 in the previous sentence indicates that if (Pi)
holds, then the same is true for (Pi−1) and by a trivial induction we again have
(P1). Therefore, if any (Pi) holds, we get a contradiction. The proof of Lemma 5
is complete.
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4.2.2. Final part of the proof of Theorem 1. We are now ready to establish Theo-
rem 1. From what precedes, the conclusion is the consequence of the next statement:
for every x ∈ K and for every l ≥ 0

(Ql) I l ≤ limγx ≤ limγx ≤ Sl. (32)

Fix x ∈ K. Proposition (Ql) is proved inductively. For l = 0, this is a consequence
of Proposition 1, (C). Applying Lemma 5, there exists ε > 0 and t0(ε) > 0 such
that for every t ≥ t0(ε),

εv ≤ γx(t) ≤ S0 − εv. (33)
Then, passing to the limit we have

e(S0
n − ε) ≤ limγx ≤ limγx ≤ e(ε). (34)

Note that, in equation (33), ε may be replaced by any 0 < η ≤ ε. Since e is globally
Lipschitz over IR+, equation (34) implies (Q1) but also the existence of t1(ε) > 0
such that for every t ≥ t1(ε),

I1 + C1εv ≤ γx(t) ≤ S1 − C1εv, (35)

for some 0 < C1 ≤ 1 independent of ε. Notice that equation (35) is of the same
type as equation (33) and then leads to equations similar to (34) and again (35).
In that way, we obtain, for every l ≥ 2,

e(Sl
n − Clε) ≤ limγx ≤ limγx ≤ e(I l

n + Clε), (36)

and the existence of tl(ε) such that, for every t ≥ tl(ε),

I l + Cl+1εv ≤ γx(t) ≤ Sl − Cl+1εv,

with Cl+1 ≤ Cl ≤ 1 independent of ε. Letting ε tend to zero in (36), we get
(Ql).

4.3. General case. In this section, we will go back to system (1)-(2)-(3). A mass-
balance model for such a network has a unique equilibrium, as was shown in Section
3. In order to show the uniqueness of the equilibrium, we had separated the metabo-
lites into three families: the root, the intermediate, and the boundary metabolites,
which resulted in (1)-(2)-(3); in order to prove the stability of this equilibrium, it is
needed to split the metabolites differently (for simplicity of notation, we will denote
the elements of P(1) as {k1, · · · , kr}):

• The first equation, (1), is unchanged

ẋ1 = c−
r∑

i=1

ϕ1ki(x1, x
[ki])− µx1 (37)

• For the products of x1 (that we now denote xki), the general equation, (2), is
rewritten as

ẋki = ϕ1ki(x1, x
[ki])−

∑

j ∈P(ki)

ϕkij(xki)− µxki (38)

• When xk is a product of xl 6= x1, the general equation (2) becomes

ẋk = ϕlk(xl)−
∑

j ∈P(k)

ϕkj(xk)− µxk (39)

We impose the boundedness of the partial derivatives of ϕij in the following as-
sumption:
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Assumption 3. The growth rate satisfies

µ > 0

and there exist dij ≥ 0, α
[kj ]
b ≥ 0 such that

0 ≤ ∂ϕij

∂xi
≤ dij for all i, j

−α
[kj ]
b ≤ ∂ϕ1kj

∂x
[kj ]
b

≤ 0 for all j ≤ r, b ≤ nkj

where x
[kj ]
b is the inhibitor of the reaction X1 → Xkj

, which lies at the index b in
the vector x[kj ].

Notation. From the arborescence structure, we know that there exists a unique
path from X1 to any metabolite Xs. This path takes the form X1 → Xkj →
· · ·Xk → Xl → · · · → Xw → Xs; if Xs is an arbitrary metabolite, we will store the
indices of this path (without 1 and s) in Cs; alternatively, if xs corresponds to some
x

[kj ]
b , we will also denote this path C

[kj ]
b . Similarly, we denote gs(k) or g

[kj ]
b (k) the

index of the metabolite that follows Xk in the path that connects X1 to Xs.

This allows for the following theorem

Theorem 2. If Assumptions 1, 2, and 3 are satisfied and

r∑

j=1

nkj∑

b=1




(
d1,kj

µ
+ 1

) ∏

k∈C
[kj ]
b

d
kg

[kj ]
b (k)

µ + d
kg

[kj ]
b (k)


 <

µ

maxks,c α
[ks]
c

(40)

and ϕ1ki is bounded for all i ∈ {1, · · · , r} (0 ≤ ϕ1ki ≤ Bki), then the equilibrium
of system (37)-(38)-(39) is globally attractive in the positive orthant.

The proof of the above theorem follows exactly the same lines as that of Theo-
rem 1.

5. Limit cycles in metabolic networks with inhibition. In the previous sec-
tion, we have shown that a wide class of models of branched metabolic networks has
a single equilibrium and we have then proven that, under a small gain condition, this
equilibrium is globally asymptotically stable and attractive. Obviously Condition
(40) is a only a sufficient condition. By performing simulations on simple examples,
it is in fact easy to verify that Condition (40) is quite conservative and certainly not
necessary. The stability of the equilibrium may be retained even if condition (40)
is violated. But, in contrast, the global stability of the single equilibrium is not a
generic property. As it is well known from the literature, if the inhibition becomes
too strong, the system may be unstable and exhibit limit cycles. In this section we
shall illustrate these properties with an example.

In this section, we will show that the answer to the second question is also “no”:
when condition (40) is not satisfied, the stability can be lost, so that we see that
the stability of the metabolic networks is not a simple consequence of the structure
of the models. Indeed, in this section, we shall exhibit an example where the
equilibrium becomes unstable with a limit cycle (Hopf bifurcation) when condition
(40) is not satisfied. We will concentrate on the simplest case (8) of n metabolites
without branching and with sequential feedback inhibition, where we have replaced
the exponential inhibition 1

1+αxn
with a Hill function in the form 1

1+(xn/θn)p . This
example is close to the classical Goodwin oscillator ([6]).



236 YACINE CHITOUR, FRÉDÉRIC GROGNARD AND GEORGES BASTIN

We can directly apply Theorem 2 to this system:




ẋ1 = −ϕ1(x1, xn) −µx1 +c
ẋ2 = ϕ1(x1, xn) −ϕ2(x2) −µx2

ẋ3 = ϕ2(x2) −ϕ3(x3) −µx3

...
...

...
...

...
ẋn = ϕn−1(xn−1) −ϕn(xn) −µxn

(41)

and condition (40) becomes

α

µ

(
d1

µ
+ 1

) n−1∏

k=2

dk

µ + dk
< 1 (42)

In order to try and give an answer to our question, we will study the local stability
of the equilibrium of (41) when we do not impose condition (40), and see if it is
generic. The Jacobian linearization of (41) has the following form:

A =




−∂ϕ1(x1,xn)
∂x1

− µ 0 · · · 0 −∂ϕ1(x1,xn)
∂xn

∂ϕ1(x1,xn)
∂x1

−ϕ′2(x2)− µ · · · 0 ∂ϕ1(x1,xn)
∂xn

0 ϕ′2(x2) · · · 0 0
...

...
...

...
...

0 0 · · · −ϕ′n−1(xn−1)− µ 0
0 0 · · · ϕ′n−1(xn−1) −ϕ′n(xn)− µ




so that we can compute det(sI −A) by working on the first line

det(sI −A) =
(
s + ∂ϕ1(x1,xn)

∂x1
+ µ

)
[
∏n

i=2 (s + ϕ′i(xi) + µ)

+(−1)n(−∂ϕ1(x1,xn)
∂xn

)
∏n−1

i=2 (−ϕ′i(xi))
]

+(−1)n+1 ∂ϕ1(x1,xn)
∂xn

∂ϕ1(x1,xn)
∂x1

∏n−1
i=2 (−ϕ′i(xi))

=
(
s + ∂ϕ1(x1,xn)

∂x1
+ µ

) ∏n
i=2 (s + ϕ′i(xi) + µ)

−
(
s + ∂ϕ1(x1,xn)

∂x1
+ µ

)
∂ϕ1(x1,xn)

∂xn

∏n−1
i=2 ϕ′i(xi)

+∂ϕ1(x1,xn)
∂xn

∂ϕ1(x1,xn)
∂x1

∏n−1
i=2 ϕ′i(xi)

It is easily seen that the last term compensates the term containing ∂ϕ1(x1,xn)
∂x1

in
the second term so that

det(sI −A) =
(
s + ∂ϕ1(x1,xn)

∂x1
+ µ

) ∏n
i=2 (s + ϕ′i(xi) + µ)

−(s + µ)∂ϕ1(x1,xn)
∂xn

∏n−1
i=2 ϕ′i(xi)

=
(
s + ∂ϕ1(x1,xn)

∂x1
+ µ

) ∏n
i=2 (s + ϕ′i(xi) + µ)

+(s + µ)
∂ϕ1(x1,xn)

∂xn

 ∏n−1
i=2 ϕ′i(xi)

In order to evaluate the local stability of the equilibrium x̄, we evaluate this polyno-
mial in x = x̄. The application of the Routh-Hurwitz criterion for n = 3 shows that
A is stable if ∂ϕ1(x1,xn)

∂x1
+ µ > 0, ϕ′i(xi) + µ > 0, and ∂ϕ1(x1,xn)

∂xn
≤ 0 at the equilib-

rium, so that the system is locally exponentially stable independently of condition
(40). We then move to dimension 4. The application of the Routh-Hurwitz criterion
shows that, if everything else stays the same, at least one root of det(sI −A) goes
into the right-half plane if

∂ϕ1(x1,xn)
∂xn

 becomes large.
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We have then built an example exhibiting such a property: when the parameter
present in the inhibition factor (p) is modified, only

∂ϕ1(x1,xn)
∂xn

 is modified in
det(sI −A) at the equilibrium: we consider




ẋ1 = − 1
1+(x4/19)p

3.2x1
1+x1

−0.01x1 +1.71
ẋ2 = 1

1+(x4/19)p
3.2x1
1+x1

− 1.4x2
1+x2

−0.01x2

ẋ3 = 1.4x2
1+x2

− 1.2x3
1+x3

−0.01x3

ẋ4 = 1.2x3
1+x3

− x4
1+x4

−0.01x4

(43)

which has the structure of (41) with n = 4, and where we take ϕ1(x1, x4) =
1

1+(x4/19)p
3.2x1
1+x1

so that we can easily see that condition (42)

α

µ

(
d1

µ
+ 1

)
d2

µ + d2

d3

µ + d3
< 1

is only satisfied when p = 0 (so that the inhibiting factor is constant at 1
2 ).

The different forms of the inhibiting factor 1
1+(x4/19)p are illustrated on Figure 43

where we see that p strongly influences the maximal slope of the inhibition function.
System (43) has a single equilibrium in x = (19, 19, 19, 19)T , and, at the equilibrium,

0 5 10 15 20 25 30 35 40

0

0.2

0.4

0.6

0.8

1

Figure 4. Form of the inhibiting factor 1
1+(x4/19)p for p = 0

(dashed-line), p = 1 (dotted line), p=10 (dash-dotted line) and
p = 60 (solid line)

we have

det(sI −A) = (s+0.0140)(s+0.0135)(s+0.0130)(s+0.0125)+4.2 10−7p(s+0.01)

which is stable for p < 56.4519, and is not stable for p larger than that value.
This transition from a stable to an unstable equilibrium is illustrated on Figure
5, where the time responses of the four states is illustrated for the value of p = 0



238 YACINE CHITOUR, FRÉDÉRIC GROGNARD AND GEORGES BASTIN

(no inhibition), p = 10 (weak inhibition), and p = 60 (strong inhibition). In the
latter case, oscillations appear. This corresponds to a limit cycle in the state-space.
A Hopf bifurcation has taken place at p = 56.4519. Despite this oscillation, the
reaction rates for the three reactions X2 −→ X3, X3 −→ X4, and X4 −→ ... are
close to their maximum after the transient. The only limiting reaction is X1 −→ X2

which, due to the inhibition is far from its maximum reaction rate.
The local stability of the equilibrium for p < 56.4519 does not ensure global

attractivity, but we have not noticed other behaviors than convergence towards the
equilibrium when p < 56.4519. This indicates that our result is very conservative:
this is due to the fact that it comes from a small-gain analysis.
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Figure 5. Evolution of the states of system (43) for p = 0 (dotted
line), p=10 (dash-dotted line) and p = 60 (solid line).

6. Conclusion. In this paper, we have shown that a large class of models of meta-
bolic system only has a single equilibrium. We then have proven that, under a
small gain condition, this equilibrium is globally attractive. Finally, with a simple
example, we have illustrated the fact that the stability of the single equilibrium is
not a generic property : the stability may be lost if the negative feedback inhibition
is too strong.
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