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Abstract The stability problem of a system of conservation laws perturbed by
non-homogeneous terms is investigated. These non-homogeneous terms are assumed
to have a small C'-norm. By a Riemann coordinates approach a sufficient stability
criterion is established in terms of the boundary conditions. This criterion can be
interpreted as a robust stabilization condition by means of a boundary control, for
systems of conservation laws subject to external disturbances. This stability result is
then applied to the problem of the regulation of the water level and the flow rate in
an open channel. The flow in the channel is described by the Saint-Venant equations
perturbed by small non-homogeneous terms that account for the friction effects as
well as external water supplies or withdrawals.

Keywords Conservation laws - Nonlinear PDE - Robust stability - Hydraulic
applications

1 Introduction

Many distributed parameter physical systems are described by hyperbolic partial
differential equations (PDE). The main property of this class of PDE is the existence of
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174 C. Prieur et al.

the so-called Riemann coordinates which are useful for the proof of classical solutions
existence, as well as the analysis and the design of control methods among other
properties, see e.g. [2,11]. In this paper, we investigate the problem of the stability of
such hyperbolic equations in presence of small non-homogeneous terms.

The stability of homogeneous hyperbolic systems has been analyzed for a long time
in the literature. A sufficient condition is that the Jacobian matrix of the boundary
conditions has a spectral radius less than 1, see [8]. For non-homogeneous systems,
an additional condition on the size of the non-homogeneous term is needed. In [11,
Chap. 5, Theorem 1.3], it is assumed that the non-homogeneous terms are two times
continuously differentiable and at least quadratic at the equilibrium. In this paper, a
stronger result is proved since it is only assumed that the non-homogeneous terms
can be linear, with a sufficiently small non-zero slope at the origin. This extension is
definitely non-trivial. The proof is based on a repetitive use of the existence of the
solutions over a finite time interval (see [2,11,12]) combined with an extension of the
state evolution in the Riemann coordinates.

The main result of this paper is applied to systems of conservation laws for the design
of a stabilizing boundary control of a channel, subject to small external perturbations.
More precisely we address the problem of the regulation of the water level and the
water flow rate in open channels by using the gate opening as control action.

The model used is not strictly hyperbolic since we consider also the case of the
presence of friction and some external small supplies or removal of water along the
canal. The model is written in terms of Saint-Venant equations introduced in [19]
and commonly used in hydraulics to describe the flow of water in open-channels (see
e.g. the textbooks [3] or [7]). Here the Saint-Venant equations are perturbed by small
non-homogeneous terms that account for the friction effects as well as external water
supplies or withdrawals.

This stability problem for the regulation of the flow in a channel has been conside-
red for a long time in the literature as reported in the survey paper [18] which involves
a comprehensive bibliography. For advanced control methods, see [6,17] where dis-
crete linear approximations of the perturbed Saint-Venant equations are used. See also
[14-16] where an Hy, control design is developed. In [13] the perturbed Saint-Venant
equations are linearized and an infinite dimensional controller is designed to suppress
the oscillating modes over the canal.

This paper can be seen as a non-trivial generalization of [9], since the Saint-Venant
equations that are considered in that reference do not involve neither friction nor water
supply/removal along the canal. However assuming that there is neither friction nor
external supply is a strong and unrealistic assumption. Here any system of conservation
laws (of any given size) is considered, as well as the case of the presence of small dis-
turbances. As it is explained in Sect. 3, the analysis developed here can be applied e.g.
to fluid networks (taking into account a friction coefficient and fluid supply/removal
along the canal), piper-line networks, or traffic road (and not only to the homoge-
neous Saint-Venant equations as in [9]). Observe that taking into account friction and
supply/removal needs to redefine the equilibrium and to modify the boundary control
actions. Finally note that the approach developed in this paper has been successfully
tested by numerical simulations using the data of a real river, viz. the Sambre river in
Belgium, and by physical experiments on a micro-channel in [5].
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Robust boundary control of systems of conservation laws 175

The paper is organized as follows. Firstin Sect. 2, the main result, namely a sufficient
condition for the stability of conservation laws, is stated. It is written in terms of the
boundary conditions and non-homogeneous terms with small C'-norm are considered.
In Sect. 3, the main result is applied to the boundary regulation of the water level and
the water flow rate in open channels in presence of small friction and small external
supply or removal of water distributed along its length. Section 4 contains a detailed
proof of the main result. Section 5 contains some concluding remarks.

2 Stability of hyperbolic systems with non-homogeneous terms

We consider the class of hyperbolic PDE defined in Riemann coordinates as follows
9§ + A(§)dx& = h(§) ey

with§: [0, L]x[0, 400) — R": (x, 1) > &(x, 1),and A(§) =diag(r1(§), ..., 1n(§)),

under the following assumptions:

— The A;’s and h are continuously differentiable functions on a neighborhood of the

origin;
— There exists an integer m, with 0 < m < n, such that

Li(0) <0< A;j(0), Vi, 1 <i<m, Vj,m+1=<j<n; )

— and
h(0) = 0. 3)

Remark 1 The results of this paper will be presented in the case where 0 < m < n.
We should however stress that the results also hold in the particular cases where m = 0
or m = n (i.e. all the eigenvalues X; have the same sign). We will come back on this
in the conclusion.

As usual, for each component &; of the PDE (1), one can define the characteristic
curve solution of the differential equation

x(1) = 2 (§(x(), 1)).
Then, for each function (x, t) — &;(x, t), the left-hand side of (1) can be interpreted

as the total time-derivative of &; along the corresponding curve, which implies that the
system (1) can be written in “differential” form as:

di§i(x(1),1)) = hi (§(x(1), 1)), “)

This fact is illustrated in Fig. 1.

Forallé=(&,...,&)eR" leté_=(&, ..., &) eR"and & = (&gt - .-, En) €
R"™™ . The functions h_(£), h4 (&), A_(§), and A4 (&) are defined in a similar way.
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Fig. 1 Characteristic curves
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Fig. 2 [Illustration of the boundary conditions

In order to complete the problem statement, boundary conditions (BC) are obviously
needed. Here we consider the system (1) under the BC of the form

§-(L,1) §-(0,1)

(s+(o, r)) ‘g(s+<L,z>)’ ©)
where g is a continuously differentiable function defined on a neighborhood of the
origin, and satisfying g(0) = 0. Its Jacobian matrix at £ € R” is denoted by Vg(&).

This form of the BC is illustrated in Fig. 2 and can be interpreted as follows. The
characteristic solution & ; (or £_;) that “leaves” the boundary at x = 0 (or at x = L)
is a function of the characteristic solutions that “arrive” at the boundaries at the same
instant. This form of the BC will be further motivated in the next section.

In order to state our main result, we need the following compatibility condition
between the system (1) and the BC (5).
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Robust boundary control of systems of conservation laws 177

Definition 1 A function £* € C1(0, L; R") satisfies the compatibility condition C if
(E#(L)) _ (s#(o) )
£%(0) SAYN

(A@#(L))axs#(m - h@#(L)))
AL (E%(0))3,£% (0) — hy (E%(0))
_ vg (sfm)) ( A_(E*(0))3,&% (0) — h_(£%(0)) )
e8(L) ) \ AL EH(L)aER (L) — hye (* (L)) ) -

and

Some additional notations and definitions are also needed:

— The norm | - | in R” is defined, for all £ € R”, by

|§] = max(|§], i € {1,...,n}).

B(¢e) denotes the ball centered in 0 € R” with radius ¢ > 0.
— Given @ continuous on [0, L] and ¥ continuously differentiable on [0, L], we
denote

[P|co, 1) = Mmaxyefo, ]| P ()],
Wlcto.) = 1¥lcoo.L) + 1¥ 'lco, 1)

— B¢ (¢e) denotes the set of continuously differentiable functions é#: [0,L] - R"
satisfying the compatibility assumption C and |&%| 1 oL =&

— For a given matrix A = (a;;), p(A) denotes its spectral radius and abs(A) is the
matrix defined by abs(A) = (|a;;|).

The main result of this paper is the following

Theorem 1 Let g9 > 0. If
p(abs(Vg(0))) < 1, (6)

thenthereexiste; € (0, g0), H > 0, u > 0and C > O such that, for all continuously
differentiable functions h : B(g;) — R" such that (3) holds together with

IVh(0)| < H1, N

for all £ € Be(ey), there exists an unique function € € C'([0, L] x [0, +00) ; R")
satisfying the PDE (1), the boundary conditions (5) and the initial condition

E(x,0)=£"(x), Vxel0, L] @)
Moreover, this function satisfies

[EC, Dlcio.) < Cre™ t|§#|c1(o,L) , Vi>0. )
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178 C. Prieur et al.

This theorem generalizes previous results [11, Chap. 5, Theo. 1.3] and [9, Theo. 6]
in various ways:

— Onone hand [11, Chap. 5, Theo. 1.3] where
— his assumed to be at least quadratic at the origin (h(§) = O(|& |2)) whereas it
is assumed here that it can be linear, with a small enough non-zero slope at the
origin;
— the boundary conditions are less general and have the following form

(s_<L,r>) _ (g_(s+(L,t)>).

§+(0,1) g+(&-(,1) )’

— on the other hand [9, Theorem 6] uses the same boundary conditions but for the
homogeneous form (i.e. £(§) = 0).

The proof of this result will be based on an estimation of the influence of the non-
homogeneous terms on the evolution of the Riemann coordinates. In particular, we
have to prove that the damping condition (6) is strong enough to manage the non-
homogeneous terms, whose derivative is assumed to be small at the origin due to
(7). This result will be proved in Sect. 4 for a particular structure of the boundary
conditions (see (22)); next the result will be extended to the boundary conditions (5)
in Sect. 4.5.

Observe that this result can be extended to the case of a non-homogeneous term 4
depending not only on £ but also on x, i.e. the PDE (1) where the term & (£) is replaced
by h(&, x). In this case, Theorem 1 still holds provided that conditions (3) and (7) be
replaced respectively by the following two conditions on the non-homogeneous term
h:

h(0,x) =0, Vxel0,L]
and
[Veh(0,x)| < Hy, Vx e€l0,L]
for some constant H; > 0, where V¢h denotes the Jacobian matrix of £ as a func-
tion of &. This generalization can also be derived by following the evolution of the

Riemann coordinates as in Sect. 4. However, for simplicity, here we consider a non-
homogeneous term as in the PDE (1).

3 Application to fluid networks

The class of hyperbolic PDE systems considered in this paper has a wide range of
applications to physical and engineering systems described by conservation laws. In
this section, the analysis will be applied to a general class of fluid networks including
for instance networks of open-channels [3,7] (like waterways or irrigation canals),
pipeline networks [1] and fluid models for road traffic networks [10].
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Fig. 3 A reach of an open channel delimited by two adjustable overflow spillways

The analysis will be illustrated with an hydraulic application: the regulation of the
water level and the flow rate in networks of open channels. Our presentation will be
organized in two stages: in a first step, we consider a single reach described by a
system of two scalar conservation laws (i.e. n = 2). In a second step, we shall explain
how the analysis can be extended to general fluid networks.

A system of two conservation laws

In the field of hydraulics, the flow in open-channels is generally described by the
so-called Saint-Venant equations. We consider the case of a reach of an open channel
delimited by two overflow spillways as depicted in Fig. 3.

It is assumed that :

1. The channel is horizontal,
. the channel is prismatic with a constant rectangular section and a unit width,
3. the channel is subject to time-invariant spatially distributed water supplies or
removals that do not modify the momentum conservation.

The flow dynamics are described by a non-homogeneous system of two laws of
conservation (Saint-Venant or shallow water equations), namely a law of mass conser-
vation:

0 H(x, 1) +0:(Q(x,1)) =q., (10)

and a law of momentum conservation:

Y

Q*(x, 1) gH2<x,z>)=_ Q*(x, 1)

Q0. 1) + ( H(x,1) 2 TH2(x, 1)

where H (x, t) represents the water level and Q(x, ¢) the water flow rate in the reach, g
denotes the gravitation constant, g is a constant water supply/removal along the canal,
C s the friction coefficient. The system is written in matrix form as follows:

H HY\ q
3:(Q) + A(H, Q)d, (Q) = (—Csz/H2>
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180 C. Prieur et al.

with the matrix A(H, Q) defined as:

0 1
‘“H’Q):(gﬂ>—«f/H% 2Q/H>'

The eigenvalues of the Jacobian matrix A(H, Q):

ci(H, Q) =(Q/H) —JgH
c2(H, Q) =(Q/H)+gH

are generally called characteristic velocities. The flow is said to be fluvial (or subcri-
tical) when the characteristic velocities have opposite signs:

c1(H, Q) <0< c(H, Q).

3.1 Steady-state solution
Under constant boundary conditions
H(L.t)=HL, Q0.0)=Qo. Vi, (12)

such that o o
c1(Hp, Qo) <0 < c2(HL, Qo), (13)

if |(Cy, q)| is sufficiently small, there exists a steady-state solution:

H(x,t)=H(x) and OQ(x,1)= Q(x) Vx €[0,L], V¢

satisfying )
4,00 =q. )
90 | 200
- X
—gH(x) + 2200

Indeed, if Cy = 0, ar_1d q = 0, then, for all (Hy, QO) satisfying (13), there exists a
unique equilibrium (H, Q) : [0, L] — [0, +00) x R satisfying (14) and the boundary
conditions (12). (It reads (H (x), Q(x)) = (Hz, Qp).) Thus, thanks to the continuity
of the solution of the differential equation (14) with respect to parameters (Cy, q),
for all (Hy,, Q) € [0, +00) x R satisfying (13), for all (C s, ) such that [(C, q)| is
sufficiently small, there exists a unique (H, Q) : [0, L] — [0, +00) x R satisfying
(14) and the boundary conditions (12).
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Robust boundary control of systems of conservation laws 181

3.2 Control design

The control objective is to stabilize the level H (x, ) and the flow rate Q(x,t) at
the steady state profiles H(x) and Q(x) corresponding to set points H; and Qp. We
assume that the boundary flow rates Q(0, t) and Q(L, t) are the control actions at
the user’s disposal because they can be assigned by the positions ug and u;, of the
spillways. It is also assumed that the water levels at the boundaries Hy(t) = H (O, t)
and Hy (t) = H(L, t) are the only available on-line measurements. In order to satisfy
this control objective, the following control laws were introduced in [9]:

Qo = %Ho—aoHo (2\/gH0—2 gﬁo) (15)
0

0L = %HL +ayHy (zx/gHL 2 gHL) (16)
L

with:
O<ap<1l and O<oap < 1.

The parameters o« and o7, are tuning parameters at the user’s disposal. It can be seen
that both controls have the form of a state feedback at the two boundaries. In addition, it
can be emphasized that the implementation of the controls is particularly simple since
only measurements of the levels Hy(t) et Hy () at the two spillways are required. This
means that the feedback implementation does not require neither level measurements
inside the pool nor any flow rate measurements.

3.3 Stability analysis

We shall now show that the stability of this control system can be analyzed with the
theorem presented in Sect. 2. The analysis is made easier with the state vector

(2

and the model (10) and (11) rewritten in compact form:
Y +A(Y)d, Y =1(Y) (17)

with obvious definitions of A(Y) and f(Y). This system can be diagonalized in the
Riemann coordinates. This means that there exists a change of coordinates

200 = (D) _ ((Q/H) ~2/5H
“\aw ) = \o/m +2/eH
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whose Jacobian matrix VY = 9Z/0Y diagonalizes A(Y) and therefore satisfies:
VY AY)=C(Y) VY
with C(Y) = diag (c1(Y), c2(Y)). This change of coordinates can be inverted as:

_ (z2 — 21)?/16g

N ((Z1 +22)(z2 — Z1)2/32g) ' (18)

Y(Z) = (H(Z))

()

By left-multiplying equation (17) with the matrix VY and using the inverse coordinate
change (18), we get the model in the Riemann coordinates as

WZ + B(Z)d,Z = g(Z)

where B(Z) = diag (¢1(Y(Z)), c2(Y(Z)) and g(Z) = VY (Z) £(Y(Z)). )
I:et us define the steady state solution in the Riemann coordinates as Z(x) =
Z(Y (x)) which obviously satisfies

B(Z)0,Z = g(Z).

Then in order to transform the closed-loop system into the characteristic form (1),
the & characteristic coordinates are defined as

—7_7 - EY_(a)_(n
&(Z) = Z — Z or componentwise (52)—(@) (22).

In these coordinates, the model (17) is finally written in the form:

& + A(§)0:§ = h(§) 19)

with A(&) = B(E+Z) and h(§) = g(€ +Z) — B(& +7Z)9,Z. We observe that 1(0) = 0
as requested in the assumptions of Theorem 1.

To check that, by prescribing ¢ and C ¢, |VA(0)| could be made as small as we want,
let us first note that VA (&) = Vg(§ +Z) — VB(£ +Z)d,Z. Due to (14), |8, Z| vanishes
when q and Cy Vagish. Moreover note that g(§ + Z) =VY(E+ Z) f(Y(E+ Z)), and
that f(Z) and Vf(Z) vanish when g and C vanish.

Thus, by continuity of V& at the origin, for each H > 0, there exist g and C_‘f
such that for all |g| < g and |Cy| < C_‘f, we have |Vi(0)| < H as requested in the
assumptions of Theorem 1.

Moreover, in the characteristic coordinates, the control laws (15) and (16) can be
shown to be equivalent to the following boundary conditions:

1 —ag
1+ af

E1(L, 1) = —k & (L, 1) with k=
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Robust boundary control of systems of conservation laws 183

and

1—ap
14+ap

£(0,1) = —kr&1(0,1) with ko =

Observe that these boundary conditions are in the form (5) and that, in this special
case:

p(abs(Vg(0))) = kokr.

Hence the closed-loop system is then exactly set in a form which allows to apply
Theorem 1. This means that, provided the conditions of Theorem 1 are satisfied (in
particular provided the tuning parameters oo and o7, are chosen such that |koky | < 1,
and the friction coefficient and the water supply/removal are sufficiently small), under
the control laws (15) and (16), thelevel H (x, ) and the flow rate Q (x, ) are guaranteed
to smoothly exponentially converge to the desired steady-state profile H (x) and O (x).

General fluid networks

The analysis can be directly generalized to fluid networks that are made up of a set of
interconnected fluid transportation devices in one space dimension (canals, pipes, etc
...). The dynamics of such networks are naturally represented by a set of subsystems
of two conservations laws of the following general form:

o (g) + A;(H;, 0)d, (g) —f(H. Q) i=1.....m. (20
1 1

The matrices A; (H;, Q;) have two non-zero real distinct eigenvalues c; (H;, Q;) and

cm+i (Hi, Qi) with opposite signs: ¢; (H;, Qi) < 0 < ¢p+i(H;, Qi). Each subsystem

(20) can obviously be transformed into characteristic form exactly as we did above.

This means that characteristic coordinates & and &,,4+; can be defined such that the

system (20) is equivalent to a system of the form:

& + X (&, Emri)0ni = hi i, Emyi)
i=1,...,m. 21

0tém+i + Am+i iy Em+i)OxEm+i = hm+i (&iy Em+i)
with A; (&, Em+i) < 0 < Ap4i(&i, &) being the eigenvalues ¢; and ¢, 4; expressed
in the characteristic coordinates. Hence, this system network is exactly in the form

required for the application of Theorem 1 (with n = 2m, i.e. with m positive and m
negative eigenvalues ;).

4 Proof of Theorem 1
This section is devoted to the proof of Theorem 1. First we assume that the boundary

conditions (BC) have a particular form (see (22)). It allows us to set down a more natural
machinery to prove intermediate technical lemmas. In Sect. 4.1, we state an existence
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result of a solution in finite time. In Sects. 4.2 and 4.3, estimates of |§(-, 7)|¢o(9, 1) and
[0x& (-, )] oo, 1y are derived, and we conclude the proof of Theorem 1 in Sect. 4.5 (in
particular the assumption on the form of the boundary conditions is removed).

In this section, except for Sect. 4.5, it is assumed that the boundary conditions (5)
are of the particular form

(E(L,t)) _ (g(&(ht))) 22)
£4+(0,1) 8+(-0,0) )"
where the functions g_ and g are continuously differentiable on a neighborhood of 0.

4.1 Existence result

The following existence result on a finite time interval is a basic tool for the proof of
Theorem 1.

Lemmal LetT» > T1 > 0and T = T» — T. Assume that the BC satisfy (6). Then
there exist e(T) > 0, ¢(T) > 0 and H(T) such that, for all E# € Bc(e(T)) and for
all continuously differentiable functions h: B(e(T)) — R" such that (3) holds and

IVR(0)| = H(T), (23)

there exists a unique function & € cl(o, L] x [Ty, T-], RM) satisfying the PDE (1)
with boundary conditions (22) and initial condition (8). Moreover, this function &
satisfies, Vt € [T, T»],

EC, Dleo.r) = c(DIEM o1y (24)
EC. Dlero.n) < c(DIE¥Ic10.L)- (25)

Proof By [12, Theorem 3.3, p 180], the existence of a unique solution & to the PDE
(1) with B.C. (22) and initial condition (IC) (8) is guaranteed on a time interval (0, §)
for some § sufficiently small.

Now the thesis of Lemma 1 holds for the particular case where VA (0) = 0 (see [11,
Chap. 5, Theorem 1.1]). Hence, by using the continuous dependence of the solution
with respect to parameters, namely here VA(0), and with respect to the initial condition
(i.e. by the proof of [2, Chap. 3, Theorem 3.5] extended to quasilinear hyperbolic
systems), Lemma 1 holds on (0, §). This leads to the a priori estimates (24) and (25)
of the solution on that interval, and more generally on its existence domain as well.

Finally one can conclude that the lemma is established on (77, T>), by a repeated
application of the existence of solutions on intervals of the form (0, né),n = 1,2, ...
up to N such that N6 > T, by choosing ¢ sufficiently small, i.e. by reducing the
C'-norm of the initial condition £* accordingly, and by using the a priori estimates
(24) and (25). O

In the following, Lemma 1 is applied several times on intervals which will be
defined with the help of two decreasing sequences of positive numbers &3, €3, ...and
H,, Hs, ...We consider initial conditions £* successively in B¢ (e2), Be(e3), ...
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Robust boundary control of systems of conservation laws 185

Let, fori € {1, ..., n},

L (26)

S = —,

"0
71 > max{s;, i € {1,...,n}}. 27

Let A = (a;j) € R"" and a > 1 such that

I(Vg)ij(0)| < aij < a, Y@, j)efl,...,n}, (28)
p(A) < 1. 29)

From (29), there exists a sufficiently larger integer K > 2 such that c¢(277) Zkz K
|Ak| < 1, where ¢(217) is given by Lemma 1 applied on [0, 271]. Let

7= (K + 2)11. (30)
Let v and w > 1 be such that
v =c21)) Z |AF| <1, (31)
k>K
® = [(VA); ), ¥, j) € {1,...,n}% (32)
o = (A VG, j) e {1, ... .0}~ (33)

where A = A(0).

4.2 EStimatiOn Of |4§(, t) |C0(O,L)

Let &0 = ¢(m2) and H» = H(tp) given by Lemma 1 applied on [0, t2]. For all
0 < H < Ha, for all continuously differentiable functions 4: B(gp) — R” satisfying
(3) and

IVh(0)| = H, (34)

for all £€¥ € Be(e), the PDE (1), with the boundary condition (22) and the initial
condition (8), admits a unique solution £ € C 1([0, L] x [0, .o]; R™).

In view of (2), and by using a continuity argument, we may assume without loss of
generality (i.e. with &, sufficiently small) that

MEX.D) <0< AjERD), Yie{l,....m}), Vje{m+1,....n}. (35

The aim of this section is to establish the following

Lemma 2 There exist H > 0, & € (0, &3) and i > 0 such that, for all0 < H < H,
for all continuously differentiable functions h: B(e2) — R”" satisfying (3) and (34),
for all £* € B¢ (&), the following inequality holds:

1EC, m2)leco,) < v+ )(H + 82)|5#|c0(0,L)- (36)
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t t t t
\ ’ )
4
4
t=0 t=0
x=0 X x=L x=0 X x=L

Fig. 4 Characteristic curves defining p; and p;. Left, fori € {1, ..., m}, right, for j e {m+1,..., n}

Before proving this lemma, let us state a series of intermediate results from Claim 3
to Claim 7.

Let x € [0, L]. Hereafter the characteristics are defined backwards in time from
(x, ).

In what follows, N denotes the set of nonnegative integers. For k € N and for
(i1, ... ik) €{1,...,n}%, we define t;, ; €[0,T1and p;, i, €[0, L] x {ti, i,} by
induction on k as follows (see Fig. 4).

Initial step k = 1

— Fori e {l,...,m}, let us consider the solution y; of the Cauchy problem
dpyi(t) = 2i(§(yi(0), 1)), yi(r2) = x.
In view of (35), it is allowed to define the time instant t; < 75 by
yilti) =L
and we set
pi = (L, ;).
— Forje{m+1,...,n}, letus consider the solution y; of the Cauchy problem

dryi () =2;(E(y(@), 1), yj(r2) =x.

Similarly, we define the time instant #; < 75 by
yj(tj) =0

and we set
pj = (0,1;).
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The following claim states the initial estimation of the Riemann coordinates along
the characteristics:

Claim 3 There exist e3 € (0, &) and H3 € (0, H) such that, forall 0 < H < Hj,
for all continuously differentiable functions #: B(e2) — R” satisfying (3) and (34),
for all £* € Be(e3), and for all iy € {1, ..., n},

&, (x, )| < 1&, (pi)] + c(@) T2 (H + )16 o0, 1)- (37)

Proof of Claim 3 Note that using (1), (24) of Lemma 1 and by construction of p;,,
there exist e3 € (0, &2) and H3 € (0, Hy) such that, for all 0 < H < Hj, for all
continuously differentiable functions s: B(g;) — R” satisfying (3) and (34), for all
5# € Be(e3),and for all iy € {1, ..., n},

©

& (x, )| = 18y (piy) +/hi1(§(yi1(S),S))dSI,

til
)
< 1& (pi)l + [ 1hiy (5 (yi; (s), $))ds|. (38)
Zil
Moreover, by the Mean-Value Inequality, also called Finite-Increment Theorem
(see [21, Propoaition 2. p. 78]), and conditions (3) and (34), there exists an increasing

function w : (0, &2) — (0, +00), satisfying w(e) — 0 as ¢ — 0, such that, for all
£* € Be(ez), forall s € [t;,, 12,

iy (§ (yiy (), )| = (H + w(c(2)€3))18 (i, (5), 9)I.
It follows by using inequalities (24) and (38) that
&, (x, )| < 1&, (pi)| + T2 (H 4+ w(c(2)e3))c(2) €% co 0. 1)-
Therefore, up to reducing &3 € (0, &2), we may conclude that (37) holds. O

General induction step

Now let k € N be arbitrarily fixed and assume that #;, ;, € [0, 2] and p;, ;, €
[0, L] x {t;,...i, } are defined. Then, for ix| € {1,...,n}, we define t;,_;,,, € [0, 72]
and p;, .., € [0, L] x{t;..i,} by considering two cases (as done above for k = 1):

— Foralli € {l,...,m}, consider the Cauchy problem
dryi(t) = 2i(§(yi (@), 1)), yi(tiy. i) =0
and define #;, _;,; € [0, #;,..;,) by

yi(tiy..ixi) = L.
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If such #;, . ;,; exists, it is unique and we define p;, ;i by

Dir.ii = (L, iy igi)-

In contrast, if such #;, _;,; does not exist, we do not define #;, . ;,;, neither p;; .,
NOr 4, ixi...i; and Piy.igi..i; for! > k + 1.
— Forall j € {m+1,...,n}, consider the Cauchy problem

dryi () =2 EQ; (@), 1), yilti.i) =1L,

and define ;, _;,; € [0, t;, ;) by
yj(tiy..ixj) = 0.

Again, if such f;, _;, ; exists, it is unique and then we define p;,._;, j by

Dirirj = 0, tiy inj)-
However if such #;, , j does not exist, we do not define #;,._;, ;, neither p;, ;.
NOr iy iy j..i; and Piy.cirj..is forl > k+1.

Similarly to Claim 3, using (1), (3), (24) of Lemma 1 and by construction of #;; __;, , ,
and p;, .., ,» we get the following result.

Claim 4 There exist ¢4 € (0, &3) and Hy € (0, H3) such that, forall 0 < H < Hy,
for all continuously differentiable functions #: B(e;) — R” satisfying (3) and (34),
and for all E# € Bc(eyg),

& (0, tiy i) |<IE(Piy )| + c(@)T2(H+82)1E% |00 ), Vi €{1,...,m} (39)

and

& (L, tiy i) < 1€ (piyiy )] + c(@)T2(H + 62)|E% | coo 1) Vi€ lm+1,...,n}.
(40)

Note that, in view of (26), (27) and (30) there exists a finite number of k > 1 such
that

S+ tsy, Sp—1, Vi,...ige{l,...,n}

With the previous two Claims, the influence of the boundary conditions on the
Riemann coordinates are estimated as follows:

Claim 5 There exist 5 € (0, &4) and Hs € (0, Hy), such that, forall 0 < H < Hs,
for all continuously differentiable functions /: B(e;) — R” satisfying (3) and (34),
forall ¥ € Be(es), forallinteger k > 1,and forall (i1, ..., i, ix41) € {1, ..., n}t!
such that s;; +--- +s;, < 72 — 71, the time instant #;, _;,;,,, and the point p;, ..,
exist.
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Moreover

i (Piy..ip)] = z @i j155 (Piy g ) + c() T2 (H + 82)|S#|c0(o,L)- 41)
J#ik

Proof of Claim 5 Let (iy, ..., ik, ik+1) € {1, ... ,n}k'H such that s;; + --- 4+ 55, <
72 — 71. Due to (26), (27), the time instant #;, _;;,,, and the point p;, .., exist.
Inequality (41) is a consequence of Claims 3 and 4 and the boundary conditions (22),
and (28). O

The following result will also be useful.

Claim 6 There exist & € (0, &5) and H € (0, Hs), such that, forall 0 < H < H, for
all continuously differentiable functions #: B(e2) — R” satisfying (3) and (34), for
all £* € Be (&), for all integer k > 1, and for all (i1, ..., ik, ixp1) € {1,...,n}fH!
such that

=21 <s;+-+85, <0 —T1,

the existence of #;,._.., is guaranteed and the time instant #;.;, is in the interval
[0, 271]. Moreover

E(Pi...i)| < cQRTIE | oo, 1)- (42)

Proof of Claim 6 The existence of #;, ., follows from Claim 5. The estimation
ti, i, < 271 follows from 1) — 271 < s;; 4+ --- + s, and the definition of the time
instant ;,__;, .

Estimation (42) is a consequence of Lemma 1 applied on [0, 271]. O

Finally, let us state the following
Claim 7 Foralllin Nz there exists §; > 0 such that the following assertion (7;) holds:
For all 0 < H < H, for all continuously differentiable functions #: B(g2) — R”

satisfying (3) and (34), for all £€# € Bc(¢), Y(i1,...,i) € {1,..., n}! such that
Siy + -+ 8, <1 — 2711, we have

n
|€:il (pil.‘.i1)| = ZZ Zai1i1+1ail+1i1+2 e aikj|‘$;:j(pi1“~ikj)|+81(H+82)|é#|C0(O,L)'

k>l I j=1
where I denotes the set of indices i, j € {1, ..., k} such that
=2t <sj+--+si; s, oo ts <n—T.

The proof of Claim 7 is based on a decreasing induction on /. See Appendix.
We are now in a position to prove Lemma 2.
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Proof of Lemma 2 Due to Claim 7, (P;) is true and thus with Claim 3, for all 0 <
H < H, for all continuously differentiable functions 4: B(e;) — R” satisfying (3)
and (34), for all iy € {1, ..., n}, forall x € [0, L] and §* € B¢ (§),

n
& (. < D > > aiiyaisiy - - aig j1& (P i )

k=1 ©=211<s; ++si, <02—71 j=1

+(81 + c(@)T)(H + e2)[E% o0, 1)

which, with (42), gives
n
&, (. )| < cQT)IE* o) D > > anianis - ai
k>1 T2—2T1§Si1+---+5ik§T2—T1 j=1
+(1 + c(m2)2) (H + e2)|E%| coo.1- (43)

Note that the sums in (43) are finite. Moreover, due to (27) and (30)
(sil+-~-+sikZ‘L'Q—Z‘L']:KT]):>/€2K. (44)
Observe also that, by the definition of matrix product, we have, for all N € N,
N
> iyin iy - - aij = (AN ; < |AN]. (45)
(i2.enif, )E{1,...,N}K Jj=1

From (43)—(45), we get, for all continuously differentiable functions #: B(g2) —
R” satisfying (3) and (34), for all ¥ € B¢ (), we have

16, (. )| <cIE* oo,y D 14K + Gr+e(m) ) (H + e2)lE¥ o 1) (46)
k>K

Let & = 81 + c(m2)712. Recall that §; is recursively defined by (58) and (65) (see the
Appendix) and thus it does not depend on H. We get with (31), (46) and Claim 7,

&, (x, )| < (v + ) (H + e2)|E¥ | coo. 1)

forallijin {1, ..., n} and for all x in [0, L]. This is (36). This concludes the proof of
Lemma 2. O

4.3 Estimation of |9 &(., Hlecoo.r)
Let n: [0, L] x [0, 5] — R” be defined by n = Ad& where £ € C'([0, L] x

[0, 72]; R™) is defined by E# € Bc(€), the PDE (1), the boundary condition (8), and
the initial condition (22).
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Similarly let us define n;: [0, L] x [0, 2] — R" and 7;: [0, L] x [0, o] — R”
defined respectively by n = (n1, nz)T.
Differentiating (1) with respect to x, it follows that

I+ AAE) AT 3 = —A(VAE)3:E)dE + AVA(E)dE, (47)
along the characteristics.

Moreover, differentiating (22) and using (1), it gives

(—AE) A + h(£))4(0, 1)

— v (%‘-(0, 1) ) ( (—AEA '+ ()0, 1) )
EL(L.0) J\(—AG A Ip+hE)NL(L, 1) )"

((—A(&)A‘n + h(E)-(L, r))

A development similar to & can be used as for &; along the trajectories of (47). It
can be shown from Lemma 1, and (25), (32) and (33), that there exist ¢ € (0, &)
and Hg € (0, H ) such that, for all 0 < H < Hg, for all continuously differentiable
functions /: B(sy) — R” satisfying (3) and (34), for all £¥ € B¢ (eg) then, we have,
foralli € {1,...,n} and for all #; < #; along a characteristic of (47).

1 (y(12), 12) = 1 (1)), )] < @ cQu)® ¥, o, 112 — 11
+o (H + &) c(211) |§#|C1(O,L) |t2 — 111,
< w(H +2max(1, wc(2t1))e2) c(211)
X|§#|C1(0,L)|f2 —tl.

The last inequality allows us to prove the analogous of Claim 3 for the variable 7.
Using the computations of Sect. 4.2, we deduce the following

Lemma 8 There exist &, H, and i > 0 such that, for all 0 < H < H, for all

continuously differentiable functions h: B(gy) — R” satisfying (3) and (34), for all
&% € Be(8), we have

N, ™)leo.r) < v+ i) (H +2ep max(1, wcQ) €10y (48)

4.4 Proof of Theorem 1 for the particular boundary conditions (22)

In this section, we conclude the proof of Theorem 1 for the special boundary conditions
(22) (instead of (5)). To deduce Theorem 1 for the boundary conditions given by (5),
we need to double the size of the state as done in [9, Proof of Theorem 6]. This is done
in Sect. 4.5.

Let V' € (0, 1). Up to reducing &5, there exists Hy € (0, I:I) such that

(v +max(u, it))(H7 + 28> max(1, wc(211))) < V.
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We combine (36) and (48) to get the existence of ¢; € (0, &g), such that, for all
0 < H < Hj, for all continuously differentiable functions &: B(gp) — R” satisfying
(3) and (34), for all E# € Bc(g7), we have

#
& @lero,n) = VIE 10,1

This estimate allows a repeated application of Lemma 1 on intervals of length 7> to
give, forall0 < H < Hjy, for all continuously differentiable functions /: B(g3) — R”
satisfying (3) and (34), for all é# € B¢ (e7), the existence of a unique solution of (1),
(8) and (22) over any interval [0, N1o] with N € N\ {0} and

1EC. N2l < V/N|~‘§#|cl(o,L)~

—1Inv/ lﬂ(V )

Thus, by letting C; = max(c(2), 1)e and u = , we get (9).

4.5 Proof of Theorem 1 for the general boundary conditions (5)

In the previous section, we have proved Theorem 1 when the boundary conditions have
the special form (22). It turns out that Theorem 1 remains valid, when the boundary
conditions have the more general form (5).

To prove this, we adapt to our more general situation by doubling the size of the
state as done in [9, Proof of Theorem 6]. More precisely, consider the hyperbolic
system L

0§ + A(§)0:§ =0, (49)

with
E= (., &l &l )T,

where £ € R™, &_ e R"™™ &4 e R"™™, &, € R™ and A: R¥ 5 R20x2n jg
defined by

A_(EL ’EHf

—o el s
A®) = diag A+(<s{2f,sf+> )
—A_(E, &)

The boundary conditions for (49) are defined by
(51—(L,t)) :g((O 1) (§1+(L,t)))
&-(L,1) 1 0)\& (L)) )"
(51+(0, t)) _ (0 1) (51 (0, t))
£24.(0.1) 10 £-(0,1)
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This boundary conditions can be written in the following form

EWL.DY_ (5L _ (21G(L.1)
(s+(o, t)) =8 (s_(o, r)) = (§z<s_(o, 0) ) (50)
with

e =El e & =@l E )T, (51)

_ 01\ - 01
g1=g0(1 0)’822(1 0)og- (52)

In particular the boundary conditions for £ have the special form (22) and
p(abs(VZ(0))) = p(abs(Vg(0)))*. (53)

Let £# € C1([0, L]; R") satisfying the compatibility condition C and such that
|E |C1(0 L is small enough. We choose as initial condition forE att =0,

=€), & =& -x,
# # # # (54)

§1,(x) =81(x), &, (x) =8(L —x).

One easily sees that ¥ := (& i ENT g ﬁ, &4 #T)T satisfies the compatibility condition

associated to (49) and (50). Hence there exists a unique C'-solution E of (49) and (50)

such that

E(x,0) = £ (x). (55)
Let
EZ‘I’(L _xﬂt);
ok _ El‘l’(l‘ _x’t)
é& (X,l)— %'2_(L—X,I)T
g-(L—x, 07

Then, as one easily checks, £* satisfies as £ the hyperbolic system (49), the boun-
dary conditions (50) and the initial condition (55). Hence by the uniqueness of the
Cl-solution of the Cauchy problem associated to (49) and (50), one has é* = E
In particular &1_(x,t) = &4 (L — x,1), and &14(x,t) = &_(L — x,t). Hence, if
E_(x,1) ==& _(x, 1), and £ (x, 1) := &4 (x, 1), then & = (&7, )7 satisfies (1),
(5) and (8).

Conversely, if £ = (67, £1)7 satisfies (1), (5) and (8), then & defined by

E1-(x, 1) =& (x,1), E1p(x, 1) == &4 (x, 1),
f1(x, 1) =8 (L —x,0), &-(x,1):=8(L—x,1),
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satisfies the hyperbolic system (49), the boundary conditions (50) and the initial condi-
tion (55). Hence, see also (53), Theorem 1 for the hyperbolic system (1) and the boun-
dary conditions (5) are a consequence of Sect. 4.4 for the hyperbolic system (49) and
the special boundary conditions (50).

This concludes the proof of Theorem 1.

5 Conclusion

The aim of this paper was to address the following two problems.

Firstly, a sufficient condition was stated for the stability of systems of conserva-
tion laws, perturbed by non-homogeneous terms which are assumed to be small in
C!-norm. This criterion is written in terms of the boundary conditions and it was
proved thanks to an analysis of the Riemann coordinates.

This result has been presented in the case where all the eigenvalues of the function
A defining the PDE (1) do not have the same sign. However this result remains true
in the case where all the eigenvalues have the same sign. In this case, only one kind
of characteristic curves should be considered and some parts of the proof in Sect. 4
can be removed or simplified (e.g. the boundary conditions (5) become simpler, or for
the definition of the sequence p; in Sect. 4.2, we do not have to make the distinction
betweeni € {1,...,m}and j e {m+1,...,n}).

This main result can be seen as a robustness property of the results of [9] and [11,
Chap. 5] for the stability of hyperbolic equations. To the best to our knowledge, this
kind of stability results is not usual in the study of PDE.

Secondly, this general condition was applied to the case of the regulation of the water
level and the water flow rate in open channels. The evolution of the flow is described by
the Saint-Venant equations perturbed by small non-homogeneous terms that account
for the friction effects as well as external supplies or withdrawals. The general sufficient
condition established in Sect. 3 leads to design of stabilizing boundary controls of the
canal.

An interesting approach for the proof of an analoguous result and its hydraulic
application could be the use of a Lyapunov function for boundary control of hyperbo-
lic systems as computed in [4]. Using this Lyapunov function for a hyperbolic system
perturbed by sufficiently small terms may be possible. Note however that in [4], the
stability result and the Lyapunov function have been computed with the H2-norm
instead of the C!'-norm as in this paper. Thus, the robustness issue would be different,
if it is true. Another potentially interesting approach could be to linearize the PDE
describing the model, together with the boundary conditions, around a given equili-
brium profile. The well-posedness and the stability of the resulting linear boundary
control system might then be analyzed by means of known techniques: see e.g. [20]
and the references therein. However the next step would then be to analyze the nomi-
nal nonlinear model by interpreting it as a linear boundary control system perturbed
by nonlinear terms: this problem is clearly nontrivial and is an interesting topic for
further research.

The main result of this paper has been successfully tested in [5] on numerical
simulations using the data of a real river (more precisely the Sambre river in Belgium),
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and experimented on an experimental micro-channel in Valence. Other applications
in the control of fluid networks are in progress.

Acknowledgements This paper presents research results of the Belgian Programme on Interuniversity
Attraction Poles, initiated by the Belgian Federal Science Policy Office. The scientific responsibility rests
with its authors.

Appendix: Proof of Claim 7

We prove () by a decreasing induction on /.
By defining / as the smaller integer such that

7 22— 1

, 56
>min{s,~,i:1,...,n} (56)

it follows that

{(il,...,i;)e{l,...,n}l; Sip o+ 8 512—r1}=@, Vi1 (57

Since [ is minimally defined,

f<——2—1 +1. (58)
min{s;, i =1,...,n}
Due to (24) of Lemma 1, by letting
5=y (59)
&2

we have
| (piy...ip)] < S18216% 1 co 0.1
and thus, due to (57), (P;) holds, for [l > I.
Let/ > 2besuchthat (P;)is true. Letus prove that (P;_)istrue. Let (i1, ..., {j—1) €
{1,..., n}l_l be such that
Siy Foo s, <121 (60)

From (41) in Claim 5,

&y (Piy.iim )] < Z iy j1& (Piy iy )] +C(T2)f2(H+82)|§#|c0(o,L)~ (61)
J#i-1

Due to (27) and (60), for all j € {1, ..., n},

Sip +-- S8, 5 =2 —1.
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Therefore, it follows from (61) that

181 (Pir.iy )] < > iy 11§ (Piy.iry )]

Js SiyFeetsip_ +sj<n-T)

+e(n)(H + 82)|5#|c0<0,L)-

Now let us split this sum into two parts as follows:

|§i1,1(Pi1...i1,1)| =< Z ai1,1j|'§>:j(pi1...i171j)|

Jo Siytetsi_ +sj<n—2n

+ > iy j1&j (Piy i1 )]

Jo 22T Ssip i i< —T)

+c(r)a(H + 82)I$#|c0(0,L)-

(62)

(63)

(64)

Forall j € {1,...,n} such that s;; +---+s;,_, +s; < 72 — 271, (P,) applies and

thus, for such a j,

n
1€ Pircira D < DD D Gigins i« i 15 (Piy iy )]

k=l I =1
+81(H + &2)1E | co0.1)-

Therefore, in view of (28) and (63),

€0y (Piy. i ) < > ai Y, D

Js SipFeetsip_ sj<n—21 k>l Iy
n
X z Aijip Qipyyipn * " Qig j |§] (Pil-»-ikj)|
j=1

+2andi(H + 216" oo, 1)
+ Z ailfljlgj(plllmilflj)'

Jy 22T Ssjy s s <111

+c(n)(H + 82)I$#|c0(0,L)-

By rewriting the first sum and by estimating the second sum, it follows that

n

|§i/_1 (Pil...i/_|)| = Z Z Zai/_1jai1i1+]ai/+|i/+2 to aikj|éfj(17i1---ikj)|

k>l I j=1

n
+ iy 16 Py ) |+ (e(T2) T2+ 2and) (HA+£2) 6% coo 1)

j=1
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Thus assertion (7;_1) holds with

8§i—1 = c(m) 1 + 2nd;. (65)

This concludes the proof of Claim 7.
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