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Summary

This thesis deals with chemical plants constituted by parallel batch-continuous production lines with shared resources.

For such plants, it is highly desirable to have optimal operation schedules which determine the starting times of the various batch processes and the flow rates of the continuous processes in order to maximize the average plant productivity and to have a continuous production without interruptions. This optimization problem is constrained by the limitation of the resources that are shared by the reactors and by the capacities of the various devices that constitute the plant.

Such plants are "hybrid" by nature because they combine both continuous-time dynamics and discrete-event dynamics. The formalism of "Hybrid Automata" is therefore well suited for the design of plant models.

The first contribution of this thesis is the development of a hybrid automaton model of the chemical plant in the Matlab-Simulink-Stateflow environment and its use for the design of an optimal periodic schedule that maximises the plant productivity. Using a sensitivity analysis and the concept of Poincaré map, it is shown that the optimal schedule is a stable limit cycle of the hybrid system that attracts the system trajectories starting in a wide set of initial conditions.

The optimal periodic schedule is valid under the assumption that the hybrid model is an exact description of the plant. Under perturbations on the plant parameters, it is shown that two types of problems may arise. The first problem is a drift of the hybrid system trajectory which can either lead to a convergence to a new stable sub-optimal schedule or to a resource conflict. The second problem is a risk of overflow or underflow of the output buffer tank. The second contribution of the thesis is the analysis of feedback control strategies to...
avoid these problems. For the first problem, a control policy based on a model predictive control (MPC) approach is proposed to avoid resource conflicts. The feedback control is run on-line with the hybrid Simulink-Stateflow simulator used as an internal model. For the solution of the second problem, a classical PI control is used. The goal is not only to avoid over- or under-filling of the tank but also to reduce the amplitude of outflow rate variations as much as possible. A methodological analysis for the PI controller tuning is presented in order to achieve an acceptable trade-off between these conflicting objectives.
A preview of the thesis

The chemical plants are widely used in the pharmaceutical, oil, \textit{PVC} etc... industries. They are generally made up of several parallel working batch reactors "sharing" common resources. By "sharing" we mean that different reactors may simultaneously use the same resource. The reactors discharge their final product in a buffer tank used to transfer it continuously to the next plant devices (reactors, columns, buffers centrifuges, etc...). The particularity of the batch reactors is that their operation cyclically passes through a sequence of phases, namely loading of raw material, reaction, etc...

An overall description of the industrial \textit{polyvinyl chloride (PVC)} chemical plant motivating the study as well as of the benchmark plant that shall be studied through the thesis are given in \textbf{Chapter 1}.

For such plants, it is highly desirable to have optimal operation schedules. These schedules determine the stand by times between the batch reactor phases, their flow and transfer rates as well as the flow rates between the different devices in order to maximize the average plant productivity and to have a continuous production without interruptions. The optimization problem is constrained by the limitation of the "shared" resources and by the capacities of the various plant units.

The main challenge for the solution of this problem comes from the "hybrid" nature of the plant.

From a process engineering viewpoint the plant is "hybrid" because it combines both batch and continuous processes. From a system the-
oretic viewpoint it is a "hybrid" system because it combines both continuous-time dynamics (e.g. the continuous time evolution of a reactor temperature) and discrete-event dynamics (e.g. the transitions between the reactor phases are driven by events occurring at discrete time instants).

For such "hybrid" chemical plants three main issues shall be concerned in the thesis: simulation modelling; design of off-line periodic schedules and their feedback control in the presence of disturbances.

Simulation modelling. Chapter 2 begins with the presentation of the hybrid automaton formalism which is one of the methods for hybrid systems modeling. Then we have applied this methodology for the benchmark hybrid chemical plant modeling. Based on the model a numerical simulator of the plant is developed in a Matlab-Simulink-Stateflow environment. This simulator is the first contribution of the thesis. The model and the simulator have been published in [Sim03] [SWB+05a] [SWB+05b].

Design of off-line periodic schedules. One of the main concerns in this thesis is the design of periodic schedules which achieve some performance optimization of the hybrid chemical plant. In Chapter 3 it is shown how the Simulink-Stateflow simulator can be a very useful tool for the design of periodic schedules. Three case studies are considered: a single reactor having resource rate restrictions; a two reactors plant with resource rate restrictions and finally a two-reactors buffer tank plant having not only resource rate restrictions but also tank capacity limitations. Indeed the second contribution of the thesis is the development of optimal off-line heuristic scheduling rules for these cases. Various simulation results are shown. The results from the stability analysis of a designed periodic schedule based on the hybrid trajectory sensitivity analysis is given in Chapter 4. During the analysis due to the non-linearity of the system all equations are solved numerically by means of the simulator. In Chapter 5 it is shown the use of the simulator for testing a sub-optimal schedule obtained by a mixed integer programming (MIP) formulation. Note that in the simulation design of
the periodic schedules no disturbances are considered.

**Feedback control.** In Chapter 6 we analyze the plant behaviour under periodic schedules in the case where there are constant (or piecewise constant) disturbances on the plant parameters. Under such perturbations it is shown that two types of problems may arise: a drift in the hybrid system trajectory which can either lead to a convergence to a new sub-optimal schedule or to a resource conflict; the second problem could be an overflow or a wash-out of the buffer tank. The main objective here is to assess the feasibility and efficiency of feedback strategies in order to avoid these problems. Consequently the **third contribution** of the thesis is the development of a control policy based on a model predictive control (MPC) approach to avoid resource conflicts. Its basic issues are the conflict prediction for the next reactor cycle; the computation and the allocation of the stand by times on appropriate reactor. Here once again is shown the utility of the plant simulator which is used as a model in this MPC and is run on-line. For the solution of the second problem a classical Proportional-Integral (PI) control is proposed. The use of such continuous control law is possible because as shown in Chapter 6 the hybrid buffer tank process can also be presented as a continuous time model. Here the aim is not only to avoid the over- or under-filling of the tank but also to reduce as much as possible the amplitude of the tank output flow rate in order to have a smooth product transfer to the downstream units. Consequently the **fourth thesis contribution** is the development of a methodological analysis for the PI controller tuning in order to achieve an acceptable trade-off between these conflicting objectives. Results of the PI feedback tank control are published in [SWB+06b] and [SWB+06a]. In [SWB+05b] the feedback control problem is treated in terms of re-scheduling, where a new plant schedule is determined based on a MIP formulation.
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Nomenclature

Abbreviations

\begin{itemize}
\item \textit{PVC} \quad \text{polyvinyl chloride}
\item \textit{PR} \quad \text{polymerization reactor}
\item \textit{BR} \quad \text{batch reactor}
\item \textit{ST} \quad \text{storage tank}
\item \textit{DFT} \quad \text{drier feeding tank}
\item \textit{HAM} \quad \text{hybrid automaton model}
\item \textit{SF} \quad \text{stand by filling}
\item \textit{SH} \quad \text{stand by heating}
\item \textit{SD} \quad \text{stand by discharging}
\item \textit{F} \quad \text{filling}
\item \textit{H} \quad \text{heating}
\item \textit{R} \quad \text{reaction}
\item \textit{TR} \quad \text{reaction}
\item \textit{C} \quad \text{cooling}
\item \textit{D} \quad \text{discharging}
\item \textit{M} \quad \text{maintenance and cleaning}
\item \textit{FD} \quad \text{filling from a reactor/reactors and discharging}
\item \textit{DO} \quad \text{discharging only}
\item \textit{OUF} \quad \text{over/under filling}
\item \textit{MPC} \quad \text{model predictive control}
\item \textit{HMPC} \quad \text{hybrid model predictive control}
\item \textit{TDE} \quad \text{time discrete event control}
\end{itemize}
Chemical notations

\( V \) \quad \text{batch reactor volume (m}^3) \\
\( U \) \quad \text{storage tank volume (m}^3) \\
\( \Delta U \) \quad \text{variation of the tank volume profile (m}^3) \\
\( \Delta m \) \quad \text{tank volume security margin (m}^3) \\
\( T \) \quad \text{batch reactor temperature (K)} \\
\( T_h \) \quad \text{hot steam temperature (K)} \\
\( T_c \) \quad \text{cold water temperature (K)} \\
\( T_a \) \quad \text{ambient temperature (K)} \\
\( C \) \quad \text{vector of the concentrations of reactor’s chemical species (mol/l)} \\
\( C_A \) \quad \text{reactant A concentrations (mol/l)} \\
\( C^{tr} \) \quad \text{vector of the threshold concentrations of reactor’s chemical species (mol/l)} \\
\( P \) \quad \text{vector of the product concentrations in the storage tank (mol/l)} \\
\( C_B \) \quad \text{product B concentration (mol/l)} \\
\( \delta \) \quad \text{coefficient proportional to the reaction enthalpy (l.K/mol)} \\
\( S \) \quad \text{stoichiometric vector} \\
\( k(T) \) \quad \text{dependence of the reaction rate on the temperature} \\
\( k_0 \) \quad \text{rate constant (l/mol.h)} \\
\( R \) \quad \text{gas constant (J/mol.K)} \\
\( E \) \quad \text{activation energy of the reaction (J/mol)} \\
\( r(C) \) \quad \text{dependence of the reaction rate on the concentration} \\
\( F_{\text{disch}} \) \quad \text{reactor’s output flow rate (m}^3/h) \\
\( F \) \quad \text{total reactors output flow rate (m}^3/h) \\
\( \Delta F^{\text{m}} \) \quad \text{magnitude of the step disturbance in } F^{\text{m}} \text{ (m}^3/h) \\
\( w \) \quad \text{storage tank output flow rate (m}^3/h) \\
\( \alpha \) \quad \text{relative amplitude attenuation of } w \\
\( Q_h \) \quad \text{hot steam transfer rate (h}^{-1}) \\
\( Q_c \) \quad \text{cold water transfer rate (h}^{-1}) \\
\( Q_{c,\text{cooling}} \) \quad \text{cold water transfer rate during the cooling phase (h}^{-1}) \\
\( Q_{c,\text{regulation}} \) \quad \text{cold water transfer rate during the regulation phase (h}^{-1}) \\
\( Q_{c,TOTAL} \) \quad \text{total cold water transfer rate of all reactors (h}^{-1})
### Mathematical notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{R} )</td>
<td>set of real numbers</td>
</tr>
<tr>
<td>( \mathbb{R}_+ )</td>
<td>set of positive real numbers</td>
</tr>
<tr>
<td>( \Sigma )</td>
<td>finite set of discrete states (phase)</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>phase</td>
</tr>
<tr>
<td>( E )</td>
<td>finite set of admissible discrete transitions</td>
</tr>
<tr>
<td>( X )</td>
<td>continuous state-space</td>
</tr>
<tr>
<td>( F )</td>
<td>finite set of continuous vector functions</td>
</tr>
<tr>
<td>( f )</td>
<td>continuous vector function</td>
</tr>
<tr>
<td>( I )</td>
<td>&quot;reset map&quot; to each admissible discrete transition</td>
</tr>
<tr>
<td>( G )</td>
<td>set of transition guards</td>
</tr>
<tr>
<td>( U )</td>
<td>continuous input space</td>
</tr>
<tr>
<td>( t )</td>
<td>time variable</td>
</tr>
<tr>
<td>( a_n, b_n )</td>
<td>Fourier series coefficients of ( F )</td>
</tr>
<tr>
<td>( a_n^U, b_n^U )</td>
<td>Fourier series coefficients of ( U )</td>
</tr>
<tr>
<td>( a_n^w, b_n^w )</td>
<td>Fourier series coefficients of ( w )</td>
</tr>
<tr>
<td>( DP )</td>
<td>differential of the Poincaré map</td>
</tr>
<tr>
<td>( g )</td>
<td>switching plane</td>
</tr>
<tr>
<td>( \nabla g )</td>
<td>gradient of the switching plane</td>
</tr>
<tr>
<td>( h )</td>
<td>reset map between the phases</td>
</tr>
<tr>
<td>( Dh )</td>
<td>gradient of the reset map between the phases</td>
</tr>
<tr>
<td>( \Phi_i )</td>
<td>sensitivity matrix away from the events</td>
</tr>
<tr>
<td>( \Phi_{i,j} )</td>
<td>sensitivity matrix at the transition from phase ( i ) to ( j )</td>
</tr>
</tbody>
</table>

### Index

<table>
<thead>
<tr>
<th>Index</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
<td>index of a reactor</td>
</tr>
<tr>
<td>( N )</td>
<td>maximal reactors number</td>
</tr>
<tr>
<td>( in )</td>
<td>inflow</td>
</tr>
<tr>
<td>( opt )</td>
<td>optimal</td>
</tr>
<tr>
<td>( subopt )</td>
<td>sub-optimal</td>
</tr>
<tr>
<td>( stoch )</td>
<td>stochastic</td>
</tr>
<tr>
<td>( TOT )</td>
<td>total</td>
</tr>
<tr>
<td>( min )</td>
<td>minimal</td>
</tr>
<tr>
<td>( max )</td>
<td>maximal</td>
</tr>
<tr>
<td>( m )</td>
<td>mean value</td>
</tr>
<tr>
<td>( d )</td>
<td>disturbances</td>
</tr>
</tbody>
</table>
Other notations

$\text{Lag}_2$ time lag before filling of the second reactor ($h$)

$\Delta_{SF}$ stand by before filling ($h$)

$\Delta_{SH}$ stand by before heating ($h$)

$\Delta_{SD}$ stand by before discharging ($h$)

$T_p$ production period ($h$)

$\omega_p$ production frequency ($\text{rad/h}$)

$T_d$ production period under disturbances ($h$)

$\omega_d$ production frequency under disturbances ($\text{rad/h}$)

$K_p$ proportional parameter of the PI controller

$K_I$ integral parameter of the PI controller ($h^{-1}$)

$U^*$ reference value for the tank content ($m^3$)

$\xi$ dumping factor
Chapter 1

Introduction

This Chapter is the first stage of a research study concerned with the development of systematic approaches for the: modeling, simulation, optimization and stabilization of the operation of "hybrid" chemical plants. Its aim is:

i. to present a motivating example, namely a PVC production plant

ii. and to define a benchmark chemical plant with a simpler structure than the PVC plant but having its main features. This benchmark-example shall be used throughout the thesis for the application of the above mentioned approaches.

1.1 Motivation

The thesis is motivated by a current industrial project related to a polyvinyl chloride (PVC) production plant, entitled: "PVC Line Predictive Inventory Control: A production Rate Optimization for a Hybrid System" [Mel03]. The project was sponsored by the Solvay Research Funds at Université Catholique de Louvain. Solvay is one of the
Fig. 1.1: A typical flowsheet of a PVC production line
biggest producers of PVC, ranking second in Europe (1.3 Mt/year) and third globally. The activities of the Group in PVC and other products of the vinyl chain span across Asia and Latin America, through the affiliates in Thailand, Argentina and Brazil [Tho07][Tes07]. In this section, according to the project information provided in [Mel03], we give a brief description of the processes carried out in the PVC plant, having a productivity of 350 kt/year.

A PVC plant is generally made up of several parallel production lines. A flow sheet of one such line is presented in Figure 1.1. A description of the involved processes is as follows:

i. The core of the plant is a set of parallel batch polymerization reactors (denoted $PR_i$ in Figure 1.1) in which a PVC slurry is formed. The operation of each reactor cyclically passes through a succession of working phases, namely loading of raw material (e.g. monomers and precursors), polymerization, discharge of final products, cleaning etc... The polymerization reactors share several resources like the raw materials, as well as the heating and cooling fluids. By "sharing", we mean that different reactors may have simultaneous access to the same resource.

ii. When the polymerization is completed, the PVC slurry of each reactor is discharged into a single stripping column where the non-reacted monomers are separated from the polymer. This process is also discontinuous and operates in successive batches.

iii. The PVC extracted from the stripping column is then stored in two parallel buffering tanks (denoted $DFT_i$ in Figure 1.1) which are fed discontinuously (after each operation cycle of the stripping column).

iv. The aim of the buffer tanks is to ensure a continuous and almost constant supply to the drying section of the plant which consists of several parallel centrifuges (where most of the water is mechanically removed) followed by a dryer where the remaining water is evaporated and the final dry PVC product is delivered.

For such plants, it is highly desirable to have optimal operation schedules which determine the starting times of the various batch processes
and the flow rates between the different processes in order to maximize the average plant productivity and to have a continuous production without interruptions. This optimization problem is constrained by the limitation of the resources that are shared by the reactors and by the capacities of the various devices (reactors, columns, buffers centrifuges) that constitute the plant.

### 1.2 A benchmark chemical plant

In this thesis, for the sake of clarity, we shall limit ourselves to consider a benchmark chemical plant with a simpler structure as represented by the flowsheet of Figure 1.2. The plant is constituted of a bunch of parallel batch chemical reactors followed by a single common buffer tank. The aim is to provide a downstream processing unit with a constant continuous flow of some chemical product which is made in a discontinuous manner in the batch reactors. As such, it is clear that the plant can be viewed as a kind of simplified representation of the general PVC plant of Figure 1.1, keeping the two main critical features that may limit the performance namely:

i. the plant combines both discontinuous (or batch) and continuous processes;
ii. the resources are shared by the batch units.

This plant will serve as a benchmark example throughout the thesis. In this section we shall give a discursive description of the plant operation. The mathematical modelling will be considered in Chapter 2, as well as the development of a Matlab-Simulink-Stateflow simulator.

The plant operation is as follows:

i. In each batch reactor, the product of interest is made by an exothermic chemical reaction from one or several reactants.

ii. The batch reactors share three kinds of resources: (1) the reactants that constitute the raw material of the process; (2) the hot steam used for the initial heating of the process; (3) the cold water which is used for temperature regulation (since the process is exothermic) and final cooling.
During each production cycle, every batch reactor follows a sequence of 9 phases in a predefined order as presented in Figure 1.3. The successive phases are (1) Filling of the reactor with the reactants, (2) Standby before heating, (3) Heating, (4) Reaction at constant temperature, (5) Cooling, (6) Standby before discharging, (7) Discharge in the storage tank, (8) Cleaning and maintenance, (9) Standby until next cycle. The transitions between the succes-
sive phases are triggered by logical rules that may depend either on the state of the process or on external decisions taken by the operators, as it will be described in detail in Chapter 2.

iv. The storage tank is fed discontinuously (when the batch reactions are finished) but it is discharged continuously. The continuous output flow rate corresponds to the rate at which the continuous downstream process operates.

1.3 Conclusion

In order to analyze the behaviour of the benchmark chemical plant and to be able to optimize and stabilize its operation, we shall develop a mathematical model, as well as a simulator in the next Chapter. As we have seen in this Chapter, the benchmark plant is "hybrid" by
nature. From a process engineering viewpoint it is a hybrid plant because it combines both batch and continuous processes. From a system theoretic viewpoint it is a hybrid system because it combines both continuous-time dynamics and discrete-event dynamics: indeed the state variables of chemical reactions and mass transfers occurring in the system are clearly continuous variables that depend continuously on time while the transitions between the various production phases are typically described by discrete states that are driven by events occurring at discrete time instants. As we shall see in the next Chapter, the formalism of "Hybrid Automata" is therefore well suited for this modelling purpose.
Chapter 2

An hybrid simulation model of the benchmark chemical plant

The purpose of this Chapter is:

i. to describe the "Hybrid Automata" framework for hybrid process modelling;

ii. to apply this methodology on the modelling of the benchmark hybrid chemical plant presented in the previous Chapter;

iii. to develop a simulator of the plant in a Matlab-Simulink-Stateflow environment;

2.1 Hybrid automaton modelling

2.2 A Matlab-Simulink-Stateflow simulator of the plant

2.3 Conclusions

2.1 Hybrid automaton modelling

In this Chapter, the operation of the benchmark chemical plant of Figure (1.2) will be described by an Hybrid Automaton Model (HAM) [SW03], [Wil03]. Hybrid Automata are mathematical models that are
able to describe systems that involve simultaneously continuous-time
dynamics and discrete event dynamics. Traditionally, continuous-time
dynamics are represented by differential equations while discrete-event
dynamics may be represented by finite automata. Therefore, hybrid
automata, as they are used in this thesis, will be represented by inter-
connected systems of both ordinary differential equations and discrete
transition equations.

Mathematically speaking, the definition of a HAM requires to specify
a collection of sets \( H = (\Sigma, E, X, U, F, I, G) \) where:

i. \( \Sigma = \{\sigma_1, \sigma_2, \ldots, \sigma_N\} \) is the finite set of discrete states (that will
be most often called "modes" or "phases" in this thesis).

ii. \( E \subseteq \Sigma \times \Sigma \) is the finite set of admissible discrete transitions. As
we shall see hereafter, these transitions are usually represented by
directed edges in the underlying directed graph of the HAM.

iii. \( X \subseteq \mathbb{R}^n \) is the continuous state-space.

iv. \( U \subseteq \mathbb{R}^m \) is the continuous input space.

v. \( F = \{f_1, f_2, \ldots, f_N\} \) assigns a continuous vector function \( f_i : \)
\( X \times U \rightarrow \mathbb{R}^n \) to each discrete state \( \sigma_i \in \Sigma \). This is interpreted
as follows: while the hybrid system stays in discrete state \( \sigma_i \),
the continuous-time dynamics (i.e. the evolution of the continuous vari-
ables) are governed by the differential equation \( \dot{x} = f_i(x, u), \ x \in \)
\( X, u \in U \).

vi. \( I = \{I_{ij} : X \rightarrow X, (\sigma_i, \sigma_j) \in E\} \) assigns a "reset map" to each ad-
missible discrete transition. When a transition occurs from mode
\( \sigma_i \) to mode \( \sigma_j \), the continuous state is reset to a new value accord-
ing to \( I_{ij} \). This new value is the initial condition for the evolution
of the continuous state in mode \( \sigma_j \) according to \( f_j \). In this thesis,
we shall restrict ourselves to two specific situations:

a) either \( I_{ij} \) is an identity map, which means that there is no state
reset and the initial state for mode \( \sigma_j \) is just the final state of
the previous mode $\sigma_i$;

b) or there is a reset to an a-priori fixed value $x_0$ when the system enters the new mode $\sigma_j$ independently of the final value of the state in the previous mode.

vii. $G = \{G_{ij} : X \times \mathbb{R}_+ \rightarrow \mathbb{R}, (\sigma_i, \sigma_j) \in E\}$ is the set of transition guards that define the conditions for the transition occurrences between the discrete states. Each transition guard is formulated under the form of a rule expressed as: "If $G_{ij}(x(t), t) \geq 0$ then the transition $\sigma_i \rightarrow \sigma_j$ occurs". In this thesis, two types of transition guards are considered:

a) state event guards: where the switching between the discrete states is provoked by the dynamics of the system itself (when a certain boundary in the continuous state space $X$ is crossed).

b) time event guards: where the switching between the discrete states is an external time constraint.

For a particular application, the set-up of a model then essentially consists in deriving explicit and complete definitions of these sets. We shall first present separate HAMs for each batch reactor and the buffer tank. Then the overall HAM for the complete system involving all the batch reactors and the buffer tank together will be presented. In the course of this presentation, we shall also introduce additional modelling assumptions which are necessary for the model consistency and have not yet been mentioned.

2.1.1 Hybrid Automaton Model of a batch reactor

Discrete states and transitions. According to the description given in Chapter 1, during the production cycle, each batch reactor follows a sequence of 9 phases in a predefined order as shown in the directed graph of Figure (2.1) (with the notations defined in Table (2.1)). This graph is a typical example of the graphs that are commonly used in the literature to represent graphically, in a compact way, the behaviour of HAMs. In this graph, the vertices represent
the discrete states (or modes) and the edges represent the admissible transitions. The elements of the set $\Sigma$ of discrete states is then naturally defined as the set of process phases:

$$\Sigma = \{F, SH, H, R, C, SD, D, M, SF\}$$

The set $E$ of transitions between the discrete states is:
\[ E = \{(SF, F), (F, SH), (SH, H), (H, R), (R, C),
(C, SD), (SD, D), (D, M), (M, SF)\} \]

**Continuous states.** As we have mentioned in Chapter 1, it is assumed that the product of interest is made, in batch stirred tank reactors, by an exothermic chemical reaction from one or several reactants. Therefore, in accordance with the classical modelling of stirred tank reactors, the continuous state variables are: \( V [m^3] \) the volume of the reactor, \( T [K] \) the reactor temperature and \( C = (c_1, c_2, \ldots, c_p) [mol/l] \) the vector of the concentrations of the chemical species in the reactor. Since these variables are physically non-negative, we have \( X \triangleq \mathbb{R}^{p+2}_+ \).

In the next paragraphs, we shall present a detailed description of the successive modes (or phases) of the reactor. This description will include all the elements necessary for an (implicit) definition of the sets \( F, I, G, U \) that are needed to complete the HAM.

**Continuous-time dynamics, discrete-time dynamics and input variables.** The process behaviour may then be described, in each phase, by a set of continuous differential equations (mass and energy balances). The successive phases are described as follows.

**F : Filling.** During this phase, the reactor is progressively fed with a reactant flow. For simplicity, it is assumed that the reaction is not initiated at this stage and consequently that the reactant concentrations and the temperature in the reactor remain constant at their values \( C_{in} \) and \( T_{in} \) in the feed flow. The volumetric inflow rate is denoted \( F_{in} \). Then the balance equations are:

\[
\begin{align*}
    \frac{dV}{dt} &= F_{in} \\
    \frac{dC}{dt} &= 0 \quad \text{or} \quad V(t) = \int_{t_0}^{t} F_{in}(\tau)d\tau \\
    \frac{dT}{dt} &= 0 \quad \{ C(t) = C_{in} \} \\
    & \{ T(t) = T_{in} \}
\end{align*}
\]
In these equations, \( t \) is the independent (continuous) time variable and \( t_0 \) denotes the initial time instant of the current filling phase. The reactor filling lasts until the volume \( V \) reaches a given maximum value \( V_{\text{max}} \) (a state event guard). The initial conditions are reset to \( V(t_0) = 0, C(t_0) = C_{\text{in}}, T(t_0) = T_{\text{in}} \).

**SH : Standby before heating.** During this phase, it is assumed that the state remains constant (i.e. there is no heat or mass losses and no initiation of the reaction). The balance equations are trivially as follows:

\[
\begin{align*}
\frac{dV}{dt} &= 0 \\
\frac{dC}{dt} &= 0 \quad \text{or} \\
\frac{dT}{dt} &= 0
\end{align*}
\]

\( V(t) = V_{\text{max}} \)

\( C(t) = C_{\text{in}} \)

\( T(t) = T_{\text{in}} \)

The transition to the next phase (Heating) is triggered when a certain time period \( \Delta SH [\text{h}] \), fixed by the plant scheduler (a time event guard) has elapsed.

**H : Heating.** During this phase, the reactor is heated with hot steam circulating in a heat exchanger. The balance equations are:

\[
\begin{align*}
\frac{dV}{dt} &= 0 \\
\frac{dC}{dt} &= Sk(T)r(C) \\
\frac{dT}{dt} &= -\delta k(T)r(C) + Q_h(T_h - T)
\end{align*}
\]
In these equations \( k(T)r(C) \) denotes the reaction rate. The first term \( k(T) \) represents the dependence of the reaction rate on the temperature \( T \) and the second term \( r(C) \) represents the dependence on the concentrations in the reactor. Typical examples of such functions are the Arrhenius law for \( k(T) \) and the law of mass action for \( r(C) \) (see the next section of this Chapter for a concrete example). The vector \( S \) in the second equation is the stoichiometric vector. In the third equation, the first term \(-\delta k(T)r(C)\) represents the heat produced by the reaction with the constant coefficient \( \delta < 0 \) being proportional to the reaction enthalpy. The last term \( Q_h(T_h - T) \) represents the exchange of heat between the reactor and the heating coil, with \( T_h \) the steam temperature and \( Q_h \) the specific heat transfer rate (proportional to the steam flow rate). The heating phase lasts until the temperature \( T \) reaches a given maximum value \( T_{\text{max}} \) (a state event guard).

**R : Reaction or Temperature regulation.** During this phase, the temperature is regulated at the set-point \( T_{\text{max}} \). The regulation is achieved by a cooling coil fed with cold water. Here we assume that the regulation is perfect (i.e. \( T(t) = T_{\text{max}} \quad \forall t \)) and therefore that the cooling rate exactly compensates for the exothermicity. Hence the balance equations are:

\[
\begin{align*}
\frac{dV}{dt} &= 0 \\
\frac{dC}{dt} &= Sk(T_{\text{max}})r(C) \\
\frac{dT}{dt} &= 0 \iff \delta k(T_{\text{max}})r(C) = Q_c(T_c - T_{\text{max}})
\end{align*}
\]

In the last equation, \( T_c \) is the coolant temperature and \( Q_c \) the specific heat transfer rate (proportional to the coolant flow rate). The regulation phase stops when the reactants are almost
depleted, for instance when the concentration of one key reac-
tant, $c_i, i \in \{1, \ldots, p\}$ is under a given threshold value $c_i^{tr}$ (a
state event guard).

**C: Cooling.** Here cold water is added into the cooling device of
the reactor in order to stop the reaction quickly. The balance
equations are:

$$\begin{align*}
\frac{dV}{dt} &= 0 \\
\frac{dC}{dt} &= Sk(T)r(C) \\
\frac{dT}{dt} &= -\delta k(T)r(C) + Q_c(T_c - T)
\end{align*}$$

The cooling phase lasts until the reactor temperature achieves
a given minimal temperature $T^{min}$ (a state event guard).

**SD : Standby before discharge.** During this phase, it is as-
sumed that the state remains constant and the balance equa-
tions are:

$$\begin{align*}
\frac{dV}{dt} &= 0 \\
\frac{dC}{dt} &= 0 \quad \text{or} \quad \begin{cases}
V(t) = V^{max} \\
C(t) = C^{tr} \\
T(t) = T^{min}
\end{cases} \\
\frac{dT}{dt} &= 0
\end{align*}$$

Here the phase transition is triggered by the elapse of a certain
time period $\Delta_{SD} [h]$, fixed by the plant scheduler (a time event
guard).
D : Discharging During this phase the obtained product of interest is progressively discharged in the storage tank. The volumetric outflow rate is denoted $F_{\text{disch}}$. Consequently the balance equations are:

$$\begin{cases}
\frac{dV}{dt} = -F_{\text{disch}} \\
\frac{dC}{dt} = 0 \\
\frac{dT}{dt} = 0
\end{cases}$$

or

$$\begin{cases}
V(t) = V_{\text{max}} - \int_{t_0}^{t} F_{\text{disch}}(\tau)d\tau \\
C(t) = C_{\text{tr}} \\
T(t) = T_{\text{min}}
\end{cases}$$

Reactor discharging lasts until the volume $V$ reaches a certain minimal value $V_{\text{min}}$ (a state event guard).

M : Cleaning and maintenance. During this phase, the reactor is cleaned and prepared for new production cycle. For simplicity, this is modeled as:

$$\begin{cases}
V(t) = 0 \\
C(t) = 0 \\
T(t) = T_a
\end{cases}$$

with $T_a$ the ambient temperature. The maintenance phase lasts for a certain fixed time duration, $\Delta_M$ a priory known.

SF : Standby before filling. During this phase, it is assumed that the state remains constant and the balance equations are simply:
Here the phase transition is triggered when a certain time period $\Delta_{SF} \ [h]$, fixed by the plant scheduler (a time event guard) has elapsed.

In accordance with the general concepts of chemical process modelling the input flow rates of the reactors during the phases: filling, heating, temperature regulation and cooling can be classified as input variables and grouped in the vector $u = (F_{in}, F_{disch}, Q_h, Q_c)$. Since these variables are physically non-negative, $U \triangleq \mathbb{R}_+^4$. The constraints on these input variables will be defined in the next Chapter. Moreover, as was defined, the stand by times are coming from the scheduler (an external unit) consequently they are also classified as input variables for the plant and grouped in the vector $\Delta_{SB} = (\Delta_{SF}, \Delta_{SH}, \Delta_{SD})$.

2.1.2 Hybrid Automaton Model of the storage tank

**Discrete states and transitions.** According to the description given in Chapter 1, during the production cycle the tank is fed discontinuously (when a $BR_i, i \in \{1,...,N\}$ is discharged) but is discharged continuously. This process is modeled by the directed graph in Figure (2.2) (with the notations defined in Table (2.2)). The phase $OUF$ is undesirable and the tank enters in it only if its volume is over its maximal or under minimal allowed values. The elements of the set $\Sigma^{ST}$ of discrete states is then naturally defined as the set of process phases:

$$\Sigma^{ST} = \{ F_1D, F_2D, ... , F_ND, F_{12}D, ... , F_{(N-1)N}D, F_{123}D, ... , F_{(N-2)(N-1)N}D, ... , F_{12...N}D, DO, OUF \}$$
2.1 Hybrid automaton modelling

Fig. 2.2: HAM of a storage tank

<table>
<thead>
<tr>
<th>abbreviation</th>
<th>phase name</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_iD$</td>
<td>Filling from $BR_i$, $i \in {1, ..., N}$ and discharging</td>
</tr>
<tr>
<td>$F_iD_j$</td>
<td>Filling from $BR_i$ and $BR_j$, $i, j \in {1, ..., N}$, $i \neq j$ and discharging</td>
</tr>
<tr>
<td>$F_i...kD$</td>
<td>Filling from $BR_i ... BR_k$, $i, k \in {1, ..., N}$, $i \neq k$ and discharging</td>
</tr>
<tr>
<td>$F_{12...N}D$</td>
<td>Filling from all reactors and discharging</td>
</tr>
<tr>
<td>$DO$</td>
<td>Discharging only</td>
</tr>
<tr>
<td>$OUF$</td>
<td>Over/under filling</td>
</tr>
</tbody>
</table>

Table 2.2: Phases in the storage facility

Note that at time $t$ only one reactor can start discharging in the tank and consequently the initial phase of the tank is $F_iD$, $i \in \{1, ..., N\}$. The set $E^{ST}$ of transitions between the discrete states is:
Continuous states. As it was described in Chapter 1, there is no chemical reaction taking place in the tank but only a transfer of material and consequently, in accordance with the classical modelling of such chemical vessels, the continuous state variables are simply: $U$ [m$^3$] the volume of the storage facility, and $P$ [mol/l] the concentration of the chemical product in it. Since these variables are physically non-negative, we have $X^{ST} \triangleq \mathbb{R}_+^2$.

Note that except otherwise mentioned, there is no reset of the values of the continuous state variables at the transition from one phase to another.

Continuous-time dynamics, discrete-time dynamics and input variables. The process behaviour may then be described, in each phase, by a set of continuous differential equations (mass balances only):

$$
\begin{align*}
\frac{dU}{dt} &= \sum_{i=1}^{N} \varphi(\sigma^i(t)) F^i_{\text{disch}} - w \\
\frac{dPU}{dt} &= \sum_{i=1}^{N} \varphi(\sigma^i(t)) F^i_{\text{disch}} P^i_{\text{in}} - wP
\end{align*}
$$

with $\sigma^i : \mathbb{R} \rightarrow \Sigma^i$, where $\sigma^i(t)$ is the working phase of the $i^{th}$ reactor at time $t$ such that,

$$
\varphi(\sigma^i(t)) = 1 \text{ if } \sigma^i(t) = D \\
= 0 \text{ if } \sigma^i(t) \neq D
$$

and $P^i_{\text{in}}$ [mol/l] is the concentration of the product coming from each reactor, $F^i_{\text{disch}}$ [m$^3$/h] and $w$ [m$^3$/h] are the volumetric output
flow rates of product going out from $BR_i$ and from the tank, respectively. It should be noted that during the DO phase the tank is not fed with a product but it is only discharged with an outflow rate $w$.

Let us now describe the transition conditions between some of the phases of the storage facility. The definition of the other phases is similar.

**DO: Discharging only.** Tank discharging lasts

- either until any of the batch reactors $i$ enters its discharging phase, $D$ (an input event guard). At that moment the storage tank, goes to the phase $F_i D$.

- or until the volume of the storage facility $U$ reaches its minimal allowed value $U_{\text{min}}$ (a state event guard) and consequently the tank process goes to the over/under filling phase, OUF.

**F$_i$D: Filling from $BR_i$ and discharging.** This phase stops

- either when $BR_i$ is completely discharged and enters the maintenance and cleaning phase, $M$ (an input event guard). In this case the storage facility goes to the discharging only phase, DO.

- or when another reactor $BR_j$ enters the discharging phase, $D$ (an input event guard). In this case the storage tank, goes to the phase of filling from reactor $i$ and reactor $j$ and discharging, $F_{ij} D$.

- or when its volume $U$ reaches a given maximal value $U_{\text{max}}$ (a state event guard). In this case the tank goes to the over/under filling phase, OUF.
F\textsubscript{ij}D: Filling from both reactors and discharging. This phase proceeds

- either until BR\textsubscript{i} is completely discharged and enters the maintenance and cleaning phase, M (an input event guard). In this case the tank goes to the phase of filling from reactor \( j \) and discharging, \( F_jD \).

- or until BR\textsubscript{j} is completely discharged and it enters the maintenance and cleaning stage, M (an input event guard). In this case the tank goes to the phase of filling from reactor \( i \) and discharging, \( F_iD \).

- or until its volume \( U \) reaches a given maximal value \( U^{\text{max}} \) (a state event guard). In this case the storage tank goes to the over/under filling phase, OUF.

**OUF: Over/under filling** The plant cannot go out of this phase unless a new production scheduling is made.

The input and output flow rates of the tank during all of the phases are classified as input variables and grouped in the vector: \( u^{ST} = (F_{\text{disch}}^1, ..., F_{\text{disch}}^N, w) \). Since these variables are physically non-negative, \( U^{ST} \triangleq \mathbb{R}_{\geq 0}^{N+1} \). The existing constraints on these input variables will be defined in the next Chapter.

### 2.1.3 Hybrid Automaton Model of the entire benchmark plant

The overall hybrid automaton model of the plant is made as a combination of the models of its units, namely the \( N \) automata of the batch reactor processes and the automata of the storage facility process. The directed graph of the plant is given in Figure (2.3) where a possible combination of active phases of the plant processes is emphasized with bold circles, namely:

\( BR_1 \) and \( BR_j \) are in the phase Discharging and respectively the storage tank is in the phase Filling from \( BR_1 \) and \( BR_j \) and discharging. At this time \( BR_N \) is in the Stand by before filling phase.
Fig. 2.3: Combined HAM of a benchmark chemical plant
Mathematically the collection of sets of the hybrid plant automaton is defined hereafter.

**Discrete states and transitions.** The plant has a combined discrete set of states and a combined discrete transition set, namely:

- the plant discrete set is a subset of the Cartesian product of the discrete sets of its \( N + 1 \) units:
  \[
  \Sigma^{TOT} \subset \{ \Sigma^1 \times \Sigma^2 \times \ldots \times \Sigma^N \times \Sigma^{ST} \}
  \]
  An active phase of the overall plant at time \( t \) is a combination of all \( N + 1 \) simultaneously active phases of its units (Figure (2.3), bold circles).

- Similarly the plant admissible discrete transition set is a subset of the Cartesian product of the sets of discrete transitions of its \( N + 1 \) units:
  \[
  E^{TOT} \subset \{ E^1 \times E^2 \times \ldots \times E^N \times E^{ST} \}
  \]

**Continuous states.** The plant continuous state combines all state variables of its \( N + 1 \) units:

\[
x^{TOT} = \left( V^1 \ T^1 \ C^1 \ldots V^N \ T^N \ C^N \ U \ P \right)'
\]

**Continuous-time, discrete-time dynamics and input variables.**

- The plant continuous-time dynamics is a subset of the Cartesian product of the sets of continuous time dynamics of its \( N + 1 \) units:
  \[
  F^{TOT} \subset \{ F^1 \times F^2 \times \ldots \times F^N \times F^{ST} \}
  \]
  respectively, continuous dynamics of the plant process at time \( t \) is a combination of all \( (N+1) \) simultaneously active continuous dynamics of its units (Figure (2.3), bold circles).
• The definition of the set of transition guards is similar:

\[ G_{\text{TOT}} \subset \{ G^1 \times G^2 \times \ldots \times G^N \times G^{\text{ST}} \} \]

• The plant input variables namely the flow and transfer rates as well as the stand by times coming from the plant scheduled are grouped as follows:

  - Plant input flow/transfer rates:

    \[ u^{\text{TOT}} = \left( F_{\text{in}}^1 Q_{\text{c}}^1 Q_{\text{h}}^1 F_{\text{disch}}^1 F_{\text{in}}^2 Q_{\text{c}}^2 Q_{\text{h}}^2 F_{\text{disch}}^2 \ldots F_{\text{in}}^N Q_{\text{c}}^N Q_{\text{h}}^N F_{\text{disch}}^N, w \right)' \]

  - Plant input stand by times coming from the scheduler:

    \[ \Delta^{\text{TOT}} = \left( \Delta_{\text{SF}}^1 \Delta_{\text{SH}}^1 \Delta_{\text{SD}}^1 \Delta_{\text{SF}}^2 \Delta_{\text{SH}}^2 \Delta_{\text{SD}}^2 \ldots \Delta_{\text{SF}}^N \Delta_{\text{SH}}^N \Delta_{\text{SD}}^N \right)' \]

Note that taking into account the number of reactors \( N \), that in each of them 9 phases are performed, as well as the number of phases performed in the storage facility, it is obvious that the number of possible combination of simultaneously active phases (and continuous dynamics respectively) is very high. The same is valid for the number of simultaneously active transition conditions between the phases of the different units.

Consequently, the main advantage of a separate modeling of the hybrid processes performed in the plant units as presented in this thesis, is that it avoids the enumeration over all elements of the discrete set of phases, the set of continuous-time and discrete-time dynamics, needed to model the plant behaviour at any time.

In order to observe and analyze the behaviour of the benchmark chemical plant and to be able to optimize and stabilize its operation, we shall develop a simulator in the next section.
Fig. 2.4: Plant simulator
2.2 A Matlab-Simulink-Stateflow simulator of the plant

The hybrid automaton framework presented in the previous Section is used to build a simulator for the considered hybrid chemical plant. It is developed in a Matlab environment by the combination of the Stateflow and Simulink tools. A more detailed presentation of the simulator is given in Appendix A. The main features of the simulator are as follows:

- **Stateflow** is an interactive graphical design tool that works with Simulink to model and simulate mostly discrete-event dynamics. It is based on the Statechart formalism of Harel [Har87]. A Stateflow chart is build by using Stateflow graphical objects. Likewise the directed graph of an hybrid system it has phases called states and transition conditions (presented as: [condition]) between them, representing a Boolean expression that must be true for a transition to occur from one state to another. Consequently Stateflow is well appropriate for the simulation of the discrete-time dynamics of a hybrid system. During the simulation when a state or a transition is active they are highlighted.

- **Simulink** is an interactive graphical design tool that models and simulates mostly continuous-time dynamics. Actually Stateflow associates with each state a set of equations which are modeled and simulated using various Simulink blocks. The synchronization between states activation and equations solving is accomplished by so a called entry function available in each mode of the Stateflow chart. Consequently Simulink is used to simulate the continuous-time dynamics of a hybrid system.

A presentation of some other features of the Stateflow and Simulink tools of Matlab are given hearafter during the simulator description.

The global Simulink model of the chemical plant simulator is shown in Figure (2.4). Similarly to the plant presented in Figure (1.2) it has:

i. Two subsystems: Batch Reactor 1 and Batch Reactor 2 to simulate the hybrid automaton model of each batch reactor (here it is
assumed that we have only two reactors);

ii. The subsystem: Storage Tank to simulate the hybrid automaton model of the storage facility;

moreover there are:

iii. Two subsystems: $Q_{c1\_cool(t)}$ and $Q_{c2\_cool(t)}$, to calculate during the cooling phase of each reactor $BR_i$, $i \in \{1, 2\}$, the cooling water rate $Q_c^i$ as a function of the cooling water used in the other reactor $BR_j$, $j \in \{1, 2\}$ $i \neq j$ (See for details Chapter 3, Section 3.3 and Appendix A);

iv. Two subsystems: $w$ and $w$ : PI - control, the former is use to set output flow rate of the tank to its scheduled value and the latter to compute it based on a $PI$ control law as given by Equation (6.13) (See for details Chapter 6, Section 6.3 and Appendix A).

On the other hand:

i. the block ”SIMULATOR DATA - 2 CLICK” is used to load the plant parameters via a Matlab code in the Matlab work space;

ii. the blocks ”NAME.mat” are used to save the time evolutions of the reactor and the tank continuous state variables.

Based on the mathematical model developed in this Chapter the Simulink blocks are interconnected by arrows which represent the interactions between the plant units. Now some of the various building modules of the simulator shall be described in more details.

### 2.2.1 Matlab-Simulink-Stateflow model of the batch reactor

The Simulink-Stateflow model of $BR_1$ is depicted in Figure (2.5). This model is obtained after a double click on the Batch Reactor 1 block of Figure (2.4). The model of $BR_2$ is identical (See Appendix A). As seen it consists of two mutually connected subsystems: a Stateflow and a Simulink diagrams.
It is assumed that there is a simple second order exothermic reaction performed in the reactors, namely:

\[ 2A \rightarrow B \]

Fig. 2.5: Simulink-Stateflow diagram of \( BR_1 \)

- The continuous state variables of the plant are the concentrations of the reactant \( A \) and of the product \( B \). The corresponding state vector is denoted: \( C = (C_A, C_B)' \)

- It is assumed that the dependence of the reaction rate on the temperature, \( k(T) \) obeys an *Arrhenius law* and consequently it is expressed as follows: \( k(T) = k_0 \exp \frac{-E}{RT} \), where \( k_0 \) [l/mol.h] is the rate constant, \( R \) [J/mol.K] is the gas constant and \( E \) [J/mol] is the activation energy of the reaction.

- The dependence of the reaction rate on the concentration, \( r(C) \) obeys the *law of mass action*. Because the reaction is second order the dependence has the form, \( r(C_A, C_B) = C_A^2 \)
Fig. 2.6: Stateflow diagram of $BR_1$
• The stoichiometric vector has the form: \( S = (-2 \; 1) \)

• The discrete states and transitions shall be defined during the description of \( BR_1 \) Stateflow diagram of the plant simulator.

**Assumption:** The **cleaning and maintenance phase** and the **stand by (before filling phases)** are aggregated into a single phase. Referring to the Stateflow diagram of \( BR_1 \) in Figure (2.6) it is seen that in this case there are 8 phases (instead of 9) namely: stand by (before filling): \( SF_1 \), filling: \( F_1 \), stand by (before heating): \( SH_1 \), heating: \( H_1 \), temperature regulation: \( TR_1 \), cooling: \( C_1 \), stand by (before discharging): \( SD_1 \) and discharging: \( D_1 \). The code (on the arrow between the states: \( D_1 \) and \( SF_1 \)):

\{Tin1=288; Treset; Cain1=0; Careset; Cbin1=0; Cbreset; Vin1=0; Vreset;\}

is used to reset the values of the reactant and product concentrations, the temperature and the volume in the reactor to their values just before the **stand by (before filling) phase**.

The Stateflow realization of the HAM of the reactor process is given hereafter.

In Figure (2.6) it is seen that there is an arrow which enters the phase \( F_1 \) and is not connected with the other phases. In the Stateflow language it is used to set up that this phase becomes active first when the simulation is run.

• the phase changes from stand by (before filling) \( SF_1 \) to filling \( F_1 \), when the time duration, \( SF_1 \) \([h]\) fixed by the plant scheduler has elapsed. In Stateflow code this is defined though the so called **after** function: \([after(SF1/st,wakeup)]\). The code:

\{Tin1=300; Treset; Cain1=10; Careset; Cbin1=0; Cbreset; Vin1=0; Vreset;\}

is used to reset the values of the reactant and product concentrations and the temperature in the reactor to their inflow value.

• the phase changes from filling \( F_1 \) to stand by (before heating) \( SH_1 \), when the reactor volume, \( V1 \) reaches its maximal value, \( Vmax \) \([m^3]\). In Stateflow code this is expressed as: \([V1]=Vmax\).
• the phase changes from stand by (before heating) SH\_1 to heating H\_1, when the time duration, SH\_1 [h] fixed by the plant scheduler has elapsed. In Stateflow code this is defined as: [after(SH1/st,wakeup)].

• the phase changes from heating H\_1 to temperature regulation TR\_1, when the reactor temperature, T1 reaches its maximal value, Tmax [K]. In Stateflow code this is expressed as: [T1>=Tmax].

• the phase changes from temperature regulation TR\_1 to cooling C1, when the reactant concentration, C\_1 reaches its threshold value, Catr [K]. In Stateflow code this is expressed as: [C1<=Catr].

• the phase changes from cooling C\_1 to stand by (before discharging) SD\_1, when the reactor temperature, T1 reaches its minimal value, Tmin [K]. In Stateflow code this is denoted as: [T1<=Tmin].

• the phase changes from stand by (before discharging) SD\_1 to discharging D\_1, after the stand by time SD\_1 [h] defined by the scheduler has elapsed. In Stateflow code this is expressed as: [after(SD1/st,wakeup)].

• finally the phase changes from discharging D\_1 to stand by (before filling) SF\_1 , when the reactor volume, V1 reaches its minimal value, Vmin [m³]. In Stateflow code this is defined as: [V1<=Vmin].

Here the variable sigma1 is used for the graphical representation of the working phase of reactor one. Because the used version of Stateflow does not have a possibility for symbolic data they are replaced by numbers (Table (2.3)); k1,k2,k3,k4,k5 (See Figure (2.7)) are variables used to connect the Stateflow diagram of the tank with the Simulink blocks where the continuous time equations of the volume and product concentration of the storage facility are solved; Fin1, Fdisch1 and Qh1 are used to denote the rates of filling, discharging and heating, respectively. Note that because the cooling flow rate Qc1cooling(t) is time dependent it is computed outside the Stateflow diagram (See Figure (2.4)).
Table 2.3: Correspondence between the HAM and the simulator discrete state variables for BR, i ∈ {1, 2}

<table>
<thead>
<tr>
<th>State</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>σi</td>
<td>SF</td>
<td>SF</td>
<td>SH</td>
<td>TR</td>
<td>TR</td>
<td>TR</td>
<td>TR</td>
<td>TR</td>
</tr>
</tbody>
</table>

The Simulink realization of the continuous dynamics of the hybrid automaton model of BR1 is given in Figure (2.7). It consists of a set of blocks which solves volume, concentration and energy balances equations, respectively. As a result it produces the time evolution of the state variables: V1, Ca1, Cb1, T1.

The content of the volume balance block is depicted in Figure (2.8). It is used to solve (though the integrator block 1/s) the differential equation of the volume during each phase. The value of the flow rate $F1$ switches between 8 values (for each phase): \{Fin1, 0, 0, 0, Fdisch1, 0\}. The switching is governed by the Stateflow diagram of BR1 via the Switch $k4$ (Figure (2.7)).

Now we shall present the state flow diagram of the storage facility. The realization of the continuous dynamics Simulink-blocks for the solution of the continuous dynamics equations of the tank is straightforward (See Appendix A).

### 2.2.2 Matlab-Simulink-Stateflow model of the storage facility

As seen from Figure (2.9) the Stateflow diagram of the storage tank has five phases: filling from BR1 and discharging $F1D$, filling from BR2 and discharging $F2D$, filling from BR1 and BR2 and discharging $F12D$, discharging only DO and over/under filling OUF. The single arrow entering the phase DO and not connected with the other phases defines that the storage facility operation starts with it. Here the variable sigmaST is used for the graphical representation of the working phase of the tank.

The transitions between the modes are described as follows:
Fig. 2.7: Simulink blocks of the $BR_1$

Fig. 2.8: Simulink model of the $BR_1$ volume balance
2.2 A Matlab-Simulink-Stateflow simulator of the plant

\[ U \geq U_{\text{max}} \]

\[ U \leq U_{\text{min}} \]

\[ \sigma_2 = 8 \]

\[ \sigma_1 = 8 \]

\[ \sigma_1 = 1 \]

\[ \sigma_2 = 1 \]

\[ \sigma_2 = 8 \]

\text{OUF stp = 1; sigmaST = 5;}

\text{DO s1 = 1; s2 = 0; s3 = 1; sigmaST = 2;}

\text{F1D s1 = 2; s2 = 1; s3 = 1; sigmaST = 2;}

\text{F12D s1 = 4; s2 = 1; s3 = 1; sigmaST = 4;}

\text{F2D s1 = 3; s2 = 1; s3 = 1; sigmaST = 3;}

Fig. 2.9: Stateflow diagram of ST
Table 2.4: Correspondence between the HAM and simulator discrete state variables for the ST

- The phase changes from $DO$ to $F1D$, when $BR_1$ enters its discharging phase. In *Stateflow code* this is expressed as: $[\text{sigma1}==8]$.

- The phase changes from $DO$ to $F2D$, when $BR_2$ enters its discharging phase. In *Stateflow code* this is expressed as: $[\text{sigma2}==8]$.

- The phase changes from $F1D$ to $DO$, when $BR_1$ enters its standby (before filling) phase. In *Stateflow code* this is expressed as: $[\text{sigma1}==1]$.

- The phase changes from $F2D$ to $DO$, when $BR_2$ enters its standby (before filling) phase. In *Stateflow code* this is expressed as: $[\text{sigma2}==1]$.

- The phase changes from $F1D$ to $F12D$, when $BR_2$ enters its discharging phase. In *Stateflow code* this is expressed as: $[\text{sigma2}==8]$.

- The phase changes from $FD2$ to $F12D$, when $BR_1$ enters its discharging phase. In *Stateflow code* this is expressed as: $[\text{sigma1}==8]$.

- The phase changes from $F12D$ to $F1D$, when $BR_2$ enters its standby (before filling) phase. In *Stateflow code* this is expressed as: $[\text{sigma2}==1]$.

- The phase changes from $F12D$ to $F2D$, when $BR_1$ enters its standby (before filling) phase. In *Stateflow code* this is expressed as: $[\text{sigma1}==1]$.

- The phase changes from one of the phases: $F1D$ or $F2D$ or $F12D$ to $OUF$, when the maximal volume of the tank is reached. In *Stateflow code* this is expressed as: $[U>=U_{\text{max}}]$. 

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{sigmaST} & 1 & 2 & 3 & 4 & 5 \\
\hline
\sigma^{ST} & DO & F1D & F2D & F12D & OUF \\
\hline
\end{array}
\]
2.3 Conclusions

The phase changes from DO to OUF, when the minimal volume of the tank is reached. In Stateflow code this is expressed as: 
\[ U <= U_{\text{min}} \].

Here the variable \( s_1, s_2, s_3 \) are variables used to connect the Stateflow diagram of the tank with the Simulink blocks where the continuous time equations of the volume and product concentration of the storage facility are solved.

2.3 Conclusions

In this Chapter we have presented and applied the hybrid automaton formalism for the modeling of the benchmark hybrid chemical plant. The process performed in each vessel is modeled by a hybrid automaton and the overall model is obtained as a combination of the hybrid automata models of the plant units. The main advantage of the proposed separate modeling of the hybrid processes is that it avoids the enumeration, over all elements of the \( N+1 \) discrete set of phase, \( N+1 \) set of continuous-time and discrete-time dynamics, needed to model the plant behaviour at any time. Note that a complete enumeration over all possible states of the tank automaton is needed. Based on the model a simulator of the plant is implemented in a Matlab-Simulink-Stateflow environment. Next Chapter presents the use of the simulator for optimal scheduling of a simple two reactors-storage tank plant under resources and tank capacity limitations.
Chapter 3
Design of periodic schedules: case studies

The purpose of this Chapter is:

i. to define the problem of the optimal periodic scheduling for the benchmark plant with two reactors and a storage tank.

ii. to present an heuristic rule to solve this scheduling problem.

iii. to show how the Simulink-Stateflow simulator can be a very useful tool for the design of periodic schedules for the plant.

Three case studies shall be presented: a single reactor having resource rate restrictions; a two reactors plant with resource rate restrictions and finally a two-reactors buffer tank plant having not only resource rate restrictions but also tank capacity limitations.

3.1 Case studies
3.2 CASE 1: A single batch reactor
3.3 CASE 2: Two batch reactors
3.4 CASE 3: Two batch reactors and the storage tank
3.5 Conclusions
3.1 Case studies

In this thesis, an important concern is the design of periodic schedules which achieve some performance optimization of the hybrid chemical plant. In the present Chapter, we shall investigate how the simulator can be a useful tool for the design of such periodic schedules.

Three case studies will be considered. They are summarized in Figure 3.1. In all cases the aim is to operate the plant as fast as possible under some restrictions. The number of vessels (reactors and storage tank) and the type of restrictions are indicated in each box of Figure 3.1.

The numerical values of the main model parameters used in the simulations are given in Table 3.1 (Reaction parameters) and Table 3.2 (Switching parameters). The values of the reaction parameters are chosen in a way to obtain phase durations (filling, heating, etc...) which are in accordance with the Solvay project description [Mel03]. The various resources (raw material, hot steam for heating and cold water for cooling and regulation) are shared by the two batch reactors under the following constraints and limitations:
3.1 Case studies

- Reaction rate constant: $k_0 = 10000 \text{ l/mol.h}$
- Activation energy: $E = 40200 \text{ J/mol}$
- Gas constant: $R = 8.3143 \text{ J/mol.K}$
- Constant proportional to the reaction enthalpy: $\delta = -100 \text{ l.K/mol}$
- Inlet reactant (A) temperature: $T_A^{in} = 288 \text{ K}$
- Inlet reactant (A) concentration: $C_A^{in} = 10 \text{ mol/l}$
- Inlet product (B) concentration: $C_B^{in} = 0 \text{ mol/l}$
- Hot steam temperature: $T_h = 380 \text{ K}$
- Cold water temperature: $T_c = 280 \text{ K}$

| Table 3.1: Reaction parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{\text{max}}$</td>
<td>maximal volume</td>
</tr>
<tr>
<td>$T_{\text{max}}$</td>
<td>maximal temperature</td>
</tr>
<tr>
<td>$C_{A_{\text{tr}}}$</td>
<td>threshold concentration</td>
</tr>
<tr>
<td>$T_{\text{min}}$</td>
<td>minimal temperature</td>
</tr>
<tr>
<td>$V_{\text{min}}$</td>
<td>minimal volume</td>
</tr>
</tbody>
</table>

| Table 3.2: Switching parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{\text{max}}^{in}$</td>
<td>maximal reactant (A) feed flow rate</td>
</tr>
<tr>
<td>$F_{\text{disch}}$</td>
<td>discharging flow rate</td>
</tr>
<tr>
<td>$Q_{\text{max}}^h$</td>
<td>maximal hot steam transfer rate</td>
</tr>
<tr>
<td>$Q_{\text{max}}^c$</td>
<td>maximal cooling water transfer rate</td>
</tr>
<tr>
<td>$Q_{\text{min}}^c$</td>
<td>minimal cooling water transfer rate</td>
</tr>
</tbody>
</table>

| Table 3.3: Limitations of the resource rates

i. There is a physical constraint on the maximum value of the total filling flow rate $F_{\text{in}} = F_{\text{in}}^1 + F_{\text{in}}^2 \leq F_{\text{in}}^{\text{max}} \text{ [m}^3/\text{h}]$, of the total heating transfer rate $Q_h = Q_h^1 + Q_h^2 \leq Q_h^{\text{max}} \text{ [h}^{-1}]$ and of the total cooling transfer rate $Q_c = Q_c^1 + Q_c^2 \leq Q_c^{\text{max}} \text{ [h}^{-1}]$ when the two reactors are operated separately or simultaneously. The maximal values are given in Table 3.3.

ii. Under the conditions of Tables 3.1 - 3.2 and referring to the set of differential equations for the reaction phase of the reactor HAM given in Chapter 2 the cooling transfer rate $Q_{c_i}^i (i = 1, 2)$ for performing the temperature regulation is:
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\[
\begin{align*}
Q_c(t) &= \delta \left( k_0 e^{\frac{E}{T_{\text{max}} R}} \right) \frac{C_A^2(t)}{T_c - T_{\text{max}}} \\
C_A(t) &= \frac{C_A(0)}{1 - 2(k_0 e^{\frac{E}{T_{\text{max}} R}})C_A(0)(t - t_0)} \\
\end{align*}
\]

where \( C_A(0) \) is the reactant \( A \) concentration at the end of the heating phase. As a result the cooling profile is graphically represented in Figure 3.2. Remark that the transfer rate \( Q_c \) can reach the value \( 3.6 \, [h^{-1}] \) which is close to the maximal admissible value \( Q_{c_{\text{max}}} = 4.2 \, [h^{-1}] \).

iii. During the cooling phase, in order to have a sufficiently fast cooling, the cooling transfer rate must be large enough \( Q_i \geq Q_{c_{\text{min}}} \) (\( i = 1, 2 \)). The numerical value is given in Table 3.3.

From these conditions, we observe that the limitation in terms of cooling transfer rate \( Q_c \) may induce two kinds of conflict for this resource:

i. either the total demand may exceed the maximum \( Q_{c_{\text{max}}} \) value when both reactors are simultaneously in regulation phases

ii. or the cold water transfer rate for cooling must be larger than \( Q_{c_{\text{min}}} \) when a reactor is in cooling phase and the other reactor in regulation phase.

Furthermore, the discharge flow rates are supposed to be constant and identical for both reactors \( F_{\text{disch}}^1 = F_{\text{disch}}^2 \) (see Table 3.3).

3.2 CASE 1: A single batch reactor

We first consider the case when a single batch reactor is repeatedly operated. In order to operate the reactor as fast as possible (or in other terms to obtain an optimally scheduled operation) the successive tasks (filling, heating, reaction, cooling, discharging) are immediately performed without delay and the stand-by times \( \Delta_{SF} \) (before filling), \( \Delta_{SH} \) (before heating), \( \Delta_{SD} \) (before discharging) are set to zero. The filling, heating and cooling tasks are obviously performed with maximal rates
Fig. 3.2: Quantity of cold water used by $BR_1$ ($BR_2$) to perform the temperature regulation during the reaction phase, Equation (3.1)

Fig. 3.3: CASE 1: Schedule of a batch reactor
Fig. 3.4: CASE 1: Scheduled flow rates of a batch reactor

\[ F_{\text{in}}^{\text{max}}, Q_h^{\text{max}}, Q_c^{\text{max}}. \]

**Scheduling**

In Figure 3.3 we give the chart of the plant schedule. It is seen that as was described in Subsection 2.2.1 the reactor cycle passes through the phases: filling, heating, reaction, cooling and discharging. When the discharging is done a new production cycle starts. It is important to observe that the reactor is automatically **periodically** operated with an optimal period \( T_p^{\text{opt}} = 4.65 \ [h] \).
3.2 CASE 1: A single batch reactor

**Flow rates evolution**

The periodic character of the flow rates of raw material $F_{in}$ and hot steam $Q_h$ is observed in Figure 3.4 A and B, respectively. As seen during the corresponding phases they operate at maximal rates. The total cooling water transfer rate, used during the reactor operation, is presented in Figure 3.4 C. Its value is zero when the reactor is in the phases: filling, heating and discharging; it is a constant equal to the maximal value: $4.2 \ [h^{-1}]$ when the reactor is in the cooling phase (Table 3.3) and it is exponentially decreasing when the reactor is in the reaction phase (Figure 3.2).

**State variables evolution**

The periodic volume and the temperature profiles of the reactor are given in Figure 3.5 A and B, respectively where the different phases of
the reactor operation are clearly seen. The profiles of the concentration of the raw material \(A\) and product \(B\) are presented in Figure 3.5 C.

### 3.3 CASE 2: Two batch reactors

Let us now consider a plant having two reactors operated in parallel. In order to operate the plant as fast as possible the first reactor is supposed to be started right from the beginning, with a maximal filling rate \(F_{in}^{\text{max}}\) and a maximal heating rate \(Q_{h}^{\text{max}}\). Obviously the second reactor has to be started with a certain time lag with respect to the first one because the filling and heating resources are no longer available. There is another more important reason for delaying the second reactor. The reason is that there is a risk of conflict for the use of cooling water during the reaction phase if the two reactions are performed simultaneously. Furthermore in order to have a maximal utilization of the cold water, during the cooling phase of each reactor \(BR_i, \ i \in \{1, 2\}\), the cooling rate \(Q_i^c\) is calculated as a function of the cooling water used in the other reactor \(BR_j, \ j \in \{1, 2\}\), \(i \neq j\). This is expressed as follows:

i. if
   a) \(\sigma^i(t) = C\) and \(\sigma^j(t) \neq TR\) or
   b) \(\sigma^i(t) = C\) and \(\sigma^j(t) \neq C\)
then \(Q_{c,\text{cooling}}^i(t) = Q_{c}^{\text{max}}\);

ii. if \(\sigma^i(t) = C\) and \(\sigma^j(t) = TR\) then \(Q_{c,\text{cooling}}^i(t) = Q_{c}^{\text{max}} - Q_{c,\text{regulation}}^j(t)\);
where \(Q_{c,\text{regulation}}^j(t) = \frac{\delta k_0 \exp(-E/RT_{\text{max}})}{T_c - T_{\text{max}}} C_j^2\) (See Figure 3.2)

iii. and finally if \(\sigma^i(t) \neq C\) then \(Q_{c,\text{cooling}}^i(t) = 0\).

Note that the chemical reaction is such that the duration of the reaction phase is larger than the duration of the cooling phase. Therefore both reactors can not be together in the cooling phase. We assume that these rules for determining \(Q_c(t)\) during the cooling phase are added as constraints to the reactor continuous time dynamics in the
HAM and consequently in the Simulik-Stateflow simulator (See Figure 2.4 and Appendix A).

Finally, in order to operate the reactors as fast as possible, we impose that all stand by times are set to zero, namely $\Delta_{SF}^i = 0, \Delta_{SH}^i = 0, \Delta_{SD}^i = 0$ for $i \in \{1, 2\}$.

### 3.3.1 Convergence to a periodic operation

In order to avoid a conflict for the cold water utilization the second reactor must start with time lag of at least, 1.76 [h]. Otherwise as illustrated in Figure 3.6 the total cold water capacity is exceeded.

![Diagram showing total cold water conflict with Lag 2 = 1.75 h](image)

Fig. 3.6: Total cold water conflict: Lag 2 = 1.75[h]

The plant operation is illustrated in Figure 3.7, A where the profile of the total cold water flow rate $Q_{c,TOTAL}(t) = Q_{c,1}(t) + Q_{c,2}(t)$ is represented. In this Figure, an important feature can be observed: the hybrid plant trajectory automatically converges to a periodic operation with a period equal to 4.74 [h] which is reached after approximately 80 hours. Note that this convergence has been discovered through the use of the simulator.

It turns out that the cold water conflict is alleviated for all time lags in the interval [1.76 3.13] [h]. For instance, if the second reactor is started with a lag time of 2.6 [h], the process behaviour is shown in Figure 3.7, B. Here also, it can be observed that the plant trajectory
converges to exactly the same periodic operation with the same period of $T_p = 4.74 \text{ [h]}$. The convergence time is here approximately equal to 40 hours.

In fact a set of simulations shows that for all initial time lags in the interval $[1.76 \text{ 3.13}] \text{ [h]}$, the overall plant behaviour always converges to the same periodic trajectory which appears clearly to be an at-
tracting limit cycle of the hybrid chemical plant.

In the special case when the time lag is $2.37 \, [h]$, the plant is initialised on the limit cycle and the operation is periodic right from the beginning. This case is presented in Figure 3.7, C.

Another representation of the convergence to the periodic limit cycle for different initial conditions is given in Figure 3.8 A-B. In these Figures it is seen that cycle duration of each reactor $T_p \, [h]$ converges after a certain number of batches to the limit cycle period $T_p = 4.74 \, [h]$.

In Figure 3.8 C, we represent the number of successive batches that are performed before to reach the periodic operation: the closer is the initial time lag to the optimal one ($= 2.37 \, [h]$), the faster is the convergence to the periodic schedule.

Finally, Figure 3.9 is another way to summarize our observations: the interval $[1.76, 3.13] \, [h]$ is the only admissible set of values for the time lag between the starting times of the two reactors. All other values outside this interval will lead the process to a blocking, either because the total cold water capacity is exceeded or because the minimal cold water capacity is reached. Figure 3.9 represents the time instants where the blocking occurs in function of the time lag.

3.3.2 Optimal periodic schedule

The analysis that we have done here above shows that the limit cycle is the only possible periodic operation of the plant with zero stand-by times $\Delta_{SF}^i = \Delta_{SH}^i = \Delta_{SD}^i = 0 \, [h]$. Hence, by using the Simulink-Stateflow simulator, we have been able to discover the optimal periodic schedule of the plant. This schedule is optimal in the sense that there is no other periodic schedule that could be faster and perform more batches per unit of time. Indeed at every time instant each reactor is using when necessary all available quantity of the corresponding resource. In other terms, it is the periodic schedule that gives the highest possible plant productivity. The behaviour of the hybrid plant under this optimal schedule is illustrated in Figures 3.10, C, E, F. As seen in these Figures there is no conflict of cooling water sharing. Moreover the cold water used during the cooling phases
Fig. 3.8: CASE 2: Summary of the convergence to a periodic limit cycle

Fig. 3.9: CASE 2: Zones of cooling water sharing
is not constant but is obtained based on the available cooling water quantity used in the other reactor (see Figure 3.10 C and E).

Fig. 3.10: CASE 2: The optimal periodic solution with zero stand by times
3.3.3 Other sub-optimal periodic schedules

As we have seen above, the optimal schedule is carried on with zero stand-by times. In order to robustify the periodic plant operation with respect to disturbances and model inaccuracies, it may however be interesting to define sub-optimal periodic schedules with non-zero stand-by times. Indeed, this can give some robustness margin to the process operation by adjusting the stand-by times on-line possibly with a feedback control strategy. This control issue will be discussed in Chapter 6.

Let us first consider the case when the plant is operated with the smallest time lag \( \text{Lag}_2 = 1.76 \text{ [h]} \) between the starting of reactors \( BR_1 \) and \( BR_2 \). The aim is to see, if thanks to the introduction of stand-by times, we could operate the plant periodically right from the beginning. In order to solve this problem we refer to Figure 3.8 A where we can see that, at the initial instant, there is a difference in the cycle durations of the two reactors: \( T_{p1} < T_{p2} \). The idea is therefore to introduce stand-by times in the cycle of reactor \( BR_1 \). It can be shown that with the following values \( \Delta_{SF}^1 = 0 \text{ [h]} \) (where \( \Delta_{SF}^1 \approx |T_{p2} - T_{p1}| \)), \( \Delta_{SH}^1 = \Delta_{SD}^1 = 0 \text{ [h]} \), it is indeed possible to have, right from the beginning, a periodic operation with a period \( T_p = 4.88 \text{ [h]} \) which is obviously larger than the optimal period \( T_{popt} = 4.74 \text{ [h]} \). Actually the real difference of 0.14 [h] is smaller than the used stand by time \( \Delta_{SF}^1 \) due to fact that during the cold water sharing the initial time lag is partially compensated. With this sub-optimal periodic schedule, the non-conflicting operation of the plant is illustrated in Figures 3.11 A-F.

The same approach can be followed with different time lags of \( BR_2 \) in the feasible "cold water sharing interval" of Figure 3.9. It is found that the plant can operate periodically in all the domain by adding appropriate stand by times. The results are summarized in Figure 3.12. As it can be seen the minimum of the resulting graph corresponds to the time lag of 2.37 [h] where the stand by times are zero and the period is minimal: \( T_{popt} = 4.74 \text{ [h]} \).
3.4 CASE 3: Two batch reactors and the storage tank

In the analysis of CASE 2 we have considered a plant with two reactors but we have ignored the presence of the storage tank (or equivalently we have assumed that the capacity of the storage tank is not a limi-
In this section we shall discuss the behaviour of the full plant with the two reactors and the storage tank. Consider the plant operating under the optimal schedule given in Figure 3.10. Let us now assume that the capacity of the storage tank is also a resource limitation. From the optimal scheduling chart (Figure 3.10 A) it is seen that both reactors are not discharged at the same time. Consequently we can set the tank maximal capacity to $U_{\text{max}} = 35 \,[m^3]$, with $U_{\text{max}} \geq (V_{\text{max}} - V_{\text{min}})$ and the minimal capacity to zero, $U_{\text{min}} = 0 \,[m^3]$.

In order to have a periodic operation of the tank the constant output flow rate $w$ is taken equal to the mean value of total input flow rate, $F(t) = F_{1\text{disch}} + F_{2\text{disch}}$. Consequently based on the input flow rate profile given in Figure 3.13 we have that $w = F^m = 11.39 \,[m^3/h]$. This flow rate is applied as soon as $BR_1$ starts discharging in the tank.

Note that initially the tank is not empty but for safety reasons there is some product in it, $U_0 > 0 \,[m^3]$. Naturally to avoid over-filling of the tank from the very beginning $U_0$ must be smaller than $(U_{\text{max}} - (V_{\text{max}} - V_{\text{min}}))$. Here we have chosen, $U_0 = 5 \,[m^3]$. 

Fig. 3.12: CASE 2: Minimal stand by times for sub-optimal periodic solutions
As seen in Figure 3.14 the tank volume profile is periodic as soon as the discharging starts. But this periodic behaviour is obviously not robust at all. First, it is obvious that if the tank output flow rate is smaller or bigger than the optimal one the tank can be under- or over-fed.

Fig. 3.13: CASE 3: Input flow rate of the tank

Fig. 3.14: CASE 3: Tank volume profile
Moreover the behaviour is also sensitive to the value of the time lag between the two reactors as we shall now illustrate it. Let us apply the optimal output flow rate $w = 11.39 \frac{m^3}{h}$ to the case when the second reactor starts working with a time lag of $1.76 \ [h]$ and zero stand by times (Figure 3.7 A). It is seen in Figure 3.15 A, that at $time \approx 9 \ [h]$ the maximal volume constraints are reached and the plant is blocked. On the other hand if the time lag of $BR_2$ is $2.1 \ [h]$ it is seen that after some time the tank volume profile converges to a periodic profile which is however different from the optimal one (Figure 3.15 B). Referring to Figures 3.15 C it is seen that when the time lag of $BR_2$ is equal to $2.9 \ [h]$ the minimal volume constraints are reached at $time \approx 8 \ [h]$. This shows the complexity of the scheduling optimization problem and the need of an efficient algorithm for controlling the tank volume even in the case when there are no disturbances. This control issue will be addressed in Chapter 6.
3.5 Conclusions

In this Chapter we have shown the use of the plant simulator for optimal scheduling of a simple two reactors-storage tank plant. The simulation results for three case studies are presented and discussed. The aim of the case-studies is to give an idea of the complexity of the scheduling problem for productivity maximization in presence of resource limitations and capacity constraints of the tank. Moreover the need of an efficient algorithm for control of the tank volume even in the case when there are no disturbances is shown.
Chapter 4

Stability analysis of the hybrid plant limit cycle

This Chapter is concerned with the stability analysis of the limit cycle corresponding to the optimally scheduled plant operation. It uses the extension of trajectory sensitivity analysis presented in [His00] and [His05] to obtain the characteristic multipliers of nonsmooth limit cycles. The limit cycle is stable if its characteristic multipliers belong to the unit circle in the complex plane.

The hybrid system considered in this chapter is more complicated than the examples presented in the literature and consequently all computations are made numerically through the simulator.

4.1 Introduction

4.2 Example: CASE 2

4.3 Conclusions

4.1 Introduction

In Chapter 3 it was shown, through the simulations, that if \( BR_2 \) starts its operation with an initial time lag in the interval \([1.76, 3.13]\) [h], the overall plant behaviour always converges to the same periodic trajectory which appears to be an attracting limit cycle. Here we con-
Consider the optimally scheduled plant operation, namely when $BR_2$ is initialized exactly on the limit cycle (see Figure 3.10). We shall make a stability analysis of this periodic trajectory, using the trajectory sensitivity, to prove analytically that it is really an **attracting limit cycle**.

The trajectory sensitivity is concerned with linearizing the system trajectory around a nominal trajectory, rather than an equilibrium point. It characterizes the influence of the parameters and/or the initial conditions on the dynamic behaviour of the system. The sensitivity of the system flow is defined through the sensitivity transition matrix. As shown in [His00] for a hybrid system with a single event, this matrix is composed of two terms describing the sensitivity evolution away from the switching event and at the event, respectively. A subsequent extension to a set of events is given in [His05]. The developed method is illustrated using a two tank system and power systems in [His05] and [His01] [His02], respectively. Actually the simple linear two tank system which illustrates the existence of a limit cycle in hybrid systems was initially given in [RLP98]. Its stability analysis is also discussed in [Gir03] where the main contribution lies in the computations of the limit cycle as well as in [RL00] by using discrete time Lyapunov techniques.

The stability analysis is done by using Poincaré maps [Kha96]. The Poincaré map samples the flow of a periodic system each period and its concept is shown in Figure 4.1.

Here $x$ is a continuous state; $\Gamma$ is a $T_p$-periodic limit cycle; $\phi(x)$ is the flow of $x$; $\Sigma$ is a hyperplane transversal to $\Gamma$. The Poincaré map $P : \Sigma \rightarrow \Sigma$ is defined as the system flow after one cycle $T_p$ i.e. $P(x_0) := \phi_{T_p}(x_0)$. Actually a limit cycle corresponds to a fixed point of a Poincaré map. A fixed point is defined as:

$$ x_{i,i+1} = P(x_{i,i+1}) := \phi_{T_p}(x_{i,i+1}) $$

meaning that a trajectory starting from $x_{i,i+1}$ will cross again $\Sigma$ at $x_{i,i+1}$ after the period $T_p$. The stability of the Poincaré map at the fixed point $x_{i,i+1}$ is determined by linearizing $P$ at the fixed point $x_{i,i+1}$ and studying its differential, $DP_{x_{i,i+1}}(T_p)$. It was show in [PC89] that:
Let us consider this expression from the hybrid systems viewpoint and refer to Figure 4.2. As stated in [His01] the eigenvalues are independent of the cross-section $\Sigma$ and therefore for the hybrid system the section is usually chosen as the triggering hyper surface (or in other terms as the switching condition), $g_{i,i+1}$ corresponding to a switching from one phase to another along the periodic solution.
i. The matrix $\Phi_{i,i+1}(T_p)$ is the sensitivity transition matrix (or the Monodromy matrix [His01] [PC89]) after one period $T_p$ of the limit cycle i.e. starting at the point $x_{i,i+1}$ which is laying on the switching surface and coming back in $x_{i,i+1}$. For hybrid systems the switching point can be considered as a fixed point. The two terms of the matrix are computed as follows:

a) **Away from the events:** During the phase $i$ the system dynamics is governed by the equation $\dot{x} = f_i(x,u)$ with a solution $x_i(t)$. The trajectory sensitivity matrix, $\Phi_i$ is simply given by the solution of the equation:

$$\dot{\Phi}_i = Df_i(t)\Phi_i, \quad \Phi(t_i) = I$$

in the time interval $[t_i, t_{i+1}]$ when the phase $i$ is active and this time interval defines the so called duty time, $\Delta_i$ of the phase $i$; $Df_i(t) = \frac{\partial f_i(x)}{\partial x}$ is the gradient of $f_i$ with respect to $x$ over $\mathbb{R}^n$ computed along the trajectory $x_i(t)$ and $I$ is the $n \times n$ identity matrix.

b) **At events:** The trajectory sensitivity matrix at the transition from phase $i$ to phase $i+1$ is given by:

$$\Phi_{i,i+1} = Dh_{i,i+1} + \left(f_{i+1}(x_{i,i+1}) - Dh_{i,i+1}f_i(x_{i,i+1})\right)\frac{\nabla'g_{i,i+1}}{\nabla'g_{i,i+1}f_i(x_{i,i+1})}$$

note that it is assumed that the dynamics $f_i$ crosses the hyper plane $g_{i,i+1}$ transversally i.e. $\nabla'g_{i,i+1}f_i(x_{i,i+1}) \neq 0$; $f_i(x_{i,i+1})$ is the value of the continuous dynamics of the system during the phase $i$ calculated at the point $x_{i,i+1}$; $Dh_{i,i+1} = \frac{\partial h_{i,i+1}(x)}{\partial x}$ is the gradient of the reset map, $h_{i,i+1}(x)$ of the discrete transition from phase $i$ to phase $i+1$ with respect to $x$. Here we restrict ourselves to two specific situations:

- $h_{i,i+1}(x) = x$ i.e. there is no state reset of initial conditions during the transition and in this case $Dh_{i,i+1} = I$;
• or there is a reset to an a-priori fixed value $\bar{x}$ when the system enters the new phase $i + 1$ independently of the final value of the state in the previous phase i.e. $h_{i,i+1}(x) = 0$ and in this case $Dh_{i,i+1} = 0$.

**The Monodromy matrix after one period** $T_p$ of the limit cycle i.e. starting, for instance, at the fixed point $x_{i2}$ and coming back in $x_{12}$ is:

$$
\Phi_{12}(T_p) = \Phi_{N1}\Phi_N ... \Phi_{12}\Phi_1
$$

ii. $f_{i+1}(x_{i,i+1})$ is the value of the continuous dynamics of the system during the phase $i + 1$ calculated at the point $x_{i,i+1}$; $\nabla g_{i,i+1}$ is the gradient of the switching plane $g_{i,i+1}$ with respect to $x$; the plane $g_{i,i+1}$ is transversal to $f_{i+1}$ i.e. $f'_{i+1}(x_{i,i+1})\nabla g_{i,i+1} \neq 0$. Note that the last condition is not satisfied if after the switching occurs the system trajectory remains on the switching plane i.e. it is longitudinal to the plane. Such a hybrid system is called not unique in reverse time [His05]. In this case in order to perform a stability analysis we just have not to choose a switching point $\tilde{x}_{i,i+1}$ corresponding to this transition as a fixed point, otherwise $f_{i+1}(\tilde{x}_{i,i+1})\nabla g_{i,i+1} = 0$. For a specific example, refer to Section 4.2.

The periodic solution is stable if all the eigenvalues of $DP_{i,i+1}(T_p)$ (called also characteristic multipliers) are inside the unit circle of the complex plane.

### 4.2 Example: CASE 2

Referring to the above method description it is evident that in order to perform the stability analysis of the hybrid limit cycle of CASE 2, we have to determine the switching planes and their corresponding gradients; the switching points as well as the duty times that are needed for the computation of the sensitivity matrix away from the events. Note that due to the system non-linearity all the computations are based on numerical simulations performed on the plant simulator.

i. **The system:** Consider the plant operating under the optimal schedule discovered by the simulator. Due to the fact that the cold
water flow rate of $BR_i$ during the cooling phase is a function of the cold water of $BR_j$ during the reaction phase, the reactor state variables are interconnected. The joint dynamic profiles of the two vessels is given in Figure (4.3). It is seen that the combined model passes through ten successive phases. For instance during phase one: $BR_1$ is discharging and $BR_2$ is in regulation. The resulting joint $HAM$ is given in Figure (4.4).

![Fig. 4.3: Combined dynamics of both reactors](image)

ii. **Define the combined automaton:** It is seen that the hybrid system has the form: $\dot{x} = f_i(x, u)$, where $i \in \{1, ..., 10\}$. Here: $x = [V_1 \ T_1 \ C_1 \ V_2 \ C_2 \ T_2]^t \in \mathbb{R}^6$. For instance during the phase 5 namely when $BR_1$ is in regulation and $BR_2$ is cooling phase the joint dynamics, $f_5$ are:
Fig. 4.4: Combined automaton for both reactors

\[ \dot{V}_1 = 0 \]
\[ \dot{T}_1 = 0 \]
\[ \dot{C}_1 = -2k_0 e^{-\frac{E}{RT_{max}}} C_2^2 \]
\[ \dot{V}_2 = 0 \]
\[ \dot{T}_2 = -\delta k_0 e^{-\frac{E}{RT_{2}}} C_2^2 + \left( Q_{max} - \frac{\delta k_0 C_1^2 e^{-\frac{E}{RT_{max}}}}{(T_c - T_{max})} \right)(T_c - T_2) \]
\[ \dot{C}_2 = -2k_0 e^{-\frac{E}{RT_{2}}} C_2^2 \]

Referring to equation 5 i.e. \( \dot{T}_2 = f(C_1, T_2, C_2) \) it is clearly seen that the dynamics of \( BR_2 \) depends on the one of \( BR_1 \).

iii. **Determine the switching planes:** The transition condition between the phases in terms of switching planes are summarized in Table 4.1.

iv. **Find the fixed points and the duty times:** The fixed points can be determined from the volume, temperature and concentration
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Let us now apply the above described method. The switching hyperplane \( g_{12} \) (Table 4.1) is chosen for defining a Poincaré map and its corresponding normal vector is \( \nabla g_{12} = [1 0 0 0 0]^t \). Consider the point \( x_{12} \) on \( g_{12} \) (Table 4.2). Note that in this system \( f_3 \triangledown g_{23} = 0 \), \( f_4 \triangledown g_{34} = 0 \), \( f_7 \triangledown g_{78} = 0 \), \( f_8 \triangledown g_{89} = 0 \) and \( f_1 \triangledown g_{101} = 0 \) because the reactors trajectory after the switch remains on the corresponding switching plane. For instance \( f_4 \triangledown g_{34} = 0 \) corresponds to the phase when both reactors are in regulation. Consequently because each of these terms can be in the denominator of the differential of the Poincaré map it is not convenient to compute the differential with respect to none of them. Based on our choice:

i. **The Monodromy matrix** after one cycle, \( T_p = 4.74 \, [h] \) starting from the phase 2 and coming back to it, \( \Phi_{12}(T_p) = \Phi_{12} \Phi_1 \ldots \Phi_3 \Phi_{23} \Phi_2 \):

### Table 4.1: Switching plans

<table>
<thead>
<tr>
<th>phases</th>
<th>condition</th>
<th>switching plane</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 to 2</td>
<td>( V_1 \leq V_{min} )</td>
<td>( g_{12} : [1 \ 0 \ 0 \ 0 \ 0 \ 0] )</td>
</tr>
<tr>
<td>2 to 3</td>
<td>( V_1 \geq V_{max} )</td>
<td>( g_{23} : [1 \ 0 \ 0 \ 0 \ 0 \ 0] )</td>
</tr>
<tr>
<td>3 to 4</td>
<td>( T_1 \geq T_{max} )</td>
<td>( g_{34} : [0 \ 0 \ 1 \ 0 \ 0 \ 0] )</td>
</tr>
<tr>
<td>4 to 5</td>
<td>( C_5 \leq C_{tr} )</td>
<td>( g_{45} : [0 \ 0 \ 0 \ 0 \ 1 \ 0] )</td>
</tr>
<tr>
<td>5 to 6</td>
<td>( T_2 \leq T_{min} )</td>
<td>( g_{56} : [0 \ 0 \ 0 \ 1 \ 0 \ 0] )</td>
</tr>
<tr>
<td>6 to 7</td>
<td>( V_2 \geq V_{max} )</td>
<td>( g_{67} : [0 \ 0 \ 0 \ 0 \ 1 \ 0] )</td>
</tr>
<tr>
<td>7 to 8</td>
<td>( T_2 \leq T_{max} )</td>
<td>( g_{78} : [0 \ 0 \ 0 \ 1 \ 0 \ 0] )</td>
</tr>
<tr>
<td>8 to 9</td>
<td>( C_5 \leq C_{tr} )</td>
<td>( g_{89} : [0 \ 0 \ 0 \ 0 \ 1 \ 0] )</td>
</tr>
<tr>
<td>9 to 10</td>
<td>( T_3 \leq T_{min} )</td>
<td>( g_{910} : [0 \ 0 \ 0 \ 0 \ 1 \ 0] )</td>
</tr>
</tbody>
</table>

### Table 4.2: Switching points and duty times

<table>
<thead>
<tr>
<th>phases</th>
<th>switching point</th>
<th>duty time, ( \Delta ), [h]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 to 2</td>
<td>( x_{12} = [27 \ 300 \ 1.95 \ 27 \ 400 \ 3.43]^t )</td>
<td>0.16</td>
</tr>
<tr>
<td>2 to 3</td>
<td>( x_{23} = [0 \ 300 \ 1.95 \ 27 \ 400 \ 3.22]^t )</td>
<td>0.16</td>
</tr>
<tr>
<td>3 to 4</td>
<td>( x_{34} = [27 \ 300 \ 10 \ 27 \ 400 \ 3.04]^t )</td>
<td>0.45</td>
</tr>
<tr>
<td>4 to 5</td>
<td>( x_{45} = [27 \ 400 \ 8.98 \ 27 \ 400 \ 2.63]^t )</td>
<td>1.06</td>
</tr>
<tr>
<td>5 to 6</td>
<td>( x_{56} = [27 \ 400 \ 4.29 \ 27 \ 400 \ 2]^t )</td>
<td>0.51</td>
</tr>
<tr>
<td>6 to 7</td>
<td>( x_{67} = [27 \ 400 \ 4.33 \ 27 \ 300 \ 1.95]^t )</td>
<td>0.16</td>
</tr>
<tr>
<td>7 to 8</td>
<td>( x_{78} = [27 \ 400 \ 4.22 \ 0 \ 300 \ 1.95]^t )</td>
<td>1.95</td>
</tr>
<tr>
<td>8 to 9</td>
<td>( x_{89} = [27 \ 400 \ 3.04 \ 27 \ 300 \ 10]^t )</td>
<td>0.45</td>
</tr>
<tr>
<td>9 to 10</td>
<td>( x_{910} = [27 \ 400 \ 2.63 \ 27 \ 400 \ 8.88]^t )</td>
<td>1.06</td>
</tr>
<tr>
<td>10 to 1</td>
<td>( x_{101} = [27 \ 400 \ 2 \ 27 \ 400 \ 4.29]^t )</td>
<td>0.51</td>
</tr>
</tbody>
</table>

profiles given in Figure (4.3) as well as the duty times. All the numerical values are given in Table 4.2.
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\[ \Phi_{12}(T_p) = \begin{bmatrix}
0.9190 & 0.5890 & -9.1350 & -0.0870 & -0.0330 & -10.9660 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0010 & 0.0 & 0.0 & -0.0070 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
-0.0010 & 0.0 & 0.0060 & 0.0070 & 0.0030 & 0.9130
\end{bmatrix} \]

having eigenvalues:

\[ \text{eig}_{\Phi_{12}(T_p)} = \begin{bmatrix}
1.0204 & 0.8116 & 0.0010 & 0.0 & 0.0 & 0.0
\end{bmatrix}^t \]

Note that according to the reactors dynamics during the transition between the phases 1 and 2 as well as the phases 6 and 7 the concentration is reset from \( C^\text{tr} \) to a new value \( C_{in} \) and as a result the corresponding partial derivatives in the matrix \( Dh_{12} \) and \( Dh_{67} \), respectively are zero. During the other transitions there is no state reset of the initial conditions and \( Dh_{i,i+1} = I \).

ii. Finally the corresponding differential of the Poincaré map, \( DP_{12}(T_p) = \left( I - \frac{f_2(x_{12})}{f_2(x_{12}) \nabla g_{12}} \right) \Phi_{12}(T_p) \)

with \( f_2(x_{12}) = \begin{bmatrix}
162.0 & 0.0 & 0.0 & 0.0 & 0.0 & -1.172
\end{bmatrix}^t \) is:

\[ DP_{12}(T_p) = \begin{bmatrix}
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0010 & 0.0 & 0.0 & -0.0070 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0060 & 0.0040 & -0.0600 & 0.0060 & 0.0030 & 0.8340
\end{bmatrix} \]
having eigenvalues:

\[ \text{eig}_{DP_2} = [0.0005 \ 0.8345 \ 0.0 \ 0.0 \ 0.0 \ 0.0] \]

They are in the complex unit circle meaning that the hybrid limit cycle of the two-reactors system is attracting.

From the practical viewpoint the fact that the hybrid limit cycle is stable means that if the second reactor is started in the numerically found interval \([1.76 \ 3.13]\) \([h]\), the plant operation will always converge to the optimally scheduled operation.

### 4.3 Conclusions

In this Chapter we have presented a method based on the hybrid trajectory sensitivity analysis for the stability analysis of the hybrid limit cycle corresponding to the optimally scheduled plant operation. The obtained analytical results correspond to the simulation observations, given in Chapter 3, Section 3.3 i.e. the plant hybrid limit cycle is attracting. However as shall be seen in the next Chapter due to disturbances in the plant parameters (e.g. the hot steam transfer rate) the periodic hybrid trajectory may be affected: it can either converge to a new sub-optimal schedule or a conflict for the resources arises. Consequently an algorithm based on the model predictive control is proposed to prevent the plant from a shut-down.
Chapter 5

On the optimal periodic scheduling of the hybrid chemical plant

The purpose of this Chapter is:

i. to formulate the optimal scheduling of the hybrid chemical plant as an optimal control problem;

ii. to present the assumptions and simplifications added in three algorithms yielding suboptimal solutions of the problem namely: a continuous time periodic mixed integer linear programming (MILP) [PW07]; a hybrid model predictive control (HMPC) [RSdP06] and a time discrete event control [GGR06];

iii. to apply the obtained MILP suboptimal solution on the plant simulator developed in Section 2.2 and to compare it with the solution of the optimal control problem given in Sections 3.3 and 3.4.

5.1 Optimal periodic scheduling of the hybrid chemical plant formulated as an optimal control problem

5.2 Suboptimal continuous time periodic MILP solution

5.3 Other suboptimal scheduling approaches

5.4 Conclusions
5.1 Optimal periodic scheduling of the hybrid chemical plant formulated as an optimal control problem

We consider an hybrid chemical plant with $N$ parallel batch reactors, a storage tank and limited shared resources, represented by an hybrid automaton model as described in Chapter 2.

As we have illustrated with the simulations in Sections 3.3 and 3.4, the objective is to find a periodic schedule which maximizes the plant productivity. Maximizing the productivity means that the product outflow rate $wP$ must be constant and as large as possible. We consider the special case where the HAM of all batch reactors are identical and governed by the same transition guards. In such a case, it is clear that the product concentration $P$ in the storage tank is a constant parameter independent of the plant schedule. Hence maximizing $wP$ is equivalent to maximizing $w$. Note that the scheduling (production) period, $T_p$ is reciprocal to the plant output flow rate $w$ that is $T_p = \frac{N(V_{\text{max}} - V_{\text{min}})}{w}$. In this section, we shall formulate this problem as a general optimal control problem.

As we have just mentioned, the objective is simply stated as:

$$\text{Max } w.$$ 

The maximization must be performed with respect to the following decision variables

i. the continuous input functions of the continuous-time dynamics $F_{in}^i(t)$, $Q_h^i(t)$, $Q_c^i(t)$, $F_{\text{disch}}^i(t)$, $(i = 1, \ldots, N)$, $(0 \leq t \leq T_p)$;

ii. the discrete inputs which are the stand-by times $\Delta_{SF}^i$, $\Delta_{SH}^i$, $\Delta_{SD}^i$, $(i = 1, \ldots, N)$.

Obviously the optimization must be performed under the constraint of the hybrid dynamics as they have been defined in Chapter 2. In addition, the maximization problem is also subject to a set of equality and inequality constraints which essentially express that the resource limitations must not be exceeded and that the continuous and discrete inputs are positive quantities. Moreover there are capacity constraints
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on the buffer tank.

**Limitations on the resources flow and transfer rates**

**Equality constraints** As it was defined previously, when a reactor \(i\) is not in the filling or discharging phases there is no inflow or outflow of material and the values of the input variables \(F_{in}^i(t)\) or \(F_{disch}^i(t)\) are zero. This is expressed, as follows:

\[
F_{in}^i(t) = 0 \quad \text{if} \quad \sigma^i(t) \neq F \\
F_{disch}^i(t) = 0 \quad \text{if} \quad \sigma^i(t) \neq D
\]

The same is valid for the transfer rate of the hot steam which is zero if the reactor is not in the phase heating and for the transfer rate of the cold water which is zero if the reactor is not in the phases reaction or cooling, respectively. This is defined in the following way:

\[
Q_{h}^i(t) = 0 \quad \text{if} \quad \sigma^i(t) \neq H \\
Q_{c}^i(t) = 0 \quad \text{if} \quad \sigma^i(t) \neq (C \text{ or } TR)
\]

Moreover, during the temperature regulation phase, the reactor must use a specific quantity of cold water in order to compensate the exothermic heat of the reaction. This quantity is defined through the following equation:

\[
Q_{c}^i(t) = \frac{\delta k(T_{max})}{(T_c-T_{max})} \quad \text{if} \quad \sigma^i(t) = TR
\]

In case of a simple second order exothermic reaction the required cold water profile is given in Figure (3.2).

**Inequality constraints** In addition to equality constraints, there are also inequality constraints on the plant input variables that are
stated as follows.

The various flow rates must be larger than zero during the corresponding phases, namely:

\[ 0 < F^i_{in}(t) \text{ if } \sigma^i(t) = F \]
\[ 0 < F^i_{disch}(t) \leq F^\max_{disch} \text{ if } \sigma^i(t) = D \]
\[ 0 < Q^i_h(t) \text{ if } \sigma^i(t) = H \]
\[ Q^\min_c \leq Q^i_c(t) \text{ if } \sigma^i(t) = C \]

where \( F^\max_{disch} \) is the maximal allowed outflow rate of product during the discharging phase and \( Q^\min_c \) is the required minimal cooling water rate in order to have a sufficiently fast cooling during the cooling phase. The inequality constraints are also used to express the limitation on the resources sharing. For the input flow rate of raw material this is defined in the following way:

\[ \sum_{i=1}^{N} F^i_{in}(t) \leq F^\max_{in} \]

where \( F^\max_{in} \) is the maximal allowed inflow rate of raw material during the filling phase. The inequality constraints are also used to define the limitation on the sharing of the hot steam and cold water transfer rates.

\[ \sum_{i=1}^{N} Q^i_h(t) \leq Q^\max_h \]
\[ \sum_{i=1}^{N} Q^i_c(t) \leq Q^\max_c \]

where \( Q^\max_h \) is the maximal allowed transfer rate of hot steam during the heating phase and finally \( Q^\max_c \) is the maximal allowed transfer rate of cold water for the temperature regulation and cooling phases.

The optimization problem is also constrained by the capacity constraints of the storage facility defined hereafter.
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Capacity of the storage facility

**Inequality constraints** It is assumed that the volume of the storage facility, $U$ [m$^3$] is limited between some minimal $U_{\text{min}}$ and maximal $U_{\text{max}}$ level of the product in it. This constraint is expressed as follows:

\[ U_{\text{min}} \leq U(t) \leq U_{\text{max}} \]

Periodicity of the plant operation

**Equality constraint** In addition, it is required that the resources flow rates must be periodic with a period, $T_p$ [h], namely:

\[ F_{\text{in}}^i(t) = F_{\text{in}}^i(t + T_p) \]
\[ Q_h^i(t) = Q_h^i(t + T_p) \]
\[ Q_c^i(t) = Q_c^i(t + T_p) \]
\[ F_{\text{disch}}^i(t) = F_{\text{disch}}^i(t + T_p) \]

Respectively the discrete inputs namely, the stand by times before: filling, heating and discharging of the reactor process shall also be periodic.

For the benchmark simulator with two batch reactors described in Chapter 3, we have intuitively discovered the solution of this optimal control problem. This solution was presented in Sections 3.3 and 3.4. But for more general plants with a large number of batch reactors, the optimal control problem described above is clearly a nonlinear optimization problem which is complicated. It is probably hopeless to try to design computer algorithms able to exactly solve this problem with a reasonable computational burden and within a reasonable time. Efforts have therefore been recently made to state tractable algorithms yielding suboptimal solutions obtained under additional simplifying assumptions. Three of these methods based on references [PW07], [RSdP06] and [GGR06] are briefly reviewed in the next sections.
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The first method is based on a mixed integer linear programming (MILP) [PW07], [War07], i.e. on the optimization of a mixed integer program defined by linear constraints and both continuous and discrete variables.

In the continuous time MILP formulation two main notions are used: the ”event” and the ”time slot” (Figure 5.1):

- An Event is defined as the beginning or the end of a phase of a batch reactor process. For instance: Event \( t \) denotes the start of the phase heating on one reactor, while Event \( t + 1 \) denotes the start of the phase filling on another reactor.

- A Time slot is the time between two events.

The events and time slots are fixed and finite and are numbered from 1 up to \( T \) where \( T \) is a parameter of the scheduling formulation. The decomposition of time is the same for both reactors and for the tank. Because the schedule is cyclic, the event occurring at the end of time slot \( T \) coincides with the event occurring at the beginning of time slot 1 and is numbered as event 1 [PW07].
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5.2.1 Assumptions and simplifications for the MILP approach

In the MILP approach of [PW07], [War07] the following assumptions and simplifications are considered.

i. During the filling phases, the input flow rates \( F_{\text{in}}^i \) are constant and set at their maximal values: \( F_{\text{in}}^i(t) = F_{\text{in}}^{\text{max}} \) when \( \sigma^i(t) = F \).

ii. During the heating phases, the heating flow rates \( Q_{\text{h}}^i \) are constant and set at their maximal values: \( Q_{\text{h}}^i(t) = Q_{\text{h}}^{\text{max}} \) when \( \sigma^i(t) = H \).

iii. During the cooling phases, the cooling flow rates \( Q_{\text{c}}^i \) are constant and set at their minimal values: \( Q_{\text{c}}^i(t) = Q_{\text{c}}^{\text{min}} \) when \( \sigma^i(t) = C \).

iv. During the discharging phases, the discharging flow rates \( F_{\text{disch}}^i \) are constant and set at their maximal values: \( F_{\text{disch}}^i(t) = F_{\text{disch}}^{\text{max}} \) when \( \sigma^i(t) = D \).

v. The cooling profile is approximated by a piecewise constant function as shown in Figure 5.2. This implies that the reaction phase is decomposed and replaced by a set of successive partial reaction phases (four in the benchmark simulator case) with decreasing values of the cooling flow rate denoted \( Q_{\text{c},k}^i \) for the \( k \)th phase during the reaction in the \( i \)th reactor. Moreover as seen in Figure 5.2 the approximation is based on an over evaluation of the available cooling water rate which is needed in order to avoid resource shortage. Note that a finer decomposition of the reaction phase will lead to more a precise approximation but will decrease the feasibility of the formulation by increasing the computation time.

vi. The product outflow rate \( w \) is allowed to be time-varying inside a specified interval: \( w^{\text{min}} \leq w(t) \leq w^{\text{max}} \).

Some consequences of these assumptions are:

i. The most important consequence of these assumptions is that each phase of the plant has now a fixed processing duration (Table 5.1) which can be computed in advance with the plant simulator. This means that the optimal scheduling problem is no longer under the
Fig. 5.2: Approximated and real cooling water rate constraint of the hybrid plant dynamics which can just be replaced by the set of numbers corresponding to the phase processing times that are supposed to be given in advance.

Table 5.1: Fixed processing duration used in MILP

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$ filling</td>
<td>0.166</td>
<td>[h]</td>
</tr>
<tr>
<td>$p_2$ heating</td>
<td>0.4522</td>
<td>[h]</td>
</tr>
<tr>
<td>$p_3$ reaction 1</td>
<td>0.5</td>
<td>[h]</td>
</tr>
<tr>
<td>$p_4$ reaction 2</td>
<td>0.5</td>
<td>[h]</td>
</tr>
<tr>
<td>$p_5$ reaction 3</td>
<td>1</td>
<td>[h]</td>
</tr>
<tr>
<td>$p_6$ reaction 4</td>
<td>1.4412</td>
<td>[h]</td>
</tr>
<tr>
<td>$p_7$ cooling</td>
<td>0.919</td>
<td>[h]</td>
</tr>
<tr>
<td>$p_8$ discharging</td>
<td>0.166</td>
<td>[h]</td>
</tr>
</tbody>
</table>

ii. Another consequence is that the decision variables reduce now to the scheduling period $T_p$ and the stand-by times $\Delta_{SF}^i, \Delta_{SH}^i, \Delta_{SD}^i$. The continuous input functions $F_{\text{in}}^i(t), Q_h^i(t), Q_c^i(t), F_{\text{disch}}(t)$ are no longer decision variables for the optimization but simply constant parameters a priori fixed by the user.
iii. A third consequence is that two or more filling or heating phases cannot be performed at the same time and

iv. only the reaction and cooling phases can be simultaneous to some extent.

v. Moreover due to the piecewise constant function approximation the available cooling water capacity may not be fully used.

vi. And finally the solution is obtained off line and does not consider the presence of disturbances.

The suboptimal periodic scheduling solution and the simulation results obtained from its application on the plant simulator are presented here. The scheduling solution is obtained through a MOSEL optimization software.

5.2.2 Simulation results

Consider again CASE 3 from Section 3.4. The periodic suboptimal scheduling solution found though the algorithm given in [PW07], [War07] is discussed as follows.

The maximized average productivity is found to be: $w^m = 10.49 \ [m^3/h]$. It can be noted that this is smaller than the optimal one $w = 11.39 \ [m^3/h]$ found in Section 5.4 through simulations (Figure 3.13). The other decision variables, namely the stand by times are found to be zero similarly to the ones in Section 3.3.2.

It should be noted that the scheduling decision variables [PW07], [War07] are obtained in terms of Time slots durations, Events indicators (0 or 1), Quantity of product in the tank and can not be applied directly as inputs to the plant simulator. They are further transformed in terms of stand by times and a tank output flow rate.

On the other hand in the statement of the scheduling optimization problem it was defined that the output flow rate of the tank must
be constant. Knowing that the MILP scheduled output flow rate, \( w(t) = w(t + T_p) \) is not constant but periodic and varies in large bounds, one can take its maximized average value \( w^m \) and apply it on the simulator. However, the direct application of \( w^m \) instead of \( w(t) \) can lead to infeasible operation of the tank meaning that its minimal and the maximal volume bounds can be exceeded. A possible procedure to cope with this problem is to reduce the variations as follows:

**Fig. 5.3:** Scheduled output flow rate of the storage tank with small variations

- Firstly, the maximal average plant productivity for the plant simulator example is found in MOSEL [PW07] by setting up large bounds for \( w^\text{min} = 4 \text{ [m}^3\text{/h]} \) and \( w^\text{max} = 18 \text{ [m}^3\text{/h]} \).

- Then, the scheduling problem is solved again in MOSEL by setting up small limits, \( \epsilon = \pm 10^{-2} \) around \( w^m \), i.e. \( w^\text{min} = w^m - 10^{-2} \) and \( w^\text{max} = w^m + 10^{-2} \). In this particular case it was found that \( w^m = 10.49 \text{ [m}^3\text{/h]} \), which means that even though the solution possibilities were restricted the optimum is found. Because the variations around \( w^m \) (Figure 5.3) are very small its average value is applied to the simulator without risk of infeasible operation of the tank.
5.2 Suboptimal continuous time periodic MILP scheduling solution

The obtained suboptimal schedule in terms of stand by times and averaged tank output flow rate is applied on the simulator and the simulation results are presented in Figures 5.4 and 5.5.

Fig. 5.4: CASE 3: Suboptimal MILP periodic solution
Fig. 5.5: CASE 3: Suboptimal periodic volume profile

**Scheduling**

In Figure 5.4, A we give the chart of the plant schedule. As seen after the time lag of 2.57 [h] the operation is periodic with zero-stand by times. The cycle length is $T_{p}^{subopt} = 5.14$ [h]. This period is suboptimal because it is larger than the optimal one, 4.74 [h] (Figure 3.10 A) found in Chapter 3.

**Cooling water sharing**

The sub optimality comes also from the fact that the cold water used during the cooling phases is constant (Figure 5.4 C and E) which leads to under utilization of the available cooling water resources. For comparison in the optimal CASE 2 it is variable (see Figure 3.10 C and E). There is no conflict of cooling water sharing as seen in Figure 5.4, F. However it is observed that the total scheduled cooling water flow rate (given in dash-dotted line) has larger values than the really used one. This shows once again the sub optimality of the solution due to
the fact that its values are constant from one side and on the other hand they are bigger than the real ones, meaning the real available cooling water resource is not used effectively.

As seen in Figure 5.5, applying the flow rate $w^m = 10.49 \, [m^3/h]$ the tank volume profile (with initial volume of $U_0 = 5 \, [m^3]$) is periodic after the discharging of $BR_1$.

### 5.3 Other sub-optimal scheduling approaches

Within the framework of the European Excellence network HYCON, alternative approaches for designing schedules for our benchmark chemical plant have been discussed by other groups in [GGR07] and [RSD06]. In this section, we report briefly on these contributions. In both contributions, as in the present thesis, the authors address the scheduling issue for cyclically operated plants with parallel reactors using common resources and a continuous output. In order to make the problem tractable, as above, several essential simplifications are introduced. These simplifications are however stronger than for the MILP approach (see Section 5.2.1).

<table>
<thead>
<tr>
<th>Process</th>
<th>Duration [h]</th>
</tr>
</thead>
<tbody>
<tr>
<td>filling</td>
<td>0.166</td>
</tr>
<tr>
<td>heating</td>
<td>0.4522</td>
</tr>
<tr>
<td>reaction</td>
<td>3.441</td>
</tr>
<tr>
<td>cooling</td>
<td>0.919</td>
</tr>
<tr>
<td>discharging</td>
<td>0.166</td>
</tr>
</tbody>
</table>

Table 5.2: Fixed processing duration used in HMPC and TDEC

i. It is assumed that the successive phases have a fixed processing duration (known in advance) given in Table 5.2. The processing times are identical to those of Table 5.1 used in the MILP approach. This will allow a quantitative comparison of the results. Remark however that here the reaction phase (with temperature regulation) is considered as being a single phase and is not decomposed in 4 subtasks as it was done for the MILP case.
ii. The way of avoiding resource conflicts is very crude: it is imposed a priori that a limiting resource can never be used simultaneously by the two production lines. This means that any task which is resource consuming cannot occur at the same time on both reactors. This is a very restrictive condition which was not imposed in the MILP approach since there it is allowed to have tasks simultaneously consuming the cooling water on both reactors.

iii. Last but not least, in order to further facilitate the problem, it is assumed that the cooling water is not a limiting resource for the temperature regulation during the reaction phase. This is a very critical assumption since the regulation phase is by far the longest phase of the cycle and since, as we have seen in the case-studies of Chapter 3, the main risk of resource conflict precisely arises when the reactions take place simultaneously in both reactors (or to a smaller extent when the reaction in one reactor is simultaneous to the cooling phase in the second reactor). By ignoring the constraint associated to the regulation phase, it is clear that the main difficulty in terms of conflicting resources is totally alleviated.

In [GGR07] the problem is formulated within a discrete event framework by modelling systems components as multirate timed automata. A periodic schedule is computed by using an off-line optimisation method with the goal of minimising the cycle duration while avoiding resource conflicts. With the data of Table 5.2 and under conditions i, ii, iii, it is clear that the MILP optimal solution obtained in Section 4.2 is also an optimal solution of this timed discrete event (TDE) approach, i.e. with a productivity $w = 10.49 \text{[m}^3/\text{h]}$ and a cycle length $T_p = 5.14 \text{[h]}$. Unfortunately, condition iii also implies that many other equivalent solutions can be obtained, including unfeasible solutions that would give cold water conflicts when implemented on the simulator as soon as the limitation of cold water during the regulation phase is taken into account. It is the case for instance with the solution described by the Ganttchart in Figure 5.6. An additional interesting feature of this TDE approach is to incorporate easily in the problem some uncertainties regarding the durations of the process phases. Instead of assuming a given fixed time for each phase (Table 5.2), it is rather assumed that the duration of each phase lies inside some time interval (around the nominal values of Table 5.2). Then the scheduling
problem is treated as the problem of minimising the cycle length for the \textit{worst-case} scenario.

In \cite{RSdP06}, the schedule is produced on-line by using a classical Model Based Predictive Control (MPC) scheme. The internal model of the plant is an hybrid simulation model similar to the one we have developed in Chapter 2. The objective function is formulated as

\[
J = \int_0^{ph} \alpha_1 (V_{ST} - V_{STref})^2 + \alpha_2 (V_{ST} - V_{STmin})^2 + \\
+ \alpha_3 (V_{ST} - V_{STmax})^2 + \alpha_4 (1/w)^2 + \alpha_4 (T_{\text{constraint}})^2
\]

where \(ph\) denotes the prediction horizon. The first three terms are intended to control the level of the storage tank. The fourth term is intended to maximize the productivity by penalizing too small values of the production rate \(w\). The last term is intended to prevent the plant from simultaneous occurrences of the same phases in both reactors (condition ii above) : the variable \(T_{\text{constraint}}\) is an overall measure of the overlapping times between similar phases in both reactors (see \cite{RSdP06} for details). The decision variables include the stand by times \(\Delta_{SF1}, \Delta_{SH1}, \ldots\) and \(\Delta_{SD2}\) and the product outflow rate \(w\). At each time step, the nonlinear optimization is performed using Sequential Quadratic Programming (SQP). With the data of Table 5.2 and a prediction horizon of 3 production cycles, a simulation experiment of 25 hours is reported in \cite{RSdP06}. The obtained solution is approximately periodic with average production rate is \(w = 9.65 \text{ [m}^3/\text{h}]\), to be
compared to the optimal value of \( w^{opt} = 11.39 \; [\text{m}^3/\text{h}] \). An important drawback of the method is to produce an outflow rate which is time varying with a huge overshoot of about 800% at each cycle, Figure 5.7.

![Figure 5.7](image)

Fig. 5.7: Figure 7 from the paper [RSdP06]: Sub-optimal tank output flow rate \( F_{SOut} = w \; [\text{m}^3/\text{h}] \).

### 5.4 Conclusions

In this Chapter the optimal scheduling of the hybrid chemical plant has been formulated as an optimal control problem. Three strategies, one based on a cyclic MILP scheduling and others based on hybrid model predictive control and time discrete control, respectively, were also presented. In all of them the obtained solutions are suboptimal, based on the introduction of some additional assumptions simplifying the initially defined highly constraint optimization problem. Application of the periodic MILP scheduling solution on the plant simulator is given together with a comparison with the optimal solution obtained intuitively though simulations in Section 3.4. Next Chapter deals with
the consequence of the introduction of a constant disturbance during the optimally scheduled plant operation.
Chapter 6

Feedback control strategies for periodic schedules in presence of disturbances

In this Chapter we consider the optimally scheduled plant process under piecewise constant disturbances. As shall be seen the plant operation may be stopped either due to a conflict for the resources shared by the reactors or due to overflow/underflow of the tank. Consequently two separate feedback control strategies are proposed and analyzed, namely:

i. the resources sharing conflict is solved by a strategy based on a model predictive control (MPC) approach and using the concept of batch synchronization

ii. a simple PI control is applied on the tank not only to stabilize the process but also to ensure a smooth material transfer to the downstream processing.

The efficiency of both strategies is illustrated through a set of disturbance scenarios.
6.1 Introduction

In Chapters 3 and 5 we have considered the scheduling problem for productivity maximization of the benchmark plant, subject to resource and tank capacity limitations, on the basis of a perfect knowledge of the hybrid plant model. The model involves physical parameter values such as $T_c$ (cold water temperature), $T_h$ (hot steam temperature), $F_{in}$ (reactant feed flow rate), $Q_h$ (hot steam transfer rate) etc... Moreover the switching between the phases triggered by state events depends on on-line measurements of continuous state variables like $V$ (reactor volume), $T$ (reactor temperature) or $C_A$ (reactant concentration).

It would obviously be unrealistic to assume that all these parameters and measurements are error free and exactly known. Our concern here is to analyze the plant behaviour under periodic schedules in the case where there are constant (or piecewise constant) errors on the parameters and measured values.

Under such piecewise constant disturbances, two types of problems may arise:

1) The occurrence of a step disturbance may induce a drift in the reactors hybrid trajectory. As a result:
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i.) if the reactors are driven by a *sub-optimal schedule* the hybrid trajectory can either converge to a new sub-optimal schedule or a conflict for the resources arises (Subsection 6.2.1).

ii.) if the plant is driven by the *optimal schedule* and the disturbance is not very big, no conflict arises but the hybrid trajectory converges to a new sub-optimal schedule (Subsection 6.2.1);

2) As it has been seen Chapter 3, Section 3.4 the volume profile of the buffer tank is periodic (Figure 3.14) but naturally the occurrence of a disturbance (e.g. its input flow rate is smaller or bigger than the scheduled one) may lead to its overflow or under-filling.

Our objective in this chapter will be to propose and analyze control strategies in order to cope with these problems. In Section 6.2, we present a model based predictive control approach to avoid resource conflicts. In Section 6.3-6.4 we present a PI control approach to stabilize the buffer tank.

### 6.2 Model predictive control to avoid resource conflict

As a matter of illustration, let us consider the two-reactors operation of CASE 2 and refer to Figures 3.9 and 3.12. It is clear that if BR\textsubscript{1} starts its operation close to the total cooling water conflict zone, the occurrence of disturbances could lead to a conflict of cold water sharing. The same is valid for BR\textsubscript{2} if it starts working close to the minimal cooling water conflict zone.

A way to cope with disturbances is by computing a new production scheduling based on a selected criteria when the rescheduling has to be done. The use of MILP scheduling formulations (as in Chapter 5) may however be time-consuming [SP99] and there is a need for finding formulations that are able to give fast solutions even for fairly large instances. A possibility, as shown in [PW07] is to design transient schedules that aim at bringing the system from some initial state (possibly not good with respect to productivity) to a new better state from which a periodic schedule with good productivity is computed.
Another way also discussed by [PW07] is to incorporate the non-linear dynamics (including the disturbances) in the formulation but the computing time may become excessive.

As it was also mentioned in Chapter 5, a simple but conservative solution may be to assume a priori that the duration of each phase lies inside a given, wide enough, time interval [GGR07].

In this Section, we are concerned with feedback control in order to avoid resource conflicts in the case of, possibly unknown, piecewise constant disturbances. Our solution is based on an adaptive model predictive approach.

We focus on the two-reactors plant operating under a $T_p$-periodic schedule. We assume that, during each phase, one or several constant parameters may undergo disturbances under the form of step variations. The proposed control strategy is based on the model predictive control paradigm and uses the concept of batch synchronization given in [Mel03]. The model which is used in this model predictive control (MPC) is the plant simulator which has been described in Chapter 2 and is therefore supposed to be run on-line.

The basic issues of the proposed control strategy are the conflict detection, the computation and the allocation of the stand by times on the corresponding reactor. These problems are addressed by the control strategy illustrated in Figures 6.1 - 6.2.

6.2.1 Adaptive control strategy

The control algorithm is stated under the following assumptions:

i. There is an ideal periodic schedule with zero (Figure 3.10) or non-zero (Figure 3.11) stand by times;

ii. The parameters $F_{in}^{max}$, $Q_h^{max}$, $Q_c^{min}$, $Q_c^{max}$, $F_{disch}^{max}$, $T_h$, $T_c$, undergo piecewise constant disturbances. The time interval between two successive disturbance steps is larger than the period $T_p$ (i.e. there is at most one disturbance step for each parameter within each cycle).
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Fig. 6.1: Global control of the plant
iii. Only conflicts for cold water may arise because of the disturbances. The disturbances are not big enough to induce conflicts for raw material or hot water;

iv. The disturbances on $Q^{\text{max}}_c$ and $T_c$ are never big enough to prevent the temperature regulation to be effective.

Under these assumptions, the control algorithm given in Figure 6.2 (for $i \in \{1, 2\}$) is described as follows.

---

**Fig. 6.2:** Feedback strategy to avoid a cold water conflict
Step 1 Take measurements of the phases time duration (cycle $k$)

At the end of the phases: filling, heating, cooling and discharging in $k^{th}$ cycle of each reactor, their real time durations, $\Delta_F^i(k)$, $\Delta_H^i(k)$, $\Delta_C^i(k)$ are measured.

Step 2 Parameters estimation (cycle $k$)

The measurements are compared with the scheduled time durations, $\Delta_F^i$, $\Delta_H^i$, $\Delta_C^i$ and the errors are obtained i.e.

$$e_{\Delta_F^i}(k) = \Delta_F^* - \Delta_F^i(k), \quad \text{and} \quad e_{\Delta_C^i}(k) = \Delta_C^* - \Delta_C^i(k).$$

These errors are used to find estimations of the reactors parameters $\hat{F}_{\text{max},i}^m(k)$, $\hat{Q}_{h}^{\text{max},i}(k)$, $\hat{T}_{c}^i(k)$. As an estimator one can consider a table, obtained off-line by the simulator, relating the time errors with these parameters.

Step 3 Conflict prediction (cycle $k + 1/k$)

i. The parameters values, predicted for cycle $k + 1$, are set to be equal to the estimated ones i.e.:

$$F_{\text{max},i}^m(k + 1/k) = \hat{F}_{\text{max},i}^m(k), \quad Q_{h}^{\text{max},i}(k + 1/k) = \hat{Q}_{h}^{\text{max},i}(k), \quad \text{and} \quad T_{c}^i(k + 1/k) = \hat{T}_{c}^i(k).$$

ii. To optimize the plant productivity the stand by times at cycle $k + 1$ are predicted to be equal to their scheduled values i.e. $\Delta_{SB}^i(k + 1/k) = \Delta_{SB}^i$.

iii. Based on $i.$ and $ii.$ the simulator predicts for cycle $k + 1$ whether a cold water sharing conflict shall arise.

a) **No conflict:** The scheduled stand by times to be used on the plant in cycle $k + 1$ are not changed.

b) **A conflict:** New stand by times are computed for the cycle $k + 1$ (see Step 4).
Step 4 (a conflict at cycle $k+1$) Stand by times computing and allocation on the reactors (cycle $k+1/k$)

Consider Figure 6.3 where two successive cycles of the reactors operation, $k$ and $k+1$ are shown. By $\Delta^*_{TR12}$ and $\Delta^*_{TR21}$ are denoted the scheduled values of the time distance between the regulation phases on $BR_1$ and $BR_2$ and vise-versa. In the presence of disturbances these time distances change and as a result a cooling water conflict may arise.

![Fig. 6.3: Sub-optimal periodic schedule with no disturbances](image)

For cycle $k+1$ the difference between the predicted $\Delta_{TR12}(k + 1/k)$, $\Delta_{TR21}(k + 1/k)$ and the scheduled time separations $\Delta^*_{TR12}$, $\Delta^*_{TR21}$ is computed and it is allocated for $k + 1$ cycle as a stand by time on the appropriate reactor. This is done as follows:

- if $\Delta^*_{TR12} - \Delta_{TR12}(k + 1/k) < 0$ there is an increase of the real time distance with respect to the scheduled one between the reaction phases of $BR_1$ and $BR_2$. A natural way to avoid the conflict is, at cycle $k+1$ to add the difference $|\Delta^*_{TR12} - \Delta_{TR12}(k+1)|$ as a stand by time (for instance before filling) on $BR_1$. Note that in this way we are controlling the real time distance
\( \Delta_{TR12}(k+1) \) to become equal to \( \Delta^*_{TR12} \) and the conflict is avoided;

- if \( \Delta^*_{TR12} - \Delta_{TR12}(k+1/k) > 0 \) there is a decrease of the real time distance with respect to the scheduled one between the reaction phases of \( BR_1 \) and \( BR_2 \). To prevent a conflict at cycle \( k+1 \) this difference is added as a stand by time on \( BR_2 \);

- if \( \Delta^*_{TR21} - \Delta_{TR21}(k+1/k) < 0 \) there is an increase of the real time distance with respect to the scheduled one between the reaction phases of \( BR_2 \) and \( BR_1 \). To avoid a conflict at cycle \( k+1 \), the difference \( |\Delta^*_{TR21} - \Delta_{TR21}(k+1/k)| \) has to be removed \(^2\) from the stand by times of \( BR_2 \). Here, as was already discussed in Chapter 3, Section 3.3.3, the need of a sub-optimal robust schedule is evident.

- if \( \Delta^*_{TR21} - \Delta_{TR21}(k+1/k) > 0 \) we add, at cycle \( k+1 \), the absolute value of this difference as a stand by time on \( BR_1 \).

Note that at the cycle \( k+1 \) the stand by time to be applied is computed by one of the four expressions. The stand by times can be added also if for some reasons it is needed to slow down the process production, while keeping at the same time the process periodic.

**Step 5** Get new measurements at cycle \( k+1 \) and go to **Step 2**.

In this section, as a matter of example, we have focused on the case where only conflicts for the cold water may arise. But it is clear that the application of the proposed algorithm to avoid conflicts for other shared resources can be developed in a similar way, namely by taking into account the time separation between the phases where the conflict can arise. For more general plants having a large number of reactors the extension of the \( MPC \) should take into account the number of reactors that are simultaneously active during the production cycle and

\(^2\) this case is not treated in the thesis
also the corresponding time separation between pairs of successively working reactors.

### 6.2.2 Simulation results

Let us consider the application of the control strategy on the plant-simulator under four different scenarii of an unmeasured step disturbance, namely:

**Constant disturbances:** During the 3th cycle of the reactors operation i.e. at time \( t \approx 13 \) [h]:

*Disturbance scenario 1:* the hot steam transfer rate \( Q_{h,2}^{\text{max}} \) decreases incidentally from \( 3 \) [1/h] to \( 2 \) [1/h] (i.e. with \(-33\%)\). All the other parameters are unchanged with values as given in Table 3.3 and in Figure 3.2.

*Disturbance scenario 2:* only the parameter hot steam transfer rate \( Q_{h,2}^{\text{max}} \) increases incidentally from \( 3 \) [1/h] to \( 4 \) [1/h] (i.e. with \(+33\%)\).

Note that due to the fact that the operations of both reactors are interconnected, through the computation of the cold water transfer rate during the cooling phase (Chapter 3, Section 3.3), the disturbance on \( BR_i \) induces a disturbance on \( BR_j, j \in \{1, 2\} \ i \neq j \).

*Disturbance scenario 3:* there is a step disturbance together on \( BR_1 \) and \( BR_2 \) such that the hot steam transfer rates \( Q_{h,1}^{\text{max}} \) and \( Q_{h,2}^{\text{max}} \) decrease from \( 3 \) [1/h] to \( 2 \) [1/h]. The other parameters are unchanged.

**Stochastic disturbance (Disturbance scenario 4):** Finally the disturbance on \( Q_{h,2}^{\text{max}} [1/h] \) is stochastic having the form given in Figure 6.4, actually \( Q_{h}^2(t) \) has a normal distribution with mean value 2 and a standard deviation of 0.5. There is no change on the other parameters.
In this section, we illustrate the behaviour of the model predictive control strategy in a case where the ideal periodic schedule is sub-optimal.

Let \( BR_2 \) start its operation with a time lag of 3 [h] with respect to \( BR_1 \). The stand by time before filling on \( BR_2 \) is \( \Delta_{SF2} = 0.134 \) [h] and \( T_{sub-opt}^* = 4.84 \) [h]. The scheduled time distances can be seen in Figure 6.3 and they are \( \Delta^*_T_{R12} = 3 \) [h] and \( \Delta^*_T_{R21} = 1.84 \) [h]. Referring to Figures 3.9 and 3.12 it is seen that the reactors operation is close to the minimal cold water conflict zone. Here we apply the above presented strategy to avoid such a conflict. Let us denote by \( k_{conf} \) the cycle during which a conflict arises.

- **Batch-reactors under disturbance scenario 1:** As a matter of illustration consider the plant schedule given in Figure 6.5 which shows how a conflict is predicted and avoided over two successive cycles. Using the developed adaptive control strategy it is predicted that at cycle \( k_{conf} = 4 \) the available cooling water quantity which \( BR_1 \) needs to perform its cooling phase is smaller than the minimal required one (Figure 6.6) and a cold water conflict will arise. Referring to Figure 6.5 it is seen that at the conflict time \( \approx 18 \) [h] the **predicted** time distance between the reaction phases of \( BR_1 \) and \( BR_2 \) is 3.16 [h]. Consequently
the stand by time before filling of BR, during the 4th cycle must be set to $\Delta_{SF}^1(4) = |\Delta_T^{+12} - \Delta_T^{+12}(4/3)| = 0.16[h]$.

The complete $MPC$-controlled plant schedule is given in Figure 6.7. Note that by the $\Delta_{SF}^1(4) = 0.16[h]$ introduction, the conflict occurring in 4th cycle is avoided. Moreover because the

---

3 for better results illustration final time = 52[h]; by the blue color we indicate that the disturbance is constant
disturbance is constant i.e. $Q_{h}^{\text{max},2}(4/3) = Q_{h}^{\text{max},2}(4)$ the reactors' operation is completely synchronized (i.e. as if there is no disturbance in cycle 4). As a result no conflict was predicted in cycle 5. It can be observed that the conflict appears periodically ($T_{p}^{\text{new}} = 9.90[h]$ bigger than 4.84[h]) at each $k_{\text{conf}} + 2m$ cycle, $m \in Z_{>0}$. The periodic time evolution of the total cold water flow rate $Q_{c,TOTAL}(t) = Q_{1}^{c}(t) + Q_{2}^{c}(t)$ (final time = 140 [h]) is shown in Figure 6.8.

![Sub-optimal periodic schedule: scenario 1](image)

**Fig. 6.7:** Sub-optimal periodic schedule: scenario 1; just after the disturbance converge to: $T_{p}^{\text{new}} = 9.90[h]$.

- **Batch-reactors under disturbance scenario 2:** In this case no cold water conflict was detected. Essentially this is because the real time duration of the heating phase is now shorter ($\Delta_{SH}^{2} = 0.391 [h]$) than the scheduled one ($\Delta_{SH}^{*2} = 0.453 [h]$) and in that way $BR_{2}$ is moving away from the conflict zone. Moreover because both reactors influence each other, as seen from the total cold water flow rate $Q_{c,TOTAL}(t) = Q_{1}^{c}(t) + Q_{2}^{c}(t)$ given in Figure 6.9, the hybrid plant trajectory converges to a new sub-optimal periodic operation with a period 4.80 [h]. Naturally it is smaller that the original one 4.84 [h] because $\Delta_{SH}^{2} < \Delta_{SH2}^{*2}$. 

Batch-reactors operation under the disturbance scenario 3: Since the perturbation is acting on both reactors simultaneously the scheduled time difference $\Delta T_{R12}$ and $\Delta T_{R21}$ are not changed. As a result no conflict arises. The plant operation is illustrated in Figure 6.10. Here the profile of the total cold water flow rate $Q_{c,TOTAL}(t) = Q_{c1}(t) + Q_{c2}(t)$ is given. Note that the plant operation is periodic right from the beginning and
due to the disturbance its period has changed to $T_{p}^{new} = 4.92 \text{[h]}$. Here the new-period is larger than the original 4.84 [h] because $\Delta_{SH} > \Delta_{SH}^{*}, i \in \{1, 2\}$.

- **Batch-reactors under the stochastic disturbance scenario 4:** The hot steam transfer rate $Q_{h}^{2}$ is a stochastic disturbance input given in Figure 6.11 A. Figure 6.11 B represents the new stand by times (before filling) computed by the MPC algorithm and applied on $BR_{1}$ such as to avoid a cold water sharing conflict. The interpretation of Figure 6.11 B is as follows. At cycle 1 the value of the hot steam rate of $BR_{2}$ $Q_{h}^{2} \text{[h]}$ is equal to the scheduled one and consequently as seen in Figure 6.11 B the scheduled stand by time (before filling) of $BR_{1}$ (i.e. $\Delta_{SF1} = 0 \text{[h]}$) is not modified. At cycle 2 the hot steam changes from 3 [h$^{-1}$] to 2 [h$^{-1}$] and consequently by the MPC strategy it is found that a cold water conflict is avoided by adding a stand by time (before filling) on $BR_{1}$ of 0.15 [h]. At cycle 3 there is again a change at $Q_{h}^{2}$ and as a result the new stand by time for the next cycle is found to be 0.18 [h]. The interpretation of the remaining stand by times profile of $BR_{1}$ is made similarly. The total cooling water profile $Q_{c,TOTAL}(t) = Q_{c}^{1}(t) + Q_{c}^{2}(t)$ is
depicted in 6.12. As expected no periodicity is observed.

Fig. 6.11: Scenario 4 - A: Hot steam profile of BR₂; B: stand by times (control action) before filling on BR₁

Fig. 6.12: Sub-optimal cold water profile (no more periodic): scenario 4
Optimal periodic schedule

Consider now the plant-simulator operation under the optimal periodic schedule as described in Subsection 3.3.2. Note that in this case the reactors operation is faraway from the minimal cold water conflict zones (Figures 3.9 and 3.12) and consequently a cold water conflict could arise only if the disturbance is big enough to cause an acceleration or a delay of the reactors operation such that one of the two borders 1.76 [h] and 3.13 [h], respectively to be reached. The plant operation subject to disturbance scenarii 1 and 2 is illustrated, through the profiles of the total cold water flow rate \( Q_{c,TOTAL}(t) = Q_{c1}(t) + Q_{c2}(t) \), in Figures 6.13 and 6.14, respectively.

- In the disturbances scenario 1 it is known that \( Q_{H}^{2} > Q_{H}^{2,*} \) and as a result \( \Delta_{H}^{1} > \Delta_{H}^{*,1} \). Consequently at time \( \approx 70 \) [h] the hybrid plant trajectory converges to a new periodic operation with a period 4.80 [h] which is larger than the optimal one 4.74 [h].

Fig. 6.13: Optimal cold water profile: scenario 1; time \( \approx 70 \) [h] converge to: \( T_{p}^{new} = 4.80 \) [h]

- Similarly to the previous case the hybrid plant trajectory converges to a new periodic operation with a period smaller than
the optimal one 4.74 [h] and equal to 4.71 [h]. It is reached after approximately 75 hours.

Fig. 6.14: Optimal cold water profile: scenario 2; time ≈ 75[h] converge to: \( T_{p}^{new} = 4.72[h] \)

### 6.3 PI feedback stabilisation of the buffer tank

In the previous section we have considered a plant with two reactors but we have ignored the presence of the storage tank.

Consider now the plant operating under a sub-optimal periodic schedule as given in Subsection 6.2.2 and assume that it is subject to a disturbance scenario 1. As seen in Figure 6.8 thanks to the used control strategy the conflict of cold water sharing is avoided. However the control is such that the disturbance is not rejected but propagates to the next plant unit, namely the storage tank. Actually the tank capacity limitations shall lead to the shut down of the plant operation. It is seen in Figure 6.15 that at time ≈ 3 [h] the minimal tank capacity is reached.

Note that here due to the time evolution of the tank trajectory (Figure 3.14) a continuous control at a given level (i.e. a set point) is
not possible. Moreover we can not design a controller to follow the
scheduled tank profile (Figure 3.14) because we can not change the
time when the inflow product enters the tank i.e. the time when the
reactors are discharged in it. Consequently we can classify this type
of problem, where a tight control of the tank level around a given set
point is not considered important, as an averaging level control prob-
lem [FS03] [CL80] [CM89] [SO86]. Generally speaking the averaging
level control has two competitive objectives: providing a smooth rate
of change of the tank output flow rate while at the same time assur-
ing that the minimal and the maximal tank volume bounds are not
exceeded. Some of the works related to this kind of control problem
are summarized as follows.

Luyben and co-workers have presented in [CL79] a way to tune the $P$
and $PI$ level controllers such that to reject an inflow rate step distur-
bance, based on the specifications for the maximum allowed variations
($MAV$) of the tank outflow rate and for a peak level height. They
have also proposed in [CL80] an alternative control system combining
the advantages of $P$ and $PI$ in order to avoid an overshoot of the
tank outflow rate. Another approach is presented by McDonalds at all
[MMT86] which is such that the smallest possible $MAV$ of the tank
outflow rate are achieved for a given maximum peak level height and
a known step inflow disturbance. Note that the control law filters the
perturbation. A further extension of [MMT86] is made by Morari and co-workers [CM89] which suggest its model predictive control implementation. The proposed controller assures good disturbance filtering and rapid settling time. Another way to solve the averaging control problem is proposed by Sbarbaro et al in [SO86]. Here the problem is formulated using energy based approach. It is shown that the method can deal with multiple tank systems described by nonlinear dynamics and moreover it establishes the stability of the closed loop system.

Generally speaking a common point in all these control methods is that the tank inflow is continuous, which is not the case in this thesis.

A possible solution in this case is the use of a predictive inventory control, as proposed in a report provided by the Solvay Group [Mel03]. The aim is to ensure that each time when a reactor is discharged the volume in the tank at that moment is equal to some mean level. Moreover there are some constraints on the minimal and maximal tank output flow rate ensuring that the volume constraints are satisfied.

In contrast to [Mel03] the feedback control strategy that we shall use is based on the averaging control principle and our aim is to control a tank system having a discontinuous inflow and continuous outflow by acting on its output flow rate $w(t)$ in order to:

i. not only to stabilize the operation of the storage tank but also to ensure

ii. that the output flow rate variations have a small amplitude in order to avoid upsetting the operation of the downstream processes and at the same time to

iii. maintain the tank volume between some minimal $U_{\text{min}}$ and maximal $U_{\text{max}}$ bounds.

Moreover note that here the goal is not to reject the existing perturbation but rather to have small control variations in spite of large amplitude disturbances.
In the next subsection a periodic continuous time model of the hybrid periodic process performed in the storage tank based on Fourier series decomposition is given.

6.3.1 Fourier series continuous time model of the tank

As it has been seen up to now (Chapter 3), the plant operation is driven by $T_p$-periodic inputs i.e. flow and transfer rates. Consequently the hybrid storage tank process can be modelled not only by a hybrid automaton (Chapter 2, Subsection 2.1.2) but also as a continuous process subject to a periodic input signal:

$$\dot{U}(t) = F(t) - w(t) \quad (6.1)$$

For a plant having $N$ reactors the elements of this equation are defined as follows:

i. $F(t) = \sum_{i=1}^{N} F_{\text{disch}}^i(t)$

is the total piecewise constant output flow rate of all reactors and as a sum of $T_p$-periodic signals it is also $T_p$-periodic. For a cycle $k = 0, 1, 2...$ the discharging flow rate from $i^{th}$ reactor $F_{\text{disch}}^i(t)$ is a piecewise constant signal having the form:

$$F_{\text{disch}}^i(t) = \begin{cases} F_{\text{disch}}^i & \text{if } t_{i\text{StrD}} + kT_p \leq t < t_{i\text{StpD}} + kT_p \\ 0 & \text{otherwise} \end{cases}$$

where $t_{i\text{StrD}}$ is the time when $i^{th}$ reactor enters its discharging phase, $t_{i\text{StpD}}$ is the time when the discharging is stopped.

Due to its periodicity the signal $F(t)$ can be decomposed as follows:

$$F(t) = F^m + \Delta F(t)$$

where $F^m$ is the mean constant value and $\Delta F(t)$ is the corresponding zero mean periodic component i.e.:

$$F^m = \frac{1}{T_p} \int_0^{T_p} F(\tau) d\tau \neq 0$$

and
ii. $w(t)$ is the output flow rate of the tank. As it was defined in Chapter 3, when the plant is driven by a periodic schedule, $w(t)$ is constant:

$$w(t) = w^m = F^m$$

Consequently the tank model 6.1 becomes simply:

$$\dot{U}(t) = \Delta F(t) \quad (6.2)$$

By using the fact that $F(t)$ is a $T_p$-periodic function, there exists a $T_p$ periodic steady-state solution of the tank volume equation 6.2 $U(t) = U(t + T_p) = U^m + \Delta U(t) \, [m^3]$ [Bur85], where $U^m$ is the mean value and $\Delta U(t)$ is the zero mean periodic component. An easy way to analyze a periodic system is by presenting it in terms of Fourier series [HV03].

The zero mean $T_p$-periodic component $\Delta F_{\text{disch,TOTAL}}(t)$ of the total input flow rate of the tank in terms of Fourier series is expressed as follows:

$$\Delta F(t) = \sum_{n=1}^{\infty} a_n \cos(n\omega_p t) + \sum_{n=1}^{\infty} b_n \sin(n\omega_p t) \quad (6.3)$$

where $a_n$ and $b_n$ are Fourier series coefficients computed by equations (6.4) and (6.5), respectively; $\omega_p = \frac{2\pi}{T_p} \, [\text{rad/h}]$ is the fundamental frequency of $F(t)$; $n\omega_p$ is the frequency of the $n^{th}$ sinusoid ($n = 1, 2, 3...$) and each sinusoid has a common period $T_p$. A sinusoid whose frequency is an integer multiple of the basic frequency is called an harmonic of the sinusoid at the basic frequency [HV03].

$$a_n = \frac{2}{T_p} \int_0^{T_p} \Delta F(t) \cos(n\omega_p t) dt \quad (6.4)$$

$$b_n = \frac{2}{T_p} \int_0^{T_p} \Delta F(t) \sin(n\omega_p t) dt \quad (6.5)$$
Consequently the Fourier series of the tank input flow rate is:

\[ F(t) = F_m + \sum_{n=1}^{\infty} a_n \cos(n\omega_p t) + \sum_{n=1}^{\infty} b_n \sin(n\omega_p t) \]  \hspace{1cm} (6.6)

The magnitude spectrum is defined as the set of harmonic amplitudes:

\[ A_n = \sqrt{a_n^2 + b_n^2} \quad n = 1, \ldots + \infty \]  \hspace{1cm} (6.7)

Consider now the \( T_p \)-periodic volume profile of the tank \( U(t) \) [m\(^3\)]. Its Fourier series representations in trigonometric form is:

\[ U(t) = U_m + \sum_{n=1}^{\infty} a_n^U \cos(n\omega_p t) + \sum_{n=1}^{\infty} b_n^U \sin(n\omega_p t) \]  \hspace{1cm} (6.8)

where the coefficients \( a_n^U \) and \( b_n^U \) are easily shown to be equal to

\[ a_n^U = -\frac{b_n}{n\omega_p} \]  \hspace{1cm} (6.9)

\[ b_n^U = \frac{a_n}{n\omega_p} \]  \hspace{1cm} (6.10)

while the magnitude spectrum is:

\[ A_n^U = \sqrt{\left(\frac{b_n}{n\omega_p}\right)^2 + \left(\frac{a_n}{n\omega_p}\right)^2} = \frac{A_n}{n\omega_p} \]  \hspace{1cm} (6.11)

Hence the tank volume \( U \) [m\(^3\)] equation (6.8), in terms of Fourier series has the form:

\[ U(t) = U_m - \sum_{n=1}^{\infty} \left( \frac{b_n}{n\omega_p} \right) \cos(n\omega_p t) + \sum_{n=1}^{\infty} \left( \frac{a_n}{n\omega_p} \right) \sin(n\omega_p t) \]  \hspace{1cm} (6.12)
Example 1: no process disturbances

Consider the plant operating under the optimal schedule as given in Figure 3.10. The optimally scheduled input flow rate of the tank is a sum of two reactors output flow rates:

$$F(t) = \sum_{i=1}^{2} F_{\text{disch}}^i(t)$$

For a cycle $k = 0, 1, 2...$ the discharging flow rate of the first reactor $F_{\text{disch}}^1(t)$ has the form:

$$F_{\text{disch}}^1(t) = \begin{cases} 
162 & \text{if } 4.58 + k4.74 \leq t < 4.74 + k4.74 \\
0 & \text{otherwise} 
\end{cases}$$

where 4.58 [h] and 4.74 [h] are the times when the first reactor starts and finishes discharging, respectively. For the second reactor the output flow rate $F_{\text{disch}}^2(t)$ is expressed similarly:

$$F_{\text{disch}}^2(t) = \begin{cases} 
162 & \text{if } 6.95 + k4.74 \leq t < 7.11 + k4.74 \\
0 & \text{otherwise} 
\end{cases}$$

where 6.58 [h] and 7.11 [h] are the times when the second reactor starts and finishes discharging, respectively in the tank.

The magnitude spectrum of the tank input flow rate $F(t)$ computed trough equations (6.4)-(6.5) is given in Figure 6.16. In Figure 6.17 it is observed that the Fourier series approximation of the flow rate $F(t)$ for $n = 100$ harmonics is quite good.

The magnitude spectrum of the tank volume $U$ [m$^3$], computed trough equation (6.24), is plotted in Figure 6.18 and in Figure 6.19 it is seen that its Fourier series approximation for $n = 100$ harmonics is also quite good.
Fig. 6.16: Magnitude spectrum of $F(t)$

Fig. 6.17: Fourier series approximation of $F(t)$
Fig. 6.18: Magnitude spectrum of the tank volume $U(t)$

Fig. 6.19: Fourier series approximation of the tank volume $U(t)$
6.3.2 PI feedback control stabilization

The control objective has been defined at the beginning of Section 6.3. Here we examine how this control objective can be achieved by using a simple PI control strategy (see Figure 6.1).

The control problem is formulated as follows. In order to stabilize the tank operation, we consider the problem of controlling its volume $U$ by acting on the output tank flow rate $w(t)$. The PI controlled closed loop tank system is written as:

$$
\dot{U}(t) = F(t) - \left( K_p U(t) + K_I \int_0^t \left( U(\sigma) - U^* \right) d\sigma \right) w(t)
$$

(6.13)

$K_p$ and $K_I$ are the controller proportional and integral gains, respectively; $U^*$ is a reference value for the tank content and $w(t)$ [$m^3/h$] is the manipulated output flow rate of material leaving the tank. The design problem can be stated as that of selecting the PI controller gains $K_p$ and $K_I$ as well as the reference level $U^*$ such that:

i. the operation of the storage tank is stable;

ii. and in the same time:

$$
\min_{K_p,K_I,U^*} \sup_t \left| w(t) - \frac{1}{T_p} \int_{t-T_p}^{t} w(\tau) d\tau \right| \tag{6.14}
$$

subject to: $U_{min} \leq U(t) \leq U_{max}$

(6.15)

Let us now consider separately the two goals (i) - Stability and (ii) - Constraints (6.14)-(6.15) of the PI controller.

i. Stabilization of the tank process

Figure 6.20 is a block diagram of the tank system under PI control.
The transfer matrix of the system is:

\[
\begin{bmatrix}
U^* \\
w
\end{bmatrix} = \begin{bmatrix}
\frac{K_I}{s^2 + K_p s + K_I} & \frac{s}{s^2 + K_p s + K_I} \\
\frac{K_I s}{s^2 + K_p s + K_I} & \frac{K_p s + K_I}{s^2 + K_p s + K_I}
\end{bmatrix}
\begin{bmatrix}
U^* \\
F_{\text{disch}_p}
\end{bmatrix}
\]

Hence, the closed loop system is stable if and only if the controller coefficients are strictly positive $K_p > 0$ and $K_I > 0$.

**ii. Controller tuning under constraints (6.14)-(6.15)**

Moreover the objective is to find the coefficients $K_p$, $K_i$ and $U^*$ as to satisfy Constraints (6.14)-(6.15). To achieve this we first consider the tank volume and output flow rate amplitudes as a function of $K_p$, $K_i$ and $U^*$ in the absence of disturbances. Then in Section 6.4 we give a methodology for PI controller tuning in the presence of disturbances.

**6.3.3 Fourier series based amplitudes of the tank volume and output flow rate**

By using the fact that $F(t)$ is a $T_p$-periodic function, there exists a $T_p$-periodic solution of (6.13) $U(t) = U(t + T_p) = U^m + \Delta U(t)$ [m$^3$] and in consequence $w(t) = w(t + T_p) = w^m + \Delta w(t)$ [m$^3$/h] [Bur85], where $U^m$ and $w^m$ are the corresponding mean values and $\Delta U(t)$ and $\Delta w(t)$ are the corresponding zero mean periodic components.
Note that here we focus only the periodic steady-state solutions and disregard the transient.

The Fourier series representation of $U(t)$ is:

$$U(t) = U^m + \sum_{n=1}^{\infty} a_n^{UPI} \cos(n\omega_p t) + \sum_{n=1}^{\infty} b_n^{UPI} \sin(n\omega_p t) \quad (6.17)$$

with the coefficients:

$$a_n^{UPI} = \frac{a_n K_p + (\frac{K_I}{n\omega_p} - n\omega_p)b_n}{K_p^2 + (\frac{K_I}{n\omega_p} - n\omega_p)^2} \quad (6.18)$$

$$b_n^{UPI} = \frac{b_n K_p - (\frac{K_I}{n\omega_p} - n\omega_p)a_n}{K_p^2 + (\frac{K_I}{n\omega_p} - n\omega_p)^2} \quad (6.19)$$

and the amplitude spectrum:

$$A_n^{UPI} = \sqrt{\left( \frac{a_n K_p + (\frac{K_I}{n\omega_p} - n\omega_p)b_n}{K_p^2 + (\frac{K_I}{n\omega_p} - n\omega_p)^2} \right)^2 + \left( \frac{b_n K_p - (\frac{K_I}{n\omega_p} - n\omega_p)a_n}{K_p^2 + (\frac{K_I}{n\omega_p} - n\omega_p)^2} \right)^2} \quad (6.20)$$

Since the controller involves an integral action, we have:

$$U^m = U^*$$

meaning that the mean value of the PI controlled volume profile $U^m$ coincides with the reference value, $U^*$.

The Fourier series representation of the manipulated output flow rate $w(t)$ is:

$$w(t) = w^m + \sum_{n=1}^{\infty} a_n^{wPI} \cos(n\omega_p t) + \sum_{n=1}^{\infty} b_n^{wPI} \sin(n\omega_p t)$$

with the coefficients:
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\[ a_n^{wPI} = a_n^{UPI} K_p - K_I \frac{b_n^{UPI}}{n \omega_p} \]  

(6.21)  

\[ b_n^{wPI} = b_n^{UPI} K_p + K_I \frac{a_n^{UPI}}{n \omega_p} \]  

(6.22)

and the spectrum:

\[ A_n^{wPI} = \sqrt{(a_n^{UPI} K_p - K_I \frac{b_n^{UPI}}{n \omega_p})^2 + (b_n^{UPI} K_p + K_I \frac{a_n^{UPI}}{n \omega_p})^2} \]  

(6.23)

Since the controller involves an integral action, we have

\[ w^m = F^m \]

i.e. the mean value of the manipulated output flow rate of the tank is equal to the mean value of the input flow rate.

Note that the same expressions for the tank amplitude spectrums \( A_n^{UPI} \) (6.20) and \( w_n^{UPI} \) (6.23) are valid for the case when the operation, due to disturbances, has a period \( T_d \) (and in this case \( \omega_d = \frac{2 \pi}{T_d} \)) and average discharge rate \( F^{md} \). The influence of the control parameters \( K_p \) and \( K_I \) on the \( A_n^{wPI} \) and \( A_n^{UPI} \) are analysed in the following propositions.

**Proposition 1** The amplitude \( A_n^{wPI} \) of each harmonic \( n \) of the tank output flow rate tends to zero when the controller coefficients \( K_p, K_I \) tend to zero i.e.

\[ \lim_{K_p, K_I \to 0} A_n^{wPI}(K_p, K_I) = 0 \]

**Proof**

Let \( \beta = n \omega_p \) and \( D(K_p, K_I) = K_p^2 + \left( \frac{K_I}{\beta} - \beta \right)^2 \). We replace the volume Fourier series coefficients given by Equations (6.18) and (6.19) in the expression for the tank output flow rate amplitude Equation (6.23) as a result:
Developing the denominator $D(K_p, K_I)$ and simplifying the numerator we have

$$A_n^{wPI} = \sqrt{\frac{\left(K_p \beta \left(a_n K_p + (\frac{K_I}{\beta} - \beta)b_n\right) - K_I \left(b_n K_p + (\frac{K_I}{\beta} - \beta)a_n\right)\right)^2}{\beta^2 D^2(K_p, K_I)}} +$$

$$+ \sqrt{\frac{\left(K_p \beta \left(b_n K_p + K_p \frac{(K_I}{\beta} - \beta)a_n\right) + K_I \left(a_n K_p + K_p \frac{(K_I}{\beta} - \beta)b_n\right)\right)^2}{\beta^2 D^2(K_p, K_I)}}$$

where $\alpha = a_n^2 + b_n^2$ and $\phi(K_p, K_I) = K_p^4(1 + \frac{1}{\beta^2}) + 2K_p^2(K_I - \beta)^2 - 4\frac{K_I^2}{\beta^2} + 6K_I^2 - 4K_I\beta$. Consequently:

$$\lim_{K_p, K_I \to 0} A_n^{wPI}(K_p, K_I) = 0$$

**Proposition 2** The amplitude $A_n^{UPI}$ of each harmonic $n$ of the PI controlled volume profile tends the corresponding open loop harmonic $A_n^U$, when the controller coefficients $K_p, K_I$ tend to zero i.e.

$$\lim_{K_p, K_I \to 0} A_n^{UPI}(K_p, K_I) = A_n^U$$

**Proof**

Referring to Equations (6.24) - (6.20) and developing $D(K_p, K_I) = (K_p^2 + \frac{K_I^2}{(n\omega_p)^2} - n\omega_p^2)^2$, it is evident that

$$\lim_{K_p, K_I \to 0} A_n^{UPI} = \sqrt{\frac{b_n}{n\omega_p}^2 + \frac{a_n}{n\omega_p}^2} = \frac{A_n}{n\omega_p} = A_n^U \quad (6.24)$$
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Recall that the PI-controlled closed loop tank has the following transfer functions:

with respect to the tank volume:

\[ U(s) = \frac{K_I}{s^2 + K_p s + K_I} U^* + \frac{s}{s^2 + K_p s + K_I} F(s) \]

with respect to the output flow rate:

\[ w(s) = \frac{K_I s}{s^2 + K_p s + K_I} U^* + \frac{(K_p s + K_I)}{s^2 + K_p s + K_I} F(s) \]

As we have seen in Section 6.3.1 the input signal \( F \) is a piecewise constant periodic signal represented by its Fourier series as

\[ F(t) = F^m + \sum_{n=1}^{\infty} A_n \sin(n\omega_p t + \phi_n) \]

and the output signals \( w(t) \) and \( U(t) \) are

\[ w(t) = w^m + \sum_{n=1}^{\infty} A_n^w \sin(n\omega_p t + \phi_n^w) \]

\[ U(t) = U^m + \sum_{n=1}^{\infty} A_n^U \sin(n\omega_p t + \phi_n^U) \]

with \( w^m = F^m \) and \( U^m = U^* \).

\( G(s) \) and \( H(s) \) are second order transfer functions with a damping factor:
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$$\zeta = \frac{K_p}{2\sqrt{K_I}}$$

A reasonable choice is to take $\zeta = 1$ (i.e. a double pole) which implies:

$$K_p = 2\sqrt{K_I}$$

Consequently we have:

$$H(s) = \frac{s}{(s + \sqrt{K_I})^2}$$

$$G(s) = \frac{2\sqrt{K_I}s + K_I}{(s + \sqrt{K_I})^2}$$

and the controller tuning reduces to the tuning of the parameter $K_I$.

The tuning has to achieve an acceptable trade-off between two conflicting objectives:

- Reduce as much as possible the amplitude of the output flow rate $w(t)$ (i.e. precisely the amplitude of the signal $w(t) - w^m$ or equivalently the set of harmonics amplitudes $A_n^w$).

- Guarantee a large enough security margin of the tank volume to avoid overflows or underflows.

A measure of the relative attenuation of the $w(t)$ amplitude is given by the norm of $G(s)$ evaluated at $\omega_p$:

$$|G(j\omega_p)| = \frac{\sqrt{K_I}\sqrt{(K_I + 4\omega_p^2)}}{K_I + \omega_p^2}$$

Indeed, it is clear that the amplitude of the fundamental harmonic $A_1^w$ of $w(t)$ will be attenuated be a factor $|G(j\omega_p)|$ with respect to
the amplitude $A_1$ of the fundamental harmonic of $F(t)$, and, necessarily the higher order harmonics will be still more attenuated because $|G(jn\omega_p)| < |G(j\omega_p)|$ for $n > 1$. In addition, since we want $|G(j\omega_p)|$ to be small, it is clear that $K_I << \omega_p$ and therefore that an acceptable approximation is:

$$|G(j\omega_p)| \approx \frac{2\sqrt{K_I}}{\omega_p} \triangleq \alpha$$  \hspace{1cm} (6.25)

On the other hand, the tank volume security margin is related to the tank behaviour in presence of disturbances. Let us consider parametric step disturbance as we have introduced in Section 3.3. We assume that the system has a steady-state periodic behaviour and that at some time instant $t_0$, a step disturbance occurs. The effect of this disturbance can be modeled by two different step modifications of the input signal $F(t)$:

- a step modification of the maximal flow rate $F^{\text{max}} \rightarrow F^{\text{max}} + \Delta F^{\text{max}}$ which also leads to modification of the mean flow rate i.e. $F^{m} \rightarrow F^{m} + \Delta F^{m}$

- a step modification of the period $\omega_p \rightarrow \omega_p + \Delta \omega_p$ which also leads to the modification of the mean flow rate i.e. $F^{m} \rightarrow F^{m} + \Delta F^{m}$

Let us assess the effect of the step $\Delta F^{m}$ on the signal $\Delta U^{m} = U^{m} - U^*$. In Laplace coordinate we have:

$$\Delta U^{m}(s) = H(s)\Delta F^{m}(s)$$

while in time coordinate we have

$$\Delta U^{m}(t) = \Delta F^{m}(t - t_0) \exp^{-\sqrt{K_I}(t-t_0)} \quad t \geq t_0$$

(see illustration in Figure 6.21).

The extremal deviation occurs at time $t_m - t_0 = 1/\sqrt{K_I}$. Its value is:

$$\Delta_m \triangleq \Delta U^{m}(t_m) = \frac{\Delta F^{m}}{e\sqrt{K_I}}$$  \hspace{1cm} (6.26)
Hence, we can define $\Delta_m$ as the requested security margin of the tank volume. Finally, eliminating $\sqrt{K_I}$ between Equations (6.25) and (6.26), we get the following equation:

$$\alpha \left( \frac{\Delta_m}{\Delta F_m} \right) = \frac{2}{e \omega_p}$$

which is the fundamental trade off relation for the control tuning. This relation clearly shows the conflict between the output flow rate amplitude attenuation (represented by $\alpha$) and the relative tank volume security margin (represented by $\frac{\Delta_m}{\Delta F_m}$).

This relation can be considered as defining a set of equivalent "Pareto-optimal" solutions (See Figure 6.22) where one performance criterion (e.g. $\alpha$) can be improved only if the other performance criterion (e.g. $\frac{\Delta_m}{\Delta F_m}$) is degraded.

Another parameter of the PI controller which has to be set up is the reference values $U^*$. For safety reasons we assume that the minimal reactor volume is larger than zero $U^{min} > 0 \ [m^3]$. On the other hand knowing the values of the reactor security margin $\Delta_m$ as well as the
Fig. 6.22: ”Pareto-optimal” solutions, $K_I \in \{0.8 \times 10^{-4}, 0.3 \times 10^{-2}\}$

variation of the tank volume profile in the absence of disturbances i.e. 
$\Delta U_{sch} = U_{sch\ max} - U_{sch\ min}$ (See Figure 6.23) the volume reference $U^*$ is:

$$U^* = U_{min} + \frac{\Delta U_{sch}}{2} + \Delta m$$

(6.28)

As a result the maximal tank volume is
\[ U^{\text{max}} = U^* + \frac{\Delta_{U}^{\text{sch}}}{2} + \Delta_m \]  

(6.29)

We now illustrate this methodological analysis with a simulation study.

### 6.4.1 Simulation examples

**Example 1** Consider a PI controlled storage tank such that:

i. input flow rate with frequency \( \omega_p = 1.33 \) [rad/h], amplitude \( F^{\text{max}} = 162 \) [m\(^3\)/h], mean value \( F^m = 11.39 \) [m\(^3\)/h];

ii. the output flow rate amplitude attenuation is requested to be \( \alpha = 4\% \);

iii. the minimal tank volume \( U^{\text{min}} = 5 \) [m\(^3\)] and the amplitude of the volume profile (in the absence of disturbances) is \( \Delta_{U}^{\text{sch}} = 25 \) [m\(^3\)];

iv. at time \( t_0 \approx 140 \) a step disturbance occurs on the maximal value of the discharging rate of each reactor \( F_{\text{disch}}^{u} \) such that it is changed from 162 [m\(^3\)/h] to 142 [m\(^3\)/h]. As a result the characteristics of the total input flow rate of the tank \( F(t) \) are changed as follows:

\[ a) \ \omega_p = 1.33 \) [rad/h], \( F^{\text{max},d} = 142 \) [m\(^3\)] and \( F^{m,d} = 10 \) [m\(^3\)/h];

Determine:

i. the controller coefficient \( K_I \);

ii. the relative tank volume security margin \( \frac{\Delta_{m}}{F^m} \) and the reference value of the PI controller \( U^* \) (and respectively the size of the tank);

The problem is solved as follows:

Using Equation (6.25) it is easily found that \( \sqrt{K_I} = 0.03 \) and respectively \( K_I = 0.0009 \). Taking into account the existing disturbance \( \Delta F^m = |F^m - F^{m,d}| = 1.39 \) [m\(^3\)/h] (see Figure 6.24 A) referring to
Equation (6.26) the tank volume security margin is $\Delta_m = 16.6$ [$m^3$].

We know that $U^* = U_0 + \Delta_m + \frac{\Delta_{sch}}{2}$ respectively $U^* = 34$ [$m^3$] and as a result by Equation (6.29) $U_{max} = 63.01$ [$m^3$].

In order to evaluate the exact output flow rate amplitude we approximate the inflow rate with a sine wave with amplitude $F_{max,d}$ i.e. $F(t) \approx F_{max,d} \sin(\omega_p t)$. In Laplace transform:

$$F(s) = \frac{F_{max,d} \omega_p}{s^2 + \omega_p^2}$$

and its amplitude at $\omega = \omega_p$ is

$$|F(j\omega_p)| = \frac{F_{max,d} \omega_p}{\sqrt{\omega_p^2 - 1}} = 58$ [$m^3/h$]

Consequently using again Equation (6.25) it is found that:

$$|w(j\omega_p)| = \alpha |F(j\omega_p)| = 1.3$ [$m^3/h$].

The controller coefficients $K_I = 0.0009$ and $U^* = 34$ [$m^3$] are applied on the plant simulator and the simulation results are given in Figures 6.24-6.25. It is seen that the results coincide well with the theoretical expectations.

Let us now show that the developed methodological analysis is applicable also in a case of stochastic disturbances. Now we define the problem as follows.

**Example 2** Let the above closed loop tank system having $U_{min} = 5$ [$m^3$]; $U_{max} = 63.01$ [$m^3$] and a PI controller with $K_I = 0.0009$ (i.e $\alpha = 4\%$) is subject to:

i. a normally distributed stochastic disturbance on the maximal value of the tank input flow rate, appearing at time $t_0 \approx 140$ [$h$]. The mean value of the disturbance is equal to the ideal maximal input flow rate i.e. $F_{stoh}^m = F_{max} = 162$ [$m^3/h$].

The aim is to determine the bound of the standard deviation of $F_{stoh}^m$ [$m^3/h$] i.e. $\sigma_{F_{stoh}^m}$ [$m^3/h$] such that the minimal and maximal volume
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Fig. 6.24: Step disturbance of $F^{max}$: A - Mean input flow rate; B - PI controlled tank volume profile

Fig. 6.25: Step disturbance of $F^{max}$: A - Tank input flow rate; B - PI controlled output flow rate
Fig. 6.26: Stochastic disturbance on $F^{\text{max}}$ ($\Delta_m$ satisfied): A - Mean input flow rate; B - PI controlled tank volume profile

Fig. 6.27: Stochastic disturbance on $F^{\text{max}}$ ($\Delta_m$ satisfied): A - Tank input flow rate; B - PI controlled output flow rate
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Fig. 6.28: Stochastic disturbance on $F^{\text{max}}$ ($\Delta_m$ not satisfied): A - Mean input flow rate; B - PI controlled tank volume profile

Fig. 6.29: Stochastic disturbance on $F^{\text{max}}$ ($\Delta_m$ not satisfied): A - Tank input flow rate; B - PI controlled output flow rate
bounds must not be exceeded.

The problem is solved by performing a set of simulations on the plant simulator and the graphical results are given in Figures 6.26 - 6.29.

It is seen in Figure 6.26 B that if $\sigma_{F_{\text{stoh}}^m} = 20 \ [m^3/h]$ the PI controlled tank volume is in the desired bounds. The tank output flow rate is shown in Figure 6.27 B; $|w(j\omega_p)|^{\text{min}} = 0.98 \ [m^3/h]$ and $|w(j\omega_p)|^{\text{max}} = 2.0 \ [m^3/h]$ are its minimal and maximal amplitudes, corresponding to $F_{\text{stoh}}^{\text{min}} = 106 \ [m^3/h]$ and $F_{\text{stoh}}^{\text{max}} = 118 \ [m^3/h]$, respectively. Note that as desired the attenuation is of 2%.

For $\sigma_{F_{\text{stoh}}^m} = 26 \ [m^3/h]$ it is seen in Figure 6.28 B that the volume bounds are exceeded. Nevertheless as shown in Figure 6.29 B the desired the attenuation of 2% of the tank output flow rate is achieved. Naturally the minimal and the maximal flow rate amplitudes are smaller and respectively bigger than when a standard deviation of 20 $[m^3/h]$ is used. Here $|w(j\omega_p)|^{\text{min}} = 0.88 \ [m^3/h]$ and $|w(j\omega_p)|^{\text{max}} = 2.03 \ [m^3/h]$, corresponding to $F_{\text{stoh}}^{\text{min}} = 96 \ [m^3/h]$ and $F_{\text{stoh}}^{\text{max}} = 120 \ [m^3/h]$, respectively.

**Example 3** Consider a PI controlled storage tank having:

i. input flow rate with frequency $\omega_p = 1.33 \ [\text{rad/h}]$ and mean value $F^m = 11.39 \ [m^3/h]$;

ii. the output flow rate amplitude attenuation is selected to be $\alpha = 4\%$;

iii. the minimal tank volume $U^{\text{min}} = 5 \ [m^3]$ and the amplitude of the volume profile is $\Delta U = 25 \ [m^3]$;

iv. at time $t_0 \approx 140$ a step disturbance occurs on both reactors simultaneously such that

a) their heating temperature decreases incidentally from $T_h = 380 \ [K]$ to $T_h = 345 \ [K]$ (i.e. with $-9\%$). Due to this perturbation the plant period is changed from $\omega_p = 1.33 \ [\text{rad/h}]$ to $T_p = 5.36 \ [1/h]$ with $\omega_p = 1.172 \ [\text{rad/h}]$ and consequently
the tank input flow rate has the same period with a mean value of $F_{m,d} = 10.1 \text{[m}^3/\text{h}]$ (See Figures 6.30 A - 6.31 A).

Determine:

i. the controller coefficient $K_I$;

ii. the relative tank volume security margin $\frac{\Delta m}{\Delta F_m}$ and the reference value of the $PI$ controller $U^*$ (and respectively the size of the reactor);

The problem is solved similarly to Example 1.

Using Equation (6.25) it is easily found that $\sqrt{K_I} = 0.014$ and respectively $K_I = 0.0002$. Taking into account the existing disturbance $\Delta F_m = |F_m - F_{m,d}| = 1.29 \text{[m}^3/\text{h}]$ (see Figure 6.30 A) referring to Equation (6.26) the tank volume security margin is $\Delta_m = 18.17 \text{[m}^3]$. By using (6.28) and (6.29) it was found that: $U^* = 37.5 \text{[m}^3]$ and $U_{max} = 68.67 \text{[m}^3]$. The tank volume profile and its output flow rate are given in Figures 6.30 B-6.31 B.

6.5 Conclusions

In this Chapter we have analyzed the plant behaviour in the presence of constant or (piecewise constant) errors of the plant parameters and measured values. These errors can induce a resource conflict as well as a buffer tank overflow or wash-out. Consequently two control strategies are proposed and analyzed: a one based on a model predictive control approach and a simple $PI$ control, respectively. The application of the former shows that in the case of a constant disturbance the resource conflict is avoided and the plant trajectory converges to a new periodic solution with a period larger than the one before the disturbance. The conflict is also avoided in the case of a stochastic disturbance but the operation is no more periodic. In accordance with the stability results obtained in Chapter 3 when the plant is driven by the optimal schedule no conflict is detected by the $MPC$ but the hybrid trajectory converges to a new sub-optimal schedule. The simulation results from the application of the $PI$ control of the tank, in
Fig. 6.30: Step disturbance on the period $T_p$: A: Mean input flow rate; B: PI controlled tank volume profile

Fig. 6.31: Step disturbance on period $T_p$: A: Tank input flow rate; B: PI controlled output flow rate
case of step and stochastic disturbances clearly show that thanks to the developed methodology the desired trade-off namely, to reduce as much as possible the amplitude of the tank output flow rate and to assure a large enough security margin of the tank volume to avoid overflows or wash-outs is achieved.
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Conclusions

In this thesis, we have studied the problems of the: simulation modelling; design of off-line periodic schedules through simulation and the feedback control of periodic schedules in the presence of disturbances for "hybrid" chemical plants.

Simulation modelling. In Chapter 2 the processes performed in each reactor and the buffer tank are separately modeled by a hybrid automaton and the overall model is obtained as a combination of all hybrid automata models. According to the hybrid automaton formalism, for each unit all operation phases are defined and to each phase is associated a set of continuous differential equations (mass and energy balances). The phases sequence and the transition conditions between them which are driven by external or internal events are also specified. The main advantage of this separate modeling is that it avoids the enumeration over all elements of the discrete set of phases, the set of continuous-time and discrete-time dynamics, needed to model the plant behaviour at any time. A Matlab-Simulink-Stateflow environment is used for the development of a numerical simulator of the plant.

Design of off-line periodic schedules. Through a set of three cases studies in Chapter 3 it is shown that the Simulink-Stateflow simulator is a very useful tool for the design of periodic schedules such that resource sharing is achieved.

As a first step, by the simulator and the developed heuristic rule a set of schedules is discovered such that the overall plant behaviour
is always converging to the same periodic trajectory which appears to be an attracting limit cycle of the hybrid chemical plant. In the special case where the plant operation is initialised on the limit cycle, the operation is periodic right from the beginning. By optimal schedule we mean that the reactors operate at the maximal possible flow/transfer rates and that their stand by times are zero, as a result the highest possible productivity is achieved. As presented in Chapter 5 the optimal schedule gives better productivity results than the ones obtained by some other sub-optimal scheduling approaches. However for more general plants with a large number of batch reactors, the optimal control problem is clearly a highly nonlinear optimization problem which is extremely complicated. It is probably hopeless to try to design computer algorithms able to exactly solve this problem with a reasonable computational burden and within a reasonable time.

Furthermore the periodic plant operation can be made more flexible by adding stand-by times on the reactors to slow down the production rate for some reasons. Another advantage of the additional stand by times is that in the case of disturbance or model inaccuracies, they can be adjusted by the MPC based control algorithm, as defined in Chapter 6, to avoid resource conflict.

The stability analysis of the obtained by the heuristic rule optimal schedule, made in Chapter 4, shows that it is stable. During the modeling and the stability analysis we have considered two specific "reset maps" but more general functions $x^+ = h_{ij}(x^-)$ could be considered as well. Essentially $h_{ij} : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is a diffeomorphism and $x^+, x^-$ refer to the values of the state just after, and just prior to, the event respectively [His05].

**Feedback control.** The last issue, studied in Chapter 6 of the thesis, is the on-line scheduling of the plant in the presence of constant (or piecewise constant) disturbances on the plant parameters. We consider the plant operating under a periodic schedule. It was shown that two problems may arise, namely: the resource conflict and the tank over/under filing. For their solution which two independent control strategies are proposed: model based predictive
control (MPC) and a classical Proportional - Integral (PI) control, respectively.

The application of the former is used to avoid a conflict for the available quantity of cold water arising in the next reactor cycle. Through the simulations it is shown that in the case of a constant disturbance the conflict is avoided and the plant trajectory converges to a new sub-optimal periodic solution. The conflict is also avoided in the case of a stochastic disturbance but the operation is no longer periodic. In accordance with the stability results obtained in Chapter 3 when the plant is driven by the optimal schedule no conflict is detected by the MPC but the hybrid trajectory converges to a new sub-optimal schedule.

For the solution of the second problem the use of the classical continuous time PI control is possible because the plant operation is driven by periodic flow/transfer rates and as a result the hybrid storage tank process can be modelled not only by a hybrid automaton (Chapter 2), but also as a continuous process subject to periodic input/output signals. A Fourier series continuous time model of the tank is developed in Chapter 6.

The aim of the PI control not only to stabilize the buffer tank operation but also to achieve a performance trade-off. The obtained relation:

$$\alpha \left( \frac{\Delta m}{\Delta F^m} \right) = \frac{2}{e \omega_p}$$

is called a fundamental trade off relation for the control tuning. Actually it can be considered as defining a set of equivalent ”Pareto-optimal” solutions (See Figure (7.1)) where one performance criterion (e.g. the relative attenuation of the tank output flow rate amplitude, $\alpha$) can be improved only if the other performance criterion (e.g. the relative tank volume security margin $\frac{\Delta m}{\Delta F^m}$) is degraded.
Fig. 7.1: "Pareto-optimal" solutions

The simulation results in case of step and stochastic disturbances clearly show that the desired trade-off namely, to reduce as much as possible the amplitude of the tank output flow rate and to assure a large enough security margin of the tank volume to avoid overflows or wash-outs is achieved.

The problem of the on-line scheduling of "hybrid" chemical plants having a lot of parallel production lines and shared limited resources is far to be solved.

In practice the chemical plants have more than two parallel working reactors, consequently a future extension of the proposed MPC such as to consider more reactors could be a challenging issue.

As we have seen through the simulations, by means of the proposed MPC strategy, the plant trajectory converges to a new periodic schedule. An interesting question would be to extend the limit cycle stability analysis of Chapter 4 to the case of the closed loop plant under MPC.

As was defined the drawback of the developed MPC approach is that it is used to solve a resource conflict arising in the next cycle of the reactor processes. Naturally an interesting investigation could be its development in order to avoid a conflict appearing in the current cy-
A future direction can be the combination of the developed $MPC$ based feedback control with an optimization scheduling based for instance on $MILP$ approach. The main issue here could be the definition of a criteria stating that a new periodic production schedule is computed as soon as some performance criteria is degraded. Some results in this direction are already given in [SWB+05b].
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Appendix 1

A.1 Plant simulator

The plant simulator presented briefly in Chapter 3 is given here in details. A complete guide of the used Simulink and Stateflow graphical components and functions can be found in [Inc96] [Mat02].

Recall that the main Simulink model of the plant simulator shown in Figure (A.1) has four basic modules, namely:

i. 2 subsystems: Batch Reactor 1 and Batch Reactor 2 to simulate the HAM of each batch reactor;

ii. a subsystem: Storage Tank to simulate the HAM of the tank;

iii. 2 subsystems: $Q_{c1_{\text{cool}}}(t)$ and $Q_{c2_{\text{cool}}}(t)$, to calculate the cold water transfer rate, during the cooling phase of each reactor (See Section 3.3);

iv. 2 subsystems: $w$ and $w : PI - control$, the former is use to set output flow rate of the tank to its scheduled value and the latter to compute it based on a $PI$ control law.
Fig. A.1: Plant simulator
Moreover:

i. the block "SIMULATOR DATA - 2 CLICK" is used to load the plant parameters given in Tables (3.1) - (3.3), via a Matlab code in the Matlab work space;

ii. the blocks "NAME.mat" are used to save the time evolutions of the reactors and the tank continuous and discrete state variables.

The various building modules of the simulator are described in more details hereafter.

A.2 Batch reactor one subsystem

The Simulink-Stateflow model of BR$_1$ is depicted in Figure (2.5) of Chapter 2, Section 2.2.1. This model is obtained after a double click on the Batch Reactor 1 block of Figure (A.1). The model of BR$_2$ is identical (Subsection A.5.1). The BR$_1$ model has of two mutually connected subsystems: a Stateflow and a Simulink diagrams.

The Stateflow diagram of BR$_1$ is presented in Chapter 2, Figure (2.6). Recall that the Simulink blocks used to model the continuous dynamics of the BR$_1$ HAM during each phase has the form shown in Figure (A.2). The sub-systems give the time evolution of the state variables: $V_1, C_{a1}, C_{b1}, T_1$ as well as the one of the cooling water used during the BR$_1$ reaction phase $Q_{c1,\text{temp.reg.}(t)}$.

The content of the first block of the model i.e. the Volume mass balance block has been already presented in Chapter 2, Figure (2.8).

The Simulink blocks presented in Figure (A.3) are obtained after a double click on the Simulink sub-system Reactant A mass balance and are used to model the Equations (A.1). The the input variables $k_3$; $C_{a\text{rest}}$ and $C_{a\text{in}}$ are coming from Stateflow digram given in Figure (2.6). Based on the active phase the variable $k_3$ makes active one of the Equations (A.1). It accepts value 1 during the phases Heating, Temp.Reg. and Cooling and 0 otherwise (meaning that there is no change in the reactant A dynamics e.g. $C_{A}^t = C_{A,\text{in}}$). The variables $C_{a\text{rest}}$ and $C_{a\text{in}}$ are used to reset the initial conditions for the
Fig. A.2: $BR_1$ Simulink model
Fig. A.3: BR<sub>1</sub> Simulink model of the reactant A mass balance Equations (A.1)

phases **Stand by Filling** and **Filling** (See Chapter 2, Section 2.2.1). The input signal \(k(T1)\) models the dependence of the reaction rate on the temperature by an *Arrhenius law* i.e. \(k(T^i) = k_0 \exp\left(-\frac{E}{RT^i}\right)\) (see the 4<sup>th</sup> block in Figure (A.2)). The output of the model is the reactant concentration \(Ca1\).

Stand by Filling: \[C_A^i = 0 \quad (A.1)\]
Filling, Stand by Heating: \[C_A^i = C_{A,in}\]
Heating, Temp.Reg. and Cooling: \[
\frac{dC_A^i}{dt} = -2k(T^i)(C_A^i)^2
\]
Stand by Discharging, Discharging: \[C_A^i = C_{A,tr}\]

The *Simulink* diagram given in Figure (A.4) is used to model the product B mass balance equations (A.2). Similarly to the reactant A model it is also obtained after a double click on the *Simulink* subsystem **Product B mass balance** (Figure (A.2)) and it has the same inputs except for the variables \(Cbrest\) and \(Cbin\) which has the same purpose as for the reactant A. The model output is the product concentration \(Cb1\). The continuous dynamics equations here are:
Fig. A.4: BR₁ Simulink model of the product B mass balance Equations (A.2)

\[ \text{Stand by Filling: } C_B^i = 0 \quad (A.2) \]
\[ \text{Filling, Stand by Heating: } C_B^i = 0 \]
\[ \text{Heating, Temp.Reg. and Cooling: } \frac{dC_B^i}{dt} = k(T^i)(C_A^i)^2 \]
\[ \text{Stand by Discharging, Discharging: } C_B^i = C_{B,tr} \]

The contents of the Simulink Energy balance sub-system (Figure (A.2)) used to compute the temperature \( T^1 \) time evolution (Equations (A.3)) is given in Figure (A.5). It is composed of two sub-systems, the upper one models the energy balance during the heating phase (see Figure (A.6)) and the lower one the energy balance during the temperature regulation and cooling phases (see Figure (A.7)).

The inputs \( k_1, k_2, T_{rest} \) and \( T_{in1} \) are coming from BR₁ Stateflow diagram (Figure (2.6)). Depending on the BR₁ phase, the variable \( k_1 \) accepts values \{1, 2, 3\} and \( k_2 \) is 0 or 1. For instance if \( k_1 = 2 \) and \( k_2 = 1 \) then BR₁ is in the heating phase, consequently the \( dT_1/dt \) signal coming from the heating sub-system passes through the Multiport Switch block and then it is integrated; if \( k_1 = 1 \) and \( k_2 = 0 \) then BR₁ is in one of the stand by phases (e.g. \( T^1 = T_n \), Equations (A.3)) or in the filling or discharging phase, consequently there is no change in \( T^1 \) dynamics. The variables \( T_{rest} \) and \( T_{in1} \) reset the \( T^1 \) initial conditions for the phases Stand by Filling and Filling (See Chapter 2, Section 2.2.1). The input variable \( Qh_1 \) comes also from the BR₁ Stateflow diagram (Figure (2.6)) and is used to set
the value of the hot steam flow rate to $Q_{h}^{\text{max}}$ (or some other value) during the phase **heating** and to zero during all other phases. The last **Stateflow** input is $k_5$ and it is used to compute the cold water profile of $BR_1$ needed during the reaction phase in which case $k_5 = 2$ and it is 1 otherwise (See Figure (A.7)).

The inputs $k(T1)$ (defined above) and $Q_{c1_{\text{cool}}}(t)$ (Figure (A.8)) are coming **outside** $BR_1$ **Stateflow diagram**. The outputs of the model are the temperature $T1$ and the cold water used during the reaction phase $Q_{c1_{\text{temp.reg.}}}(t)$. 

Fig. A.5: $BR_1$ Simulink model to compute the energy balance Equations (A.3)
Stand by Filling: \( T^i = T_a \) \hspace{0.5cm} (A.3)

Filling, Stand by Heating: \( T^i = T_{in} \)

Heating (see Figure (A.6)):
\[
\frac{dT^i}{dt} = -\rho k(T^i)(C_A^i)^2 + Q_h^i(T_h - T^i)
\]

Temp.Reg.: \( T^i = T_{\text{max}} \)

Cooling see Figure (A.7)):
\[
\frac{dT^i}{dt} = -\rho k(T^i)(C_A^i)^2 + Q_h^i(T_h - T^i)
\]

Stand by Discharging, Discharging: \( T^i = T_{\text{min}} \)

---

Fig. A.6: BR1 Simulink model to compute the energy balance during the heating phase (Equations (A.3))

---

A.3 Cooling water subsystem for reactor one

The Simulink model of the algorithm for cooling water computing, given in Section 3.3, is shown in Figure (A.8). It is obtained after a double click on the block \( Q_{c1} \ cool(t) \) (Figure (A.1)). It has three main modules: two Stateflow subsystems cold water sharing and Min. cold water conflict check and a Multiport Switch block. The three model inputs are \( \text{sigma1} \), \( \text{sigma2} \) (denoting the reactors phases) and \( Q_{c2} \).
temp.reg. (i.e. the cooling water time profile of $BR_2$ during the regulation phase, see Figure (A.23)). The output of the model is the cold water used during the $BR_1$ cooling phase $Q_{c1\_cool}(t)$.

Consider the Stateflow subsystem cold water sharing given in Figure (A.10). The state variable of the system is $cw1$ and it accepts values \{1, 2, 3, 4\} for the corresponding phases: $Q_c0$ ($BR_1$ is not in the cooling phase); $Q_{cmax}$ ($BR_1$ is alone in cooling); $Q_{cmaxdemi}$ ($BR_1$ and $BR_2$ are together in the cooling phase); and finally $Q_{cmax TR2}$ denoting that $BR_1$ is in the cooling while at the same time $BR_2$ is in the regulation phase, respectively. These values are used to switch the Multiport Switch block (Figure (A.8)) between the values 0, $Q_{cmax}$, $Q_{cmax}/2$ and $Q_{c,cooling} = Q_{cmax} - Q_{c,temp.reg.}$, respectively. For instance if the state $Q_{cmax}$ is active then $cw1 = 2$ and the Multiport Switch block passes the signal $Q_{cmax} = 4.2[h]$. On the other hand the phases transitions are performed depending on the working phase of both reactors. For instance the transition from the discrete state $Qc0$ to $Q_{cmax}$ is done when $BR_1$ goes to cooling phase while at the same time $BR_2$ is neither at the cooling nor at the reaction phase. In state flow code
this is expressed as follows: \([\sigma_1 = 6 \& \sigma_2 = 5 \& \sigma_2 = 6]\).

The Stateflow subsystem *Min. cold water conflict check* given in Figure (A.9) is used to determine the moment when the minimum cooling water condition is reached. As seen it has two discrete states *noconflict; minQconflict* and a state variable *stp* accepting values 0 and 1, respectively. Initially the system is in state *noconflict* (this is indicated by the single arrow connected over this state) and *stp* = 0. As soon a minimal cooling water conflict is detected i.e. \(Q^{(1)}(t) \leq Q_c^{min}\) (or in Stateflow code: \(\left[(\sigma_1 = 6) \& (Q_{c1} \leq 2)\right]\)) the transition to the state *minQconflict* is taken and the state variable accepts values one i.e. *stp* = 1. The variable *stp* is connected with the Simulink *Stop* (Figure (A.8)) block and when *stp* = 1 this block is activated and the simulations stopped.

**Fig. A.8: BR1 Simulink model to compute the cold water during the cooling phase, see Section 3.3**
Fig. A.9: $BR_1$ Stateflow diagram to stop the simulation if a minimum cold water bound is reached, see Section 3.3
Fig. A.10: Stateflow diagram to set the values for the \( BR_1 \) cold water during the cooling phase, see Section 3.3.
A.4 Tank subsystem

The *Simulink-Stateflow* model of tank is depicted in Figure (A.11). This model is obtained after a double click on the *Storage Tank* block of Figure (A.1). The *Stateflow* diagram was previously given in Figure (2.9) and the *Simulink* block to model the continuous dynamics equations is depicted in Figure (A.12). The inputs $S_1, S_2, S_3$ are coming from its *Stateflow* diagram and are used to activate one of the three pairs of tank continuous dynamics equations given by Equation (A.4)).
Fig. A.12: Simulink model of the storage tank

Discharging: \[ \frac{dU}{dt} = -w \quad (A.4) \]
\[ \frac{dC_b}{dt} = 0 \]

Filling from \( BR^i \) \[ \frac{dU}{dt} = F_{\text{disch}}^i - w \]
and discharging:

Filling from \( BR^1 \) \[ \frac{dC_b}{dt} = F_{\text{disch}}^{i_b} C_b^i - w \]
and \( BR^2 \) and discharging:
\[ \frac{dC_b}{dt} = \sum_{i=1}^{2} F_{\text{disch}}^{i_b} C_b^i - w \]

The tank output flow rate \( w \) is defined by the Stateflow diagram depicted in Figure (A.13). As seen it has two states off and on. Initially the system is in state off (this is indicated by the single arrow connected on left on the state) respectively the rate is zero and it becomes
equal to \( w = F^m \) (i.e. the state on) as soon as one of the reactors stars discharging which is expressed as \( ((\text{sigma1}==8)\mid \text{sigma2}==8) \).

On the other hand in Figure (A.14) is shown the Simulink realization of Equation (6.13), when the tank output flow rate evolution is governed by a PI control law as given by Equation (6.13).

Fig. A.13: Simulink model of the scheduled output flow rate of the tank

Fig. A.14: Simulink model of the PI controlled output flow rate of the tank, Equation (6.13)
A.5 Batch reactor two

A.5.1 Batch reactor two subsystem

Note that the only difference of the Stateflow diagram of $BR_2$ given in Figure (A.16) with respect to the one of $BR_1$ (See Figure (2.6)) is the presence of an additional stand by state before filling ($SF2aux$) used to introduce (as was described in Chapter 3, Section 3.3) through the transition condition $[\text{after(lag/st,wakeup)}]$ the initial time lag of $BR_2$. 

Fig. A.15: $BR_2$ Simulink-Stateflow diagram
Fig. A.16: BR$_2$ Stateflow diagram
Fig. A.17: $BR_2$ Simulink model
**Fig. A.18:** $BR_2$ Simulink model of the reactant $A$ mass balance Equations (A.1)

**Fig. A.19:** $BR_2$ Simulink model of the product $B$ mass balance Equations (A.2)

**Fig. A.20:** $BR_2$ Simulink model to compute the product $B$ mass balance
Energy Balance Equation for Heating Phase

\[ \frac{dT_2}{dt} = \sum \dot{Q}_{c2} \cdot k(T_2) \cdot \Delta T_{2} \]

Fig. A.21: \( BR_2 \) Simulink model to compute the energy balance Equations (A.3)

Energy Balance Equation for Temperature Regulation and Cooling Phases

\[ \frac{dT_2}{dt} = \sum \dot{Q}_{c2} \cdot k(T_2) \cdot \Delta T_{2} \]

Fig. A.22: \( BR_2 \) Simulink model to compute the energy balance during the heating phase (Equations (A.3))
Fig. A.23: $BR_2$ Simulink model to compute the energy balance during the reaction and cooling phases (Equations (A.3))
A.5.2 Cooling water subsystem for reactor two

Fig. A.24: $BR_2$ Simulink model to compute the cold water during the cooling phase, see Section 3.3

Fig. A.25: $BR_2$ Stateflow diagram to stop the simulation if a minimum cold water bound is reached, see Section 3.3
Fig. A.26: Stateflow diagram to set the values for the \( BR_2 \) cold water during the cooling phase, see Section 3.3
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