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ABSTRACT

Using density-functional theory, we investigate the structural, vibrational and dielec-
tric properties of group IVb transition metals (M = Hf, Zr, Ti) oxides and silicates
which have drawn considerable attention as alternative high-k materials. For the ox-
ides, three crystalline phases of dioxide are considered. The first two are the cubic
and tetragonal structures which exist for hafnia HfO2 or zirconia ZrO2, while it is
hypothetical for titania TiO2. The third one is the rutile structure, which on the con-
trary is the naturally occurring phase of titania, while it is hypothetical for hafnia
and zirconia. For the silicates, we analyze first the crystalline phases: hafnon HfSiO4,
zircon ZrSiO4 and an hypothetical TiSiO4 structure. Finally, we consider the amor-
phous silicates. We introduce a scheme which relates the dielectric constants to the
local bonding of Si and metal atoms, based on the definition of parameters character-
istic of the basic structural units centered on Si and metals atoms and including their
nearest O neighbors. This scheme which considerably reduces the computational cost
of the calculations allows one to treat much larger systems. Applied to amorphous Zr
silicates, it provides a good description of the measured dielectric constants, both of
the optical and the static ones.

INTRODUCTION

The key challenge of computational condensed matter physics is to predict the
properties of all kinds of materials. In this respect, one of the most successful ap-
proaches is the density-functional theory (DFT), which describes very accurately not
only standard bulk materials but also complex systems such as proteins and carbon
nanotubes.
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In the framework of the quest for high-k materials to replace conventional SiO2 as
the gate dielectric in MOS devices, first-principles calculations constitute a valuable
tool to understand the behavior of novel materials at the atomic scale without requiring
empirical data. This is particularly interesting for the early stages of research when
relatively little experimental data are available. In terms of its predictive accuracy,
density-functional theory has proven to be very appropriate to study the ground-state
properties of the electronic system, such as the structural, vibrational, and dielectric
properties on which we will focus in this chapter.

However, DFT calculations have one important drawback associated to their high
computational cost, which limits both the length and time scales of the phenomena
which can be modeled. Nowadays, it is possible to treat systems containing up to
hundreds of atoms within the most widespread DFT approach based on plane-wave
basis sets and pseudopotentials. For the high-k materials that we consider here, it is
important to note that transition-metal and first-row elements (e.g., oxygen) generally
present an additional difficulty when treated with plane-wave basis sets. Namely, their
valence wave functions are generally strongly localized around the nucleus and may
require a large number of basis functions to be described accurately, thus further
limiting the size of the system that can be investigated.

This chapter is dedicated to the first-principles study of the group IVB transition
metal oxides and silicates which have drawn considerable attention as alternative
high-k materials. Indeed, these systems have shown much promise in overall materials
properties (1). On the one hand, the TiO2 system is attractive due to its anomalously
high permittivity (2–5). On the other hand, HfO2 and ZrO2 as well as the silicates
HfSiO4 and ZrSiO4 in the form of amorphous films are stable in direct contact with
Si up to high temperature, which is highly desirable to avoid the degradation of the
interface properties by formation of a low-k interfacial layer (6, 7). In fact, the Hf–
Si–O and Zr–Si–O phase diagram present a large phase field of stable silicates (a
detailed discussion can be found in the chapter by Navrotsky and Ushakov); while, on
the contrary, for the Ti–Si–O system, there is little mutual solubility between TiO2 and
SiO2. Recently, however titanium silicates have also been stabilized and considered as
a potential alternative for SiO2 (8–10). The idea is to increase the static permittivity
ε0 with the amount of Hf, Zr, or Ti incorporated into the silicate film. In order to be
able to control this process, it is highly desirable to develop an understanding of how
the permittivity of Hf, Zr, and Ti silicates are affected by the underlying microscopic
structure.

This chapter is organized as follows. In Section 1, we briefly describe the main
results of the density functional theory and present the principal equations related to
the properties that will be analyzed in the subsequent sections. We also provide some
technical details about the calculations. Section 2 is devoted to the study of structural,
vibrational and dielectric properties of hafnia (HfO2), zirconia (ZrO2), and titania
(TiO2). Three crystalline phases are considered: the cubic, the tetragonal, and the
rutile structures. The differences and the analogies between the three phases and be-
tween hafnia, zirconia, and titania are presented in details. In Section 3, the structural
and electronic properties of the crystalline silicates MSiO4 (with M = Hf, Zr, Ti) are
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investigated. We discuss their Born effective charge tensors and compare the phonon
frequencies at the " point. A detail analysis of the dielectric permittivity tensors is
presented. Section 4 is dedicated to the study of amorphous silicates. For this purpose,
a scheme is introduced which relates the dielectric constants to the local bonding of
Si and M (= Hf, Zr, Ti) atoms. The central idea is to define of characteristic param-
eters for the basic structural units (SUs) formed by Si and M (= Hf, Zr, Ti) atoms
and their nearest neighbors. With this scheme, heavy large-scale calculations, which
are beyond current computational capabilities, are avoided. Applied to amorphous
Zr silicates, our scheme provides a good description of the measured dielectric con-
stants, both of the optical and the static ones. Finally, in Section 5, we present our
conclusions.

1. THEORETICAL BACKGROUND

1.1. Ground State Properties
The key concept of density functional theory is to describe an interacting system of
electrons through the density rather than through the many-body wavefunction. For
a solid with N electrons obeying the Pauli principle and interacting via the Coulomb
potential, the complexity of the problem is reduced from 3N degrees of freedom for
the many-body wavefunction to only three (the spatial coordinates x , y, and z).

Firstly, Hohenberg and Kohn (11) showed that the ground state of the electron
system is completely defined by the electron density which minimizes the total energy.
Furthermore, they demonstrated that all the other ground state properties of the system
(e.g., the lattice constant, the cohesive energy, etc.) are functionals of the ground state
electron density. Consequently, once the ground state electron density is known, all
the other ground state properties follow (in principle, at least).

Later on, Kohn and Sham (12) proved that this variational approach is equivalent
to equations of a very simple form:

(T + vKS[n]) |ψα〉 = (T + vext + vH[n] + vxc[n]) |ψα〉 = εα|ψα〉, (1)

known today as the Kohn–Sham equations. These effectively single-particle eigen-
value equations are formally similar to the time-independent Schroedinger equation,
T being the kinetic energy operator and vKS the potential experienced by the electrons.
The latter is usually decomposed into a part which is external to the electronic system
vext, for instance the electron–ion interaction, and a part describing the electron–
electron interactions. For convenience, the last part is further split into the Hartree
potential vH and the exchange-correlation potential vxc, whose form is, in general,
unknown.

The ground state energy of the electronic system is given by:

Eel{ψα} =
occ∑

α

〈ψα|T + vext|ψα〉 + EHxc[n], (2)
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where EHxc is the Hartree and exchange-correlation energy functional of the electron
density n(r) with δEHxc/δn = vH + vxc, and the summation runs over the occupied
states α. The occupied Kohn–Sham orbitals are subject to the orthonormalization
constraints,

∫
ψ∗

α (r)ψβ(r)dr = 〈ψα|ψβ〉 = δαβ, (3)

where α and β label occupied states. The density is obtained from

n(r) =
occ∑

α

ψ∗
α (r)ψα(r). (4)

Presently, DFT is considered as the method of choice for simulating solids and
molecules from first-principles. The interested reader may find a collection of some
interesting DFT applications in the review article of Pickett (13). For more technical
details about DFT, we recommend the review article of Payne et al. (14).

1.2. Response Properties
In this brief overview, we will only present the responses of solid systems to two types
of perturbations: (a) collective displacements of atoms characterized by a wavevector
q (phonons) and (b) homogeneous static electric fields. These responses can also be
obtained in the framework of DFT using various methods, which can be found in the
nice review article by Baroni et al. (15).

The method that is adopted in the calculations described here is based on a varia-
tional approach to density-functional perturbation theory, which is presented in details
in refs. (16, 17). The first paper (16) is devoted to the computation of the first-order
derivatives of the wavefunctions, density and self-consistent potential with respect to
the perturbations mentioned above; while the second paper (17) presents the second-
order derivatives. We adopt the same notations as in those references to introduce the
properties that are studied in the following sections. In particular, κ and α run over the
atoms in the unit cell and over the three cartesian directions, respectively; τκα denote
the equilibrium positions.

The squares of the phonon frequencies ω2
mq at q are determined as eigenvalues of

the dynamical matrix D̃κα,κ ′β(q), or as solutions of the following generalized eigen-
value problem:

∑

κ ′β

C̃κα,κ ′β(q)Umq(κ ′β) = Mκω
2
mqUmq(κα), (5)

where Mκ is the mass of the ion κ , and the matrix C̃ is related to the dynamical matrix
D̃ through:

D̃κα,κ ′β(q) = C̃κα,κ ′β(q)
(Mκ Mκ ′ )1/2

. (6)
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The matrix C̃κα,κ ′β(q) is the Fourier transform of the matrix of the interatomic force
constants. It is connected to the second-order derivative of the total energy with respect
to collective atomic displacements (17).

The limit q → 0 must be performed cautiously (17) by the separate treatment of
the macroscopic electric field associated with phonons in this limit. A bare dynamical
matrix at q = 0 is first calculated, then a non-analytical part is added, in order to
reproduce correctly the q → 0 behavior along different directions:

C̃κα,κ ′β(q → 0) = C̃κα,κ ′β(q = 0) + C̃NA
κα,κ ′β(q → 0). (7)

The expression of the non-analytical part will be presented later on in this section.
For insulators, the dielectric permittivity tensor is defined as the coefficient of

proportionality between the macroscopic displacement field and the macroscopic
electric field, in the linear regime:

Dmac,α =
∑

β

εαβEmac,β . (8)

It can be obtained as

εαβ = ∂Dmac,α

∂Emac,β
= δαβ + 4π

∂Pmac,α

∂Emac,β
. (9)

In general, the displacement Dmac, or the polarization Pmac, will include contribu-
tions from ionic displacements. In the presence of an applied field of high frequency,
the contribution to the dielectric permittivity tensor resulting from the electronic polar-
ization, usually noted ε∞

αβ , dominates. This ion-clamped dielectric permittivity tensor
is related to the second-order derivatives of the energy with respect to the macro-
scopic electric field (17). Later on in this section, we will consider the supplementary
contributions to the polarization coming from the ionic displacements.

For insulators, the Born effective charge tensor Z∗
κ,βα is the proportionality coeffi-

cient relating, at linear order, the polarization per unit cell, created along the direction
β, and the displacement along the direction α of the atoms belonging to the sublattice
κ , under the condition of zero electric field. The same coefficient also describes the
linear relation between the force on an atom and the macroscopic electric field:

Z∗
κ,βα = ,0

∂Pmac,β

∂τκα(q = 0)
= ∂ Fκ,α

∂Eβ

(10)

where ,0 is the volume of the primitive unit cell. The Born effective charge tensors are
connected to the mixed second-order derivative of the energy with respect to atomic
displacements and macroscopic electric field (17).

Finally, we present two phenomena that arise from the same basic mechanism:
the coupling between the macroscopic electric field and the polarization associated
with the q → 0 atomic displacements. In both cases, the Born effective charges are
involved.

On the one hand, in the computation of the low-frequency (infrared) dielectric
permittivity tensor, the response of the ions must be include. Their motion will be
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triggered by the force due to the electric field, while their polarization will be created
by their displacement.

At the lowest order of approximation in the theory, the macroscopic frequency-
dependent dielectric permittivity tensor εαβ(ω) is calculated as follows:

εαβ(ω) = ε∞
αβ + 4π

,0

∑

m

Sm,αβ

ω2
m − ω2

, (11)

where the mode-oscillator strength Sm,αβ is defined as:

Sm,αβ =
(∑

κα′

Z∗
κ,αα′U ∗

mq=0(κα′)
)(∑

κ ′β ′

Z∗
κ ′,ββ ′Umq=0(κ ′β ′)

)
. (12)

A damping factor might be added to Eq. (11) in order to take into account anhar-
monic effects, and fit frequency-dependent experimental data. For our purpose, such
a damping factor can be ignored.

At zero frequency, the static dielectric permittivity tensor is usually noted ε0
αβ ; it

is obtained by:

ε0
αβ = ε∞

αβ +
∑

m

-εm,αβ = ε∞
αβ + 4π

,0

∑

m

Sm,αβ

ω2
m

. (13)

In parallel to this decomposition of the static dielectric tensor, one can define a mode-
effective charge vector:

Z∗
m,α =

∑
κβ Z∗

κ,αβUmq=0(κβ)
(∑

κβ U ∗
mq=0(κβ)Umq=0(κβ)

)1/2 . (14)

This vector is related to the global polarization resulting from the atomic displace-
ments for a given phonon mode m. The non-zero components reveal the directions in
which the mode is infrared active.

On the other hand, for phonons in the long-wavelength limit, a macroscopic po-
larization and electric field can be associated with the atomic displacements. At the
simplest level of theory, the phonon eigenfrequencies then depend on the direction
along which the limit is taken as well as on the polarization of the phonon. This gives
birth to the LO–TO splitting, and to the Lyddane–Sachs–Teller relation (17).

For insulators, the non-analytical, direction-dependent part of the dynamical ma-
trix C̃NA

κα,κ ′β(q → 0) is given by:

C̃NA
κα,κ ′β(q → 0) = 4π

,0

(∑
γ qγ Z∗

κ,γα

)(∑
γ ′ qγ ′ Z∗

κ ′,γ ′β

)

∑
αβ qαε∞

αβqβ

. (15)

Hence, once the dynamical matrix at q = 0 as well as ε∞
αβ and the Born effective

charges tensors are available, it is possible to compute the LO–TO splitting of phonon
frequencies at q = 0.
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1.3. Technical Details
We have performed all the calculations using the ABINIT package, developed by the
authors and collaborators (18). The exchange-correlation energy is evaluated within
the local density approximation (LDA) to density-functional theory, using Perdew–
Wang’s parameterization (19) of Ceperley–Alder electron-gas data (20).

Only valence electrons are explicitly considered using pseudopotentials to account
for core-valence interactions. We use norm-conserving pseudopotentials (21,22) with
Hf(5s, 5p, 5d, 6s), Zr(4s, 4p, 4d, 5s), Ti(3s, 3p, 3d, 4s), Si(3s, 3p), and O(2s, 2p)
levels treated as valence states. The following atomic valence configurations are used
to generate the pseudopotentials: for Hf, 5s25p65d26s2; for Zr, 4s24p64d25s0; for Ti,
3s24p63d24s0; for Si, 3s23p2; and for O, 2s22p4. In the case of Hf, we take core radii of
1.50, 2.85, 2.45, 3.50 a.u. for describing angular waves from s to f. The corresponding
values (up to the d wave) are 1.75, 1.55, and 1.70 a.u. for the Zr pseudopotential, and
1.25, 1.25, and 1.65 a.u. for the Ti pseudopotential. For the Si pseudopotential, the
same cutoff radius of 2.00 a.u. is used for the three lowest angular-momentum waves.
For the O pseudopotential, we use a cutoff radius of 1.50 a.u. for both s and p waves.
We adopted a separable form for the pseudopotentials (23) treating the following
angular-momentum waves as local: f for Hf, d for Zr, d for Ti, d for Si, and p for O.

The wavefunctions are expanded in plane waves up to a kinetic energy cutoff of
30 Ha for Hf- and Zr-based systems and of 45 Ha for Ti-based systems. For each
crystalline system, the Brillouin zone is sampled by a Monkhorst–Pack (24) mesh
of k-points. For the cubic and tetragonal phases of the oxides as well as for the
crystalline silicates, our mesh corresponds to a 4 × 4 × 4 grid in the conventional
unit cell, leading to 10, 12, and 15 special k-points in the irreducible Brillouin zone,
respectively. For the rutile phase of the oxides, we use a 4 × 4 × 6 grid that results in
nine special k-points in the irreducible Brillouin zone. For the amorphous system, we
only use the "-point to sample the Brillouin zone. The chosen kinetic energy cutoff
and k-point sampling of the Brillouin zone ensure convergence of all the calculated
properties.

2. CRYSTALLINE OXIDES

2.1. Introduction
Titania (TiO2) is by far the most important compound formed by the elements of
group IVB, its importance arising predominantly from its use as a white pigment.
Three forms exists at room temperature: rutile, anatase, and brookite. Each of them
occurs naturally. The rutile is the most common form, both in nature and as produced
commercially. It is also the most stable phase: the other transform into it on heating.
Note also that all three forms contain sixfold coordinated titanium atoms.

Hafnia (HfO2) and zirconia (ZrO2) undergo polymorphic transformations with
changes in external parameters. At high temperature, the compounds are highly de-
fective and their structure is fluorite type (Fm3̄m). The decreasing temperature in-
duces a cubic to tetragonal (P42/nmc) phase transition (c − t) at about 2650◦C for
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HfO2 (25) and about 2350◦C for ZrO2 (26). This transition is followed by a tetrago-
nal to monoclinic (P21/c) martensitic phase transition (t − m) at about 1650◦C for
hafnia (27) and about 1150◦C for zirconia (28). In the cubic and tetragonal phase,
the metal atoms are eightfold coordinated while in the monoclinic phase they are
sevenfold coordinated. None of the existing phases have sixfold coordinated atoms
as in the rutile structure.

Hafnia and zirconia have many similar physical and chemical properties, but they
differ considerably from titania (e.g., difference in the stable phase). This can be
related to the very close chemical homology between Hf and Zr, compared to Ti.

Considering the valence electrons only, the electron configurations of Hf, Zr,
and Ti differ only by the principal number of the occupied orbitals it is 5d26s2 for
hafnium, 4d25s2 for zirconium, and 3d24s2 for titanium. Thus, in principle, they
should be characterized by decreasing electronegativities and increasing atomic and
ionic radii from Ti to Hf. However, in the periodic table, the inner transition (rare-
earth) elements immediately preceding Hf add electrons to the inner 4f shell from
element N◦ 58, cerium, to N◦ 71, lutetium (it would actually be more correct to write
that the electron configuration of hafnium is 4f145d26s2). Because the nuclear charge
increases while no additional outer shells are filled, there is a contraction in the atomic
size. Consequently, the element N◦ 72, hafnium, has a slightly smaller atomic size
than element N◦ 40, zirconium, the group IVB element in the preceding row. This
results in the so-called lanthanide contraction.

As a result, while the atomic radius of Ti (1.40 Å) is indeed smaller than for Zr
(1.55 Å), the atomic radius of Hf (1.55 Å) is identical to that of Zr (29). The ionic
radii (M4+) also presents the same anomaly: it is smaller for Ti (0.61 Å) than for Zr
(0.84 Å), but it is essentially the same for the latter and Hf (0.84 Å) (30). Finally, their
electronegativities also show an anomalous trend with values of 1.23 for hafnium and
1.22 for zirconium, compared to 1.32 for Ti (31). All this explains the origin of the
close similarity between HfO2 and ZrO2 with respect to TiO2.

The structural, electronic and dynamical properties of hafnia, zirconia, and titania
have been the object of several first-principles studies (32–46). For sake of brevity,
we here only present here our results for the cubic, tetragonal, and rutile phases.

2.2. Structural Properties
To model the crystalline oxides, we consider the cubic, tetragonal, and rutile structures
which are illustrated in Fig. 1. For HfO2 and ZrO2, the cubic and tetragonal phases
exist in nature, while the rutile phase is purely hypothetical. On the contrary, for TiO2,
the rutile occurs naturally, while the other two are hypothetical.

The cubic phase takes the fluorite structure (space group Fm3̄m, N◦ 225), which
is fully characterized by a single lattice constant a. The M (= Hf, Zr) atoms are in a
face-centered-cubic structure and the O atoms occupy the tetrahedral interstitial sites
associated with this fcc lattice. The primitive unit cell contains one formula unit of
MO2 with M (= Hf, Zr, Ti), while the conventional unit cell has four of them.

The tetragonal phase (space group P42/nmc, N◦ 137) can be viewed as a distortion
of the cubic structure obtained by displacing alternating pairs of O atoms up and down
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(a) c-MO2

(b) t-MO2

(c) r-MO2

Fig. 1. Structures of the cubic and tetragonal phases of HfO2, ZrO2, and TiO2. A ball and stick
representation is adopted where M (= Hf, Zr, Ti) and O atoms are colored in light and medium
grey, respectively. For the tetragonal phase, the arrows indicate the displacements of oxygen
pairs relative to the cubic structure.
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by an amount -z along the z direction, as marked by the arrows in Fig. 1, and by
applying a tetragonal strain. The resulting primitive cell is doubled compared to the
cubic phase, including two formula units of MO2. The conventional unit cell, which
is reproduced in in Fig. 1(b), has four formula units of MO2 with M = (Hf, Zr, Ti).
The tetragonal structure is completely specified by two lattice constants (a and c) and
the dimensionless ratio dz = -z/c describing the displacement of the O atoms. The
cubic phase can be considered as a special case of the tetragonal structure with dz = 0
and c/a = 1 (if the primitive cell is used for the tetragonal phase, c/a =

√
2).

The rutile structure (space group P42/mnm, N◦ 136) has a tetragonal unit cell
with two formula units of MO2 with M (= Hf, Zr, Ti). The metal atoms occupy
the body-centered-cubic positions and the O atoms are at (u, u, 0), (1 − u, 1 − u, 0),
( 1

2 − u, 1
2 + u, 1

2 ), and ( 1
2 + u, 1

2 − u, 1
2 ), as reported in Fig. 1(c). The rutile structure

is completely specified by two lattice constants (a and c) and the internal parameter
u related to the position of O atoms.

For hafnia and zirconia, the tetragonal phase is found to be the most stable with
Et < Ec < Er, at variance with titania for which it is the rutile phase which is ener-
getically favored with Er < Et < Ec. It is interesting to note that in the rutile phase
the M (= Ti, Zr, Hf) atoms are sixfold coordinated while in the cubic and tetrago-
nal phases they are eightfold coordinated. This is a first clear difference between Ti
atoms on the one hand, and Zr and Hf atoms on the other. It can be related to the
smaller ionic radius of Ti4+ (0.61 (47)) compared to Zr4+ and Hf 4+ (0.72 and 0.71
Å, respectively (47)).

Our calculated structural parameters for the cubic, tetragonal, and phases of HfO2,
ZrO2, and TiO2 are reported in Table 1. For the naturally occurring, the agreement
with the experimental values (28, 48). is very good: the errors on the lattice con-
stants and the volumes are smaller than 2%, as is typical for LDA calculations. The
largest discrepancy is for dz in t-ZrO2 (the small displacement from the cubic phase
localization): our value is about 30% smaller than the experimental data, but it is in
excellent agreement with the results of other first-principles calculations. The discrep-
ancy with experiment is probably due to the fact that our calculations are performed
at zero-temperature.

While the structural parameters for Zr and Hf based oxides are very similar, the
values for Ti based materials can differ by about 5–10% from the former two. The
largest difference is observed in the tetragonal phase in which the Ti–O distance is
found to be 10 and 13% smaller than the Zr–O and Hf–O distances, respectively. This
is another evidence of the different chemistry of 3d metals with respect to 4d and 5d
metals.

2.3. Born Effective Charge Tensors
In Table 2, we report non-vanishing components of the calculated Born effective
charge tensors for M (= Hf, Zr, Ti) and O atoms in the cubic, tetragonal, and ru-
tile phases of hafnia, zirconia, and titania. These values should be compared with
the nominal ionic charges Z = +4 for M (= Hf, Zr, Ti) atoms and Z = −2 for O
atoms.
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Table 1. Structural parameters for the cubic (c),
tetragonal (t), and rutile (r) phases of HfO2,
ZrO2, and TiO2

HfO2 ZrO2 TiO2

c
a 5.11 5.01 4.72
Volume 33.36 31.44 26.29
d(M–O) 2.21 2.17 2.04

t
a 5.11 5.02 4.71
c 5.17 5.09 4.93
dz 0.0310 0.0400 0.0701
Volume 33.75 32.07 27.34
d(M–O) 2.13 2.07 1.89

2.32 2.31 2.29
r

a 4.90 4.80 4.53
c 3.27 3.22 2.92
u 0.3051 0.3054 0.3033
Volume 78.51 74.19 60.12
d(M–O) 2.11 2.07 1.93

2.12 2.08 1.94

The lengths are expressed in Å.

Due to the symmetry of the cubic phase, the Born effective charge tensors of M
(= Hf, Zr) and O atoms are diagonal and isotropic. The value of Z∗ is anomalously
large for M (= Hf, Zr, Ti) atoms compared to the nominal ionic charge Z = 4. This
behavior has also been observed in the case of PbZrO3 (49). A detailed analysis of
the physics of Born effective charges in the case of perovskite ferroelectrics (like
PbZrO3) ascribed this effect to a mixed covalent–ionic bonding (50).

In the tetragonal structure, the symmetry imposes that the Born effective charge
tensor of M (=Hf, Zr, Ti) atoms is diagonal and only has two independent components:
parallel (Z∗

‖ ) and perpendicular (Z∗
⊥) to the c axis. For hafnia and zirconia, the tensors

are quite isotropic. The value of Z∗
⊥ is identical to the one calculated for the cubic

phase, while Z∗
‖ is 6 and 10% smaller for HfO2 and ZrO2, respectively. For titania, the

tensor is very anisotropic: the value of Z∗
⊥ is 3% larger than the one calculated for the

cubic phase, while Z∗
‖ is more than 30% smaller. This is another manifestation of

the different behavior of Ti atoms compared to Zr and Hf atoms. The Born effective
charge tensor of O atoms is also diagonal, but with three independent components. It
is quite anisotropic for all three systems. In t-TiO2, it is even more anisotropic than
the tensor of Ti atoms: the ratio between the largest and the smallest components
is about 2.5. This ratio is only 1.6 for t-ZrO2 and 1.4 for t-HfO2. Such a strong
anisotropy of the Born effective charge tensor for O atoms has already been observed
in SiO2-stishovite (51).
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Table 2. Non-vanishing components of the calculated Born effective charge tensors for M
(= Hf, Zr, Ti) and O atoms in the cubic (c), tetragonal (t), and rutile (r) phases of HfO2, ZrO2,
and TiO2

Atom HfO2 ZrO2 TiO2

c
M

(
+5.58 +5.58 +5.58

) (
+5.74 +5.74 +5.74

) (
+6.40 +6.40 +6.40

)

O
(
−2.79 −2.79 −2.79

) (
−2.87 −2.87 −2.87

) (
−3.20 −3.20 −3.20

)

t
M

(
+5.57 +5.57 +5.24

) (
+5.74 +5.74 +5.15

) (
+6.63 +6.63 +4.42

)

O
(
−3.22 −2.35 −2.62

) (
−3.51 −2.24 −2.57

) (
−4.76 −1.94 −2.21

)

r
M

(
+5.38 +0.66 +6.31

) (
+5.58 +0.69 +6.51

) (
+6.36 +1.00 +7.52

)
[
+6.04 +4.72 +6.31

] [
+6.27 +4.89 +6.51

] [
+7.36 +5.36 +7.52

]

Oa
(
−2.69 −1.37 −3.15

) (
−2.79 −1.46 −3.25

) (
−3.18 −1.81 −3.76

)
[
−4.06 −1.32 −3.15

] [
−4.25 −1.33 −3.25

] [
−4.99 −1.37 −3.76

]

For the cubic and tetragonal phases, the tensors are diagonal, only the principal elements are
given. For the rutile phase, the three independent components (Z∗

xx = Z∗
yy , Z∗

xy = Z∗
yx , and

Z∗
zz) of the tensors are given, and the principal components are indicated between brackets.

a For the rutile phase, the components for O atoms in the rutile phase refer to the atom located
at (u, u, 0). The corresponding values for the other oxygen atoms can be obtained using the
symmetry operations.

In the rutile structure, the Born effective charge tensors of M (= Hf, Zr, Ti)
or O atoms have only three independent components: Z∗

xx , Z∗
xy , and Z∗

zz . Indeed,
Z∗

yy and Z∗
yx are equal to Z∗

xx and Z∗
xy , respectively, while the other components are

zero. When we take a coordinate system whose axes are along the [110], [11̄0], and
[001] directions, the tensors are diagonalized. The principal values obtained in this
coordinate system are reported between brackets in Table 2. For the metal atoms, the
ratio between the largest and the smallest components is about 1.3 in r-HfO2, 1.3 for
r-ZrO2, and 1.4 for r-TiO2. For O atoms, this ratio is 3.1 for hafnia, 3.2 for zirconia,
and 3.6 for titania. Thus, the anisotropy is even larger than in the tetragonal phase,
especially for O atoms in hafnia and zirconia.

It is interesting to note that the Born effective charges of c-HfO2 are about 3%
smaller (in absolute value) than those of c-ZrO2 which are in turn more than 11%
smaller than those of c-TiO2. The comparison between the Z∗ values in the tetragonal
phases of hafnia, zirconia, and titania is also very instructive. In directions perpendic-
ular to the c axis, the Born effective charges of the M (= Hf, Zr, Ti) atoms compare
in the same way as for the cubic phase: the values of t-HfO2 are about 3% smaller
than those of t-ZrO2, which are 15% smaller than of t-TiO2. The Born effective
charges of O atoms show an increasing anisotropy from t-HfO2 to t-ZrO2: the values
of Z∗

⊥ for t-HfO2 are comprised between those of t-ZrO2, which in turn are sur-
rounded by those of t-TiO2. In the direction parallel to the c axis, the Born effective
charges in t-HfO2 are larger than in t-ZrO2 by about 2% and than in t-TiO2 by more
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than 15%, showing an opposite trend with respect to the comparison for the cubic
phase.

To summarize, the largest components of the Born effective charge tensors are
found in r-TiO2 and in the rutile phase in general. For the metal atoms, the strongest
anisotropy is found for the Ti atoms in t-TiO2, while for Zr and Hf atoms the strongest
anisotropy appears in the rutile phase. For the oxygen atoms, the strongest anisotropy
is found in r-TiO2 and in the rutile phase in general.

2.4. Phonon Frequencies
The theoretical group analysis (see Appendix) predicts the following irreducible rep-
resentations of optical and acoustical zone-center modes for the cubic phase:

" = F2g︸︷︷︸
Raman

⊕ F1u︸︷︷︸
IR

⊕ F1u︸︷︷︸
Acoustic

, (16)

for the tetragonal phase:

" = A1g ⊕ 2B1g ⊕ 3Eg︸ ︷︷ ︸
Raman

⊕ A2u ⊕ 2Eu︸ ︷︷ ︸
IR

⊕ A2u ⊕ Eu︸ ︷︷ ︸
Acoustic

⊕ B2u︸︷︷︸
Silent

, (17)

and for the rutile phase:

" = A1g ⊕ B1g ⊕ B2g ⊕ Eg︸ ︷︷ ︸
Raman

⊕ A2u ⊕ 3Eu︸ ︷︷ ︸
IR

⊕ A2u ⊕ Eu︸ ︷︷ ︸
Acoustic

⊕ A2g ⊕ 2B1u︸ ︷︷ ︸
Silent

. (18)

Although the space group differ for the tetragonal and rutile phases, their point group
(4/mmm) is the same. Hence, the same notations appear in the irreducible represen-
tations of the zone-center modes.

Because of the non-vanishing components of the Born effective charge tensors,
the dipole–dipole interaction must be properly included in the calculation of the
interatomic force constants (17, 52, 53). In particular, the dipole–dipole contribution
is found to be responsible for the splitting at the " point between the longitudinal
and transverse optic (LO and TO, respectively) modes F1u in the cubic phase, and Eu

(perpendicular to the c axis) and A2u (parallel to c axis) in the tetragonal phase.
Our calculated phonon frequencies are reported in Table 3. Our results are in very

good agreement with experimental data (54–58) and previous first-principles calcu-
lations (32, 44) when available. Note that in t-TiO2, one Eu mode has an imaginary
frequency. This corresponds to a negative curvature of the total energy dependence
on the atomic positions, hence to a saddle point. This vibration mode tends to break
the symmetry imposed in the calculation. Hence, the tetragonal structure is found to
be unstable.
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Table 3. Fundamental frequencies of the cubic (c), tetragonal (t), and
rutile (r) phases of HfO2, ZrO2 and TiO2 (in cm−1) with their symmetry
assignments

Mode HfO2 ZrO2 TiO2

c
Raman F2g O∗ 579 596 619
Infrared F1u (TO) O 285 280 177

F1u (LO) 630 677 686
t

Raman A1g O∗ 218 259 382
B1g(1) M 244 331 351
B1g(2) O 582 607 669
Eg(1) M 110 147 130
Eg(2) O 479 474 435
Eg(3) O 640 659 731

Infrared A2u (TO) O 315 339 429
A2u (LO) 621 664 678
Eu (TO1) O 185 153 116i
Eu (LO1) 292 271 166
Eu (TO2) O 428 449 496
Eu (LO2) 669 734 850

Silent B2u O∗ 665 673 660
r

Raman A1g O∗ 638 626 636
B1g O∗ 91 92 116
B2g O∗ 792 800 844
Eg O∗ 486 483 481

Infrared A2u (TO) O 308 301 204
A2u (LO) 670 721 779
Eu (TO1) O 193 197 180
Eu (LO1) 214 274 354
Eu (TO2) M 222 302 404
Eu (LO2) 296 333 448
Eu (TO3) O 478 462 502
Eu (LO3) 733 765 825

Silent A2g O∗ 353 368 419
B1u(1) M 92 124 126
B1u(2) O 428 424 423

In t-TiO2, the Eu mode with an imaginary frequency tends to break the
symmetry imposed in the calculation and implies an instability of the
structure. The letter (M or O) in the second column indicates the atoms
(metal or oxygen) whose motion dominates in the vibrational mode, a
star superscript showing that the other atoms are fixed by symmetry.

The atomic motions associated to the various vibrational modes have been de-
scribed in detail in the literature. The interested reader will refer to refs. (57, 59, 60)
for the cubic and tetragonal phases, and ref. (32) for rutile.

It is very interesting to compare the phonon frequencies calculated for HfO2,
ZrO2, and TiO2 (see Table 3). There are several possible origins for the variations
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that are observed between Hf, Zr, and Ti oxides: structural changes (e.g., the volume),
change of the mass ratio Hf/Zr = 1.96 and Zr/Ti = 1.90, and differences in interatomic
force constants.

The structural changes reported in Table 1 are relatively small, in particular be-
tween hafnia and zirconia. We suspect that their effect should not be the most important
origin for the variations observed in the phonon frequencies. In order to check this,
we compute the phonon frequencies for hafnia and titania assuming that the inter-
atomic force constants are the same as those for zirconia, while the volume is allowed
to vary. In hafnia, we find that the frequencies are decreased by at most 2%; where
as in titania, they are increased by at most 6% in the cubic and tetragonal phase,
and 11% in the rutile phase. This analysis shows that the structural changes play a
relatively minor role in agreement with our intuition. Their effect is slightly more
important in titania since the structural changes are larger (in particular in the rutile
structure).

As for the role of the mass ratio, it is interesting to focus on the modes in which
the M (= Hf, Zr, Ti) atoms are not much involved (either they are fixed, or they move
significantly less than O atoms) and on those in which on the contrary the M (= Hf, Zr,
Ti) atoms move significantly more than O atoms. In the former case (modes indicated
by the letter O in the second column of Table 3), the phonon frequencies should not
be affected by the change between Hf, Zr, or Ti; whereas, in the latter case (modes
indicated by the letter M in the second column of Table 3), the variation should be
very important.

In the cubic phase, the F2g is the only mode in which the M (= Hf, Zr, Ti)
atoms are fixed (as indicated by the letter O with star superscript in Table 3), and we
observe indeed that the phonon frequencies do not vary very much (at most 4% with
respect to zirconia). In the tetragonal phase, there are two such modes: A1g and B2u .
While for the latter, we again do not observe any significant variation of the phonon
frequencies (at most 2% with respect to zirconia); for the former, the changes are
quite important: 16% decrease and 47% increase with respect to t-ZrO2 for hafnia
and titania, respectively. This is a case where the effects due to differences in the
interatomic force constants are dominant. In the rutile phase, there are five modes
in which the metal atoms are fixed by symmetry. Between hafnia and zirconia, the
frequencies vary by at most 4% indicating that the effect of the interatomic force
constants is negligible. When comparing titania to zirconia, three modes (A1g , B2g ,
and Eg) do not show significant variations, while for the other two (B1g and A2g) the
effect of the interatomic force constants is well pronounced (25 and 14% increase
of the frequencies, respectively). For the modes in which the oxygen atoms move
significantly more than the metal atoms and the latter are not fixed by symmetry (as
indicated by the letter O only in Table 3), the effect of the interatomic force constants is
more pronounced. In particular, the mode Eu(1) in the tetragonal phase even becomes
unstable in titania. However, in some of these modes, this effect remains negligible
(e.g., the B1u(2) mode in the rutile phase).

Finally, for the modes in which the M (= Hf, Zr, Ti) atoms move significantly more
than O atoms (as indicated by the letter M in Table 3), it is also possible to evidence the
influence of the interatomic force constants. For this purpose, we compute the phonon
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frequencies for hafnia and titania assuming that the interatomic force constants are
the same as those for zirconia, while the mass of the metal atom is changed to that of
Hf or Ti. These simple calculations lead to frequencies which are reduced by roughly
28% for hafnia and increased by about 34% for titania with respect to zirconia. When
these results compare well with those of Table 3, it can be considered that the effect
of the interatomic force constants is negligible. This is actually what we find in all
cases for hafnia compared to zirconia as well as for the Eu(2) mode in r-TiO2. On the
contrary, the effect of the interatomic force constants is found to be very important
for the B1g and Eg(1) modes in t-TiO2 and for the B1u(1) mode in r-TiO2.

In conclusion, while the interatomic force constants in hafnia and zirconia are
very similar, they differ considerably in titania. As a result, while the differences in
the phonon frequencies in Hf and Zr oxides can mostly be explained by the ratio
between the masses of the two metals, the most important origin for the variation in
Ti oxides is the interatomic force constants.

2.5. Dielectric Permittivity
In the cubic phase, the electronic (ε∞) and static (ε0) permittivity tensors are diag-
onal and isotropic. Due to the symmetry of the tetragonal and rutile crystals, these
tensors are still diagonal, but have two independent components ε‖ and ε⊥, parallel
and perpendicular to the c axis, respectively. In Table 4, the calculated values of ε∞
and ε0 are reported for the cubic, tetragonal, and rutile phases of hafnia, zirconia, and
titania.

In the tetragonal phase, the ε∞ tensor is only slightly anisotropic with about 5
and 10% difference between the parallel and perpendicular values for hafnia and
zirconia. For titania, it is a bit more anisotropic with about 25% difference between
these values. On the contrary, the ε0 tensor is highly anisotropic: the value of ε0 in the
direction parallel to the c axis is 1.6 and 2.4 times smaller than that in the perpendicular
direction for t-HfO2 and t-ZrO2, respectively. For t-TiO2, the static dielectric tensor
cannot be calculated due to the instability of the phase (the Eu mode with an imaginary
frequency tends to break the symmetry imposed in the calculation).

In the rutile phase, the ε∞ tensors present the same relatively small difference
(12%) between ε‖ and ε⊥ for the three oxides. For hafnia and zirconia, the anisotropic
character is reduced for the static dielectric permittivity tensor with 4 and 1% differ-
ence between its parallel and perpendicular components, respectively. For titania, ε0

is more anisotropic than ε∞.
The calculated dielectric tensors can only be compared with experimental values

for the cubic and tetragonal phases of hafnia and zirconia, and for the rutile phase of
titania. Moreover, a direct comparison is very difficult since there are very few data
available in the literature, especially for hafnia. The main problem encountered in
the experimental determination of the dielectric properties is that good quality single
crystals are not available. For the tetragonal phase, the results obtained for undoped
powders stabilized by their small particle size must be analyzed in the framework
of effective medium theory (61). As a result, a unique value of ε is found without
distinction between the directions parallel and perpendicular to the c axis. In order
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Table 4. Electronic and static dielectric tensors for the cubic (c), tetragonal (t), and rutile (r)
phases of HfO2, ZrO2, and TiO2 (for t-TiO2, the static dielectric tensor cannot be calculated
due to the instability of the phase, see discussion in the text)

HfO2 ZrO2 TiO2

c
ε∞ 5.37 5.74 9.11
-ε 20.80 27.87 128.36
ε0 26.17 33.61 137.47

t
‖ ⊥ ‖ ⊥ ‖ ⊥

ε∞ 5.13 5.39 5.28 5.74 6.66 8.81
-ε1 14.87 22.34 15.03 35.48
-ε2 5.08 6.91
ε0 20.00 32.81 20.31 48.13

r
‖ ⊥ ‖ ⊥ ‖ ⊥

ε∞ 5.19 4.59 5.54 4.93 8.57 7.49
-ε1 19.38 11.64 26.27 19.69 116.16 81.65
-ε2 2.74 1.30 2.90
-ε3 4.65 5.72 5.23
ε0 24.58 23.62 31.81 31.64 124.74 96.28

In all the cases, the tensors are diagonal. For the cubic phase, it is also isotropic, while for the
other three phases, the tensors have different components parallel (‖) and perpendicular (⊥) to
the c axis. The contributions of the different phonon modes to the static dielectric tensor are
also indicated. For the cubic phase, the contribution originates from the IR-active F1u mode. For
the tetragonal and rutile phases, the phonon mode contributions to ε

‖
0 come from the IR-active

A2u mode, while the contributions to ε⊥
0 come from the two IR-active Eu modes.

to compare our results with experimental data, we average the values parallel and
perpendicular to the c axis:

ε̄ = 2ε⊥ + ε‖

3
.

This average does not really have any physical meaning, and therefore the comparison
is rather qualitative.

For hafnia, we are only aware of measurements of ε0. Our calculated values
of 26.17 for the cubic phase, and ε̄0 = 28.54 for the tetragonal phase significantly
overestimate the values of 16 (62) and 20 (63) obtained in recent measurements. This
overestimation is significantly higher than what can be expected from our density
functional approach and the origin of this difference remains poorly understood.
For the cubic phase, our results agree within 1% with those obtained by by Zhao
and Vanderbilt (43) using similar methods. However, for the tetragonal phase, our
calculations disagree significantly with those of Zhao and Vanderbilt (43). In fact,
we find a ratio of 1.6 between the values of the ε0 tensor in directions parallel and
perpendicular to the c axis, to be compared with the value of 8.6 reported by Zhao
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and Vanderbilt (43). We note that the value of ε̄0 = 70 proposed by the latter authors
appears excessively high in view of the dielectric constant of the cubic phase (∼26.17)
and the trends observed for zirconia (see below).

For zirconia, an experimental value of ε∞ = 4.8 is reported in the literature for
c-ZrO2 (64,65), while measured values for t-ZrO2 range between 4.2 (57) and 4.9 (66).
Our theoretical values (ε∞ = 5.74 and ε̄∞ = 5.59 for the cubic and tetragonal phases,
respectively) are larger than the experimental ones by about 10–15%, as often found
in the LDA to density-functional theory. For ε0, the experimental values found in the
literature vary from 27.2 (67) to 29.3 (68) for c-ZrO2, and from 34.5 (67) to 39.8 (68)
for t-ZrO2. For the cubic phase, our calculated value ε0 = 33.61 is somewhat larger
than experimental estimates, whereas, for the tetragonal phase, our calculated average
ε̄0 = 38.86 falls in the range of the experimental data.

For titania, the experimental values of the electronic permittivity tensor for the
rutile phase are 6.84 and 8.43 in the directions perpendicular and parallel to the c
axis (54). Our corresponding theoretical values of 7.49 and 8.57 also present the
usual 10% overestimation of the LDA. For the static dielectric permittivity tensor,
our theoretical values are on the same order of magnitude as the experimental results,
which show quite large discrepancies: from 86 and 170 (69) to 115 and 251 (70) for
the components perpendicular and parallel to the c axis, respectively.

For a deeper analysis of the static dielectric tensor, we can rely not only on the
frequencies of the IR-active modes, but also on the corresponding eigendisplacements
and Born effective charges. Indeed, the static dielectric tensor can be decomposed in
the contributions of different modes as indicated in Eq. (13).

The contribution of the individual modes -εm to the static dielectric constants
are presented in Table 4 (except for the t-TiO2 phase). For each IR-active mode, the
relevant component of the oscillator strength tensor is reported in Table 5. This tensor
is isotropic for the F1u mode in the cubic phase, while in the tetragonal and rutile phases
we indicate the parallel–parallel component for the A2u mode, and the perpendicular–
perpendicular component for the Eu modes. We also give the magnitude of the mode-
effective charge vector defined by Eq. (14) which is parallel and perpendicular to the
tetragonal axis for A2u and Eu modes, respectively, while it has an arbitrary orientation
for the F1u mode. The atomic motions for these vibrational modes have been described
in detail in the literature (32, 57, 59, 60).

In Table 5, the lowest frequency modes provide the largest contributions to ε0,
even if their oscillator strength (Sm) is relatively small. For instance, the Eu(1) mode
in the tetragonal and rutile phases of hafnia and zirconia contributes much more to the
static dielectric permittivity than the Eu(2) mode in the tetragonal phase and the Eu(3)
mode in the rutile phase, which present however larger values of Sm . This emphasizes
the crucial role of the frequency factor in Eq. (13). That is particularly true for the
cubic phase for TiO2 compared to ZrO2 and HfO2. In this case, the frequency of
the F1u mode in the titanium oxide is more than 35% smaller than in the other two
oxides. This reduced frequency as well as the increased Born effective charge (see
discussion in Section 2.3) leads to a static dielectric constant more than four times
larger in c-TiO2.
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Table 5. Components of mode-effective charge vectors Z∗
m and oscillator strength tensor Sm

for each of the IR-active modes of the cubic (c), tetragonal (t), and rutile (r) phases of HfO2,
ZrO2, and TiO2

HfO2 ZrO2 TiO2

Z∗
m Sm Z∗

m Sm Z∗
m Sm

c
F1u 5.82 6.31 6.42 7.65 7.55 11.69

t
A2u 7.71 11.10 8.14 12.28 7.38 11.18
Eu(1) 5.75 5.76 5.95 5.91 6.04 6.20
Eu(2) 5.91 7.03 6.99 9.95 9.53 20.91

r
A2u 9.29 16.10 10.29 19.61 12.55 32.33
Eu(1) 4.81 3.80 6.29 6.30 9.57 17.62
Eu(2) 3.13 1.18 2.61 0.99 3.56 3.17
Eu(3) 6.18 9.31 6.39 10.09 4.88 7.12

The description of the reported vector and tensor components corresponding to the different
modes is given in the text. The components of the mode-effective charge vectors are given in
units of |e|, where e is the electronic charge. The oscillator strengths are given in 10−4 atomic
units (1 a.u. = 253.2638413 m3/s2).

In the tetragonal phase of hafnia and zirconia, the same argument holds to ratio-
nalize why the ε0 tensor is highly anisotropic, while the ε∞ tensor is only slightly
anisotropic. Indeed, in these materials, the A2u has the largest oscillator strength
(about twice the one of Eu(1) mode) and the largest mode-effective charge. However,
its frequency is about twice larger than that of the Eu(1) mode, and its contribution
to the static dielectric constant is thus roughly twice smaller than that of the Eu(1)
mode.

In Table 5, it can be observed that the oscillator strengths and the mode-effective
charges essentially increase from HfO2 to ZrO2 and from ZrO2 to TiO2. This can be
related to the behavior of the Born effective charges Z∗

κ,αα′ and the eigendisplacements
Um(κα), the two quantities that appear in the definitions of Sm,αβ and Z∗

m,α given in
Eqs. (12) and (14). On the one hand, as discussed in Section 2.3, the Born effective
charges show globally the following trend: Z∗(HfO2) ≤ Z∗(ZrO2) ≤ Z∗(TiO2). On
the other hand, the displacements of Hf atoms are smaller than those of Zr atoms,
which in turn are smaller than those of Ti atoms, simply because the mass increases
from Ti to Hf (as discussed in Section 2.4).

If one now considers the contributions to the static dielectric constant reported in
Table 4, it appears clearly that -ε(HfO2) ≤ -ε(ZrO2) ≤ -ε(TiO2) for almost of all
the modes. For a few modes, however, despite the fact that the oscillator strengths are
smaller, the corresponding contribution presents exactly the opposite trend due to an
increase of the corresponding phonon frequencies. For instance, for Eu(3) mode in
the rutile phase, the frequency for ZrO2 is much smaller than for TiO2. As a result,
the increase by 220% of the oscillator strengths is completely compensated by the
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raise of 34% in the frequency: in the end, the contribution for TiO2 is 9% larger than
the one for ZrO2.

3. CRYSTALLINE SILICATES

3.1. Introduction
Due to the chemical homology of Hf and Zr discussed in Section 2.1, hafnon (HfSiO4)
and zircon (ZrSiO4) resemble each other in many physical and chemical properties.
Their similarities are such that there is complete miscibility between hafnon and
zircon (71). In addition to their importance as potential alternative gate dielectrics,
hafnon and zircon are of geological significance. They both belong to the orthosilicate
class of minerals, which can be found in igneous rocks and sediments. Zircon is used
as a gemstone, because of its good optical quality, and resistance to chemical attack.
In the earth’s crust, hafnon and zircon are host minerals for the radioactive elements
uranium and thorium. They have therefore widely been studied in the framework of
nuclear waste storage.

In a recent paper (72), we have studied the structural, electronic and dynamical
properties of zircon using first-principles calculations. In this section, we present a
comparison between the naturally occurring ZrSiO4 and HfSiO4 crystals, and we also
consider the TiSiO4 crystal defined by similarity with hafnon and zircon. By lexical
analogy, we will also refer to this hypothetical structure as titanon.

3.2. Structural Properties
The MSiO4 with M (= Hf, Zr, Ti) crystals, which are represented in Fig. 2, have
a conventional unit cell which is body-centered tetragonal (space group I 41/amd,
N◦ 141) and contains four formula units of MSiO4, as illustrated by the dashed lines
in Fig. 2(b). A primitive cell containing only two formula units of MSiO4 can also be
defined, as indicated by the heavy lines in Fig. 2(b).

The structure of hafnon, zircon, and titanon crystals may be viewed as consist-
ing of (SiO4)4− anions and M4+ cations with M (= Hf, Zr, Ti), as illustrated by
the medium grey tetrahedra and the light grey spheres in Fig. 2(b). This is consis-
tent with the larger bond length (about 25%) of the M–O compared to the Si–O
bond.

Alternatively, as presented in Fig. 2(c), a different view may be adopted in which
HfSiO4, ZrSiO4, and TiSiO4 consist of alternating (discrete) SiO4 tetrahedra and MO8

units, sharing edges to form chains parallel to the c-direction. Note that in these MO8

units four O atoms are closer to the M atom than the four other ones (about 6, 6, and
11% difference in the M–O bond length in hafnon, zircon, and titanon, as reported in
Table 6).

The positions of the M (= Hf, Zr, Ti) and Si atoms are imposed by symmetry:
they are located at (0, 3

4 , 1
8 ) and (0, 1

4 , 3
8 ) on the 4a and 4b Wyckoff sites, respectively.

The O atoms occupy the 16h Wyckoff sites (0, u, v), where u and v are internal
parameters.
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Fig. 2. Structure of HfSiO4, ZrSiO4, and TiSiO4. (a) A ball and stick representation is adopted
for the body-centered-tetragonal unit cell, where the M (= Hf, Zr, Ti), O, and Si atoms are
colored in light, medium, and dark grey respectively. (b) The individual SiO4 units are rep-
resented schematically by the medium grey tetrahedra, while M atoms are indicated by light
grey spheres. The two sets of dashed lines and heavy lines outline the body-centered-tetragonal
unit cell and the primitive cell, respectively. (c) Besides the SiO4 units, the MO8 triangular
dodecahedra with the M atoms in their center are also drawn.
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Table 6. Structural parameters of HfSiO4, ZrSiO4, and TiSiO4

HfSiO4 ZrSiO4 TiSiO4

Th. Expt. Th. Expt. Th.

a 6.61 6.57 6.54 6.61 6.21
c 5.97 5.96 5.92 6.00 5.81
u 0.0672 0.0655 0.0645 0.0646 0.0591
v 0.1964 0.1948 0.1945 0.1967 0.1892
Volume 130.42 128.63 126.60 131.08 112.03
d(Si–O) 1.62 1.61 1.61 1.62 1.60
d(M–O) 2.14 2.10 2.10 2.13 1.95

2.27 2.24 2.24 2.27 2.19
∠(O-Si-O) 97◦ 97◦ 97◦ 97◦ 96◦

116◦ 117◦ 116◦ 116◦ 117◦

The lengths are expressed in Å. The experimental data are taken from Speer and Cooper (71)
for HfSiO4, and from Mursic et al. (73) for ZrSiO4.

Table 6 summarizes our results obtained after structural and atomic relaxation.
The calculated lattice constants a and c, as well as the internal parameters u and v

are found to be in excellent agreement with their corresponding experimental values
for hafnon (71) and zircon (73). Interatomic distances and angles are within 1 or
2% of the experimental values. This accuracy is to address in a meaningful way the
dynamical and dielectric properties.

The structural parameters for Hf- and Zr-based silicates are very close, whereas
those for Ti-based materials can be 5–10% larger than for the two other silicates. The
largest difference is found for the shorter Ti–O bond which is 9 and 10% smaller
than the Zr–O and Hf–O distances, respectively. This is further confirmation of the
different chemistry of 3d metals with respect to 4d and 5d metals.

3.3. Electronic Structure
In Fig. 3, we present the calculated electronic density of states (DOS) for hafnon,
zircon, and titanon. The complete electronic band structure for ZrSiO4 along several
directions in the Brillouin zone can be found elsewhere (72). For HfSiO4 and TiSiO4,
the electronic band structure is very similar apart from the position of the Hf 5s and
5p bands in hafnon and the Ti 3s and 3p bands in titanon, as explained hereafter.

We clearly distinguish four groups in the DOS of the valence bands, of which the
three lowest ones are rather peaked (small dispersion of the bands), indicative of a
weak hybridization. The DOS of hafnon, zircon, and titanon exhibit a very sharp peak
at −60.2, −47.1, and −56.5 eV, respectively, which are attributed to the Hf 5s, Zr 4s,
Ti 3s states, respectively. Each of these peaks corresponds to two flat bands in the band
structure (72). The peaks at −29.8 eV for hafnon, −25.5 eV for zircon, and −33.1
eV for titanon are related to the Hf 5p, Zr 4p, and Ti 3s states, respectively. Each of
these peak includes six electrons per unit cell. Finally, the O 2s peak (8 electrons per
unit cell) is located between −18.0 and −16 eV for hafnon, zircon, and titanon.
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Fig. 3. Electronic density of states (DOS) for HfSiO4, ZrSiO4, and TiSiO4.

By contrast, the fourth group (24 electrons per unit cell), has a much wider spread
of 8 eV. These states have mainly an O 2p character with some mixing of Si and M
(= Hf, Zr, Ti) orbitals. This mixed covalent–ionic bonding of HfSiO4 and ZrSiO4,
appearing in this group of valence bands, should be kept in mind when interpreting
the Born effective charge tensors.

3.4. Born Effective Charge Tensors
In the hafnon, zircon, and titanon structures, the local site symmetry of M (= Hf, Zr,
Ti) and Si atoms is rather high (4m2). The Born effective charge tensors of M (=
Hf, Zr, Ti) and Si atoms are diagonal and have only two independent components:
parallel and perpendicular to the tetragonal axis, Z∗

‖ and Z∗
⊥, respectively. The Born

effective charge tensors of M (= Hf, Zr, Ti) and Si atoms are reported in Table 7.
We note that Z∗

⊥ for M (= Hf, Zr, Ti) is anomalously large compared to the nominal
ionic charge of the hafnium, zirconium, titanium ions Z = +4. A similar behavior
was also observed in the case of PbZrO3 (49) and of hafnia and zirconia, as discussed
in Section 2. A detailed analysis of the physics of Born effective charges in the case of
perovskite ferroelectrics (like PbZrO3) ascribed this effect to a mixed covalent–ionic
bonding (50). In Section 3.3, we have seen the occurrence of M–O 2p hybridization.
Thus the physical interpretation of this phenomenon is likely similar to the case of
perovskite ferroelectrics. The other component of the M (= Hf, Zr, Ti) Born effective
charge tensor (Z∗

‖ ) is also larger than the nominal ionic charge, although the effect is
not as pronounced (in the case of Ti, it is basically equal to the nominal charge).
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Table 7. Non-vanishing components of the calculated Born effective charge tensors for M
(= Hf, Zr, Ti), Si, and O atoms in HfSiO4, ZrSiO4, and TiSiO4.

Atom HfSiO4 ZrSiO4 TiSiO4

M
(
+5.28 +5.28 +4.68

) (
+5.41 +5.41 +4.63

) (
+5.91 +5.91 +4.01

)

Si
(
+3.18 +3.18 +4.35

) (
+3.25 +3.25 +4.42

) (
+3.56 +3.56 +4.83

)

Oa



−1.15 0 0

0 −3.08 −0.19
0 −0.35 −2.26








−1.15 0 0

0 −3.17 −0.16
0 −0.34 −2.25








−1.20 0 0

0 −3.54 −0.11
0 −0.45 −2.22





[
−1.15 −3.16 −2.18

] [
−1.15 −3.23 −2.19

] [
−1.20 −3.58 −2.18

]

For M (= Hf, Zr, Ti) and Si atoms, the tensors are diagonal and only the principal elements are
given. For O atoms, the full tensor is reported and the principal elements of its symmetric part
are indicated between brackets.
a The tensors reported in the table for O atoms refer to the atom located at (0, u, v). The
Born effective charge tensors for the other oxygen atoms can be obtained using the symmetry
operations.

For the silicon atom, there are also some (weaker) deviations with respect to the
nominal value (Z = +4), one component being larger, and one being lower. While for
hafnon and zircon, the deviations are the largest for the perpendicular components;
for titanon, it is the parallel component that differs the most from the nominal charge.
These deviations are not very different from those observed in tetrahedrally bonded
silica polymorphs, like quartz (74), in which each O atom is strongly bonded to two
Si atoms, or in the more compact polymorph of silica, stishovite (51), in which each
O atom has three close Si neighbors.

Note that Z∗
⊥ is about 3% smaller for hafnium in HfSiO4 than for zirconium

in ZrSiO4, which in turn is about 10% smaller than for titanium in TiSiO4. This
is very similar to what is observed in hafnia, zirconia, and titania as discussed in
Section 2.3. The Born effective charge of Si atoms for directions perpendicular to
the tetragonal axis shows a very similar behavior: it is about 2% smaller in hafnon
than in zircon, and 10% smaller in the latter than in titanon. For the Born effective
charge in a direction parallel to the c axis, we find for Si atoms the same trend as for
perpendicular directions, but the opposite one for M (= Hf, Zr, Ti) atoms: the Born
effective charges for Hf in hafnon is about 1% higher than for Zr in zircon, which in
turn is about 15% higher than for Ti in titanon.

The local site symmetry of the O atoms has only a mirror plane. As a consequence,
the Born effective charge tensors of O atoms are not diagonal, and depend on five
independent quantities. We examine the tensor for the O atom located at (0, u, v),
which is reported in Table 7. The Born effective charge tensors of the other oxygen
atoms can be obtained using the symmetry operations. For this particular atom, the
mirror plane is perpendicular to x . Note that Z∗

yz and Z∗
zy are different, but rather

small, making the Born effective charge tensor almost diagonal. They appear in the
mirror plane, where one O–Si bond and two O–M bonds (one long and one short)
are present. One can compute the projection of the Born effective charge on these
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directions. For the O–Si bond, the projection is −3.00 in HfSiO4 −3.01 in ZrSiO4, and
−3.22 in TiSiO4. For the O–M bonds, the projections on the shorter and longer ones
are −3.15 and −2.25 in hafnon, −3.23 and −2.29 in zircon, and −3.60 and −2.36
for titanon, respectively. In this plane, the magnitude of the Born effective charge
components is larger than the nominal ionic charge of oxygen (Z = −2). Following
an alternative approach to the characterization of the anisotropy of this tensor, we
select its symmetric part and diagonalize it. The principal values are given in Table 7
and the principal direction associated to the largest principal value forms an angle of
about 20◦ with respect to the y axis. Both analyses give the same type of anisotropy.

Such a strong anisotropy of the Born effective charge tensor for O atoms, with
one component of magnitude much smaller than 2 and much smaller than the two
others, was already observed in SiO2-stishovite (51). By contrast, in tetrahedrally
bonded silica, there are two components of magnitudes much smaller than 2. Thus, at
the level of the Born effective charges, the ionic-covalent bonding of O atoms to M
(= Hf, Zr, Ti) and Si atoms in HfSiO4, ZrSiO4, and TiSiO4 is closer to stishovite than
to quartz, in agreement with a naive bond-counting argument. Models of amorphous
silicates MSix Oy should take into account this difference, and might be classified
according to the anisotropy of the O Born effective charges. One expects that, for
a small content of M (= Hf, Zr, Ti), the quartz-like behavior dominates, while, for
M atomic fractions closer to that of hafnon, zircon, and titanon, the stishovite-like
behavior becomes stronger.

Note finally that the Born effective charges for O atoms are very similar in HfSiO4,
ZrSiO4, and TiSiO4. The first principal component is the same in HfSiO4 and ZrSiO4,
while it is 4% larger (in absolute value) in TiSiO4. The last principal component is
basically the same for all three silicates. The only significant difference is for the
second principal value, which is 2% smaller in hafnon and 13% in titanon with
respect to zircon.

3.5. Phonon Frequencies
We also compute the phonon frequencies at the " point of the Brillouin zone for hafnon
and zircon. The theoretical group analysis (see Appendix) predicts the following
irreducible representations of optical and acoustical zone-center modes:

" = 2A1g ⊕ 4B1g ⊕ B2g ⊕ 5Eg︸ ︷︷ ︸
Raman

⊕ 3A2u ⊕ 4Eu︸ ︷︷ ︸
IR

⊕ A2u ⊕ Eu︸ ︷︷ ︸
Acoustic

⊕ B1u ⊕ A2g ⊕ A1u ⊕ 2B2u︸ ︷︷ ︸
Silent

.

Because of the non-vanishing components of the Born effective charge tensors,
the dipole–dipole interaction must be properly included in the calculation of the
interatomic force constants (17, 52, 53). In particular, the dipole–dipole contribution
is found to be responsible for the splitting between the longitudinal and transverse
optic (LO and TO, respectively) modes Eu (perpendicular to c) and A2u (parallel to
c) at the " point.
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Table 8. Fundamental frequencies of HfSiO4, ZrSiO4, and TiSiO4 (in cm−1) with their
symmetry assignments

HfSiO4 ZrSiO4 TiSiO4

Mode Th. Expt. Th. Expt. Th.

Raman A1g(1) O∗ 462 450 442 439 383
A1g(2) O∗ 970 984 971 974 1011
B1g(1) M 162 157 225 214 259
B1g(2) O 395 401 397 393 418
B1g(3) O 638 620 632 – 627
B1g(4) O 1016 1020 1017 1008 1047
B2g O∗ 247 267 252 266 263
Eg(1) 161 148 194 201 194
Eg(2) 204 212 225 225 242
Eg(3) 369 351 375 357 430
Eg(4) O 530 – 536 547 544
Eg(5) O 923 – 923 – 319

Infrared A2u(TO1) 312 348 338 319
A2u(LO1) 423 476 480 482
A2u(TO2) O 598 601 608 606
A2u(LO2) 656 646 647 631
A2u(TO3) O 983 980 989 1000
A2u(LO3) 1095 1096 1108 1106
Eu(TO1) 252 285 287 303
Eu(LO1) 313 341 352 374
Eu(TO2) O 395 383 389 374
Eu(LO2) 409 420 419 414
Eu(TO3) O 420 422 430 433
Eu(LO3) 461 466 471 497
Eu(TO4) O 873 867 885 877
Eu(LO4) 1023 1029 1035 1048

Silent B1u O∗ 107 120 125
A2g O∗ 233 242 250
A1u O∗ 383 392 418
B2u(1) O∗ 573 566 547
B2u(2) O∗ 945 943 969

The letter (M or O) in the second column indicates the atoms (metal or oxygen) whose motion
dominates in the vibrational mode, a star superscript showing that the other atoms are fixed
by symmetry. The experimental values are taken from Hoskin and Rodgers (76) for HfSiO4
(Raman modes only), and from Dawson et al. (77) for ZrSiO4.

The calculated phonon frequencies are reported in Table 8. Our results are in
excellent agreement with the values reported in experiments for hafnon (75,76), and
for zircon (77–79), with a rms absolute deviation of 4.1 cm−1 for HfSiO4 (9.4 cm−1

for ZrSiO4), and a rms relative deviation of 4.2% (2.5%).
In Section 2.4, we have pointed out three origins for the variations of the frequen-

cies in Hf and Zr based oxides: the structural changes, the mass ratio equal to 1.96
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for Hf/Zr and 1.90 for Zr/Ti, and the differences in interatomic force constants. It is
quite interesting to compare on the same basis the phonon frequencies calculated for
HfSiO4, ZrSiO4, and TiSiO4 (see Table 8).

By performing a similar analysis as for the oxides, we find that the structural
changes play a very minor role, in agreement with the intuition resulting from the
very small variations observed in Table 6. With respect to zircon, we find that the fre-
quencies in hafnon are decreased by about 1%; where as in titanon, they are increased
by at most 6%.

As for the oxides, the mass ratio should play a major role for the modes in which
the M (= Hf, Zr, Ti) atoms move significantly more than O atoms (as indicated by
the letter M in the second column of Table 8). This is the case for the B1g(1) mode.
The effect of the mass ratio on the phonon frequencies can be roughly estimated by
assuming that the interatomic force constants for hafnon and titanon are the same as
those for zircon, while the mass of the metal atom is changed to that of Hf or Ti.
These simple calculations lead to frequencies which are reduced by roughly 28% for
hafnon and increased by about 33% for titanon with respect to zircon. In Table 8, we
observe that, for hafnon, the estimation above is very good; while, for titanon, the
frequency only increases by 15% indicating an important change in the interatomic
force constants.

On the contrary, the frequencies should not vary much between the three silicates
for modes in which the M (= Hf, Zr, Ti) atoms are fixed by symmetry as indicated
by the letter O with a star superscript in Table 8, as well as for those in which the
O atoms move significantly more than the M (= Hf, Zr, Ti) atoms (as indicated by
the letter O). In most of these cases, this is indeed what is observed; in a few cases,
however, the differences in the interatomic force constants dominate (for instance,
for the A1g(1) mode in TiSiO4 or the B1u mode in HfSiO4 for which the frequencies
decrease by 11 and 14% with respect to ZrSiO4.

In summary, the effect of the interatomic force constants is less pronounced for
the silicates than for the oxides. As a result, the differences in the phonon frequencies
in Hf, Zr, and Ti silicates can mostly be explained by the ratio between the masses of
the three metals.

3.6. Dielectric Permittivity
Due to the tetragonal symmetry of the hafnon, zircon, and titanon crystals, the elec-
tronic (ε∞) and static (ε0) permittivity tensors have two independent components ε‖
and ε⊥ parallel and perpendicular to the c axis, respectively. The calculated values of
ε∞ and ε0 are reported in Table 9.

For zircon, values of 10.69 (3.8) (78) and 11.25 (3.5) (79) are reported for the static
(electronic) dielectric permittivity in the directions parallel and perpendicular to the
tetragonal axis, respectively. Our theoretical values are larger than the experimental
ones by about 10%, as often found in the LDA to density functional theory. For hafnon,
we were not able to find accurate measurements in the literature: for hafnium silicates,
values ranging from 11 to 25 have been reported.
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Table 9. Electronic and static dielectric tensors of HfSiO4, ZrSiO4, and TiSiO4

HfSiO4 ZrSiO4 TiSiO4

‖ ⊥ ‖ ⊥ ‖ ⊥

ε∞ 4.11 3.88 4.26 4.06 5.52 5.56
-ε1 4.93 4.38 5.90 5.16 9.90 11.54
-ε2 0.81 0.75 0.52 1.31 0.31 0.00
-ε3 0.80 0.35 0.85 0.05 1.01 0.46
-ε4 1.27 1.38 1.88
ε0 10.65 10.63 11.53 11.96 16.73 19.44

The contributions of individual phonon modes to the static dielectric tensor are
indicated. The tensors are diagonal and have different components parallel (‖) and
perpendicular (⊥) to the c axis. The phonon mode contributions to ε

‖
0 come from

the three IR-active A2u modes, while the contributions to ε⊥
0 come from the four

IR-active Eu modes.

The contribution of the individual modes -εm to the static dielectric constant,
as defined in Eq. (13), are also indicated in Table 9. The largest contribution comes
from the lowest frequency mode. The decomposition of the static dielectric tensor can
further be analyzed using the mode-effective charge vectors and the oscillator strength
tensors, defined by Eqs. (14) and (12), respectively. In Table 10, we present for each
IR-active mode, the magnitude of its mode-effective charge vectors (this vector is
parallel and perpendicular to the tetragonal axis for A2u and Eu modes, respectively),
as well as the relevant component of the oscillator strength tensor (the parallel–parallel
component for A2u modes, and the perpendicular–perpendicular component for Eu

modes).

Table 10. Components of mode-effective charge vectors Z∗
m and oscillator

strength tensor Sm for each of the IR-active modes for HfSiO4, ZrSiO4,
and TiSiO4

HfSiO4 ZrSiO4 TiSiO4

Z∗
m Sm Z∗

m Sm Z∗
m Sm

A2u(1) 6.85 7.39 7.68 10.06 7.73 12.53
A2u(2) 3.78 4.24 2.76 2.64 2.05 1.41
A2u(3) 6.60 11.22 6.71 11.50 7.10 12.49
Eu(1) 5.93 4.05 6.79 5.91 8.45 13.22
Eu(2) 2.94 1.70 3.51 2.71 0.90 0.00
Eu(3) 1.69 0.91 0.28 0.12 2.66 1.08
Eu(4) 7.21 14.02 7.37 14.69 8.10 18.05

The description of the reported vector and tensor components corresponding to
the two types of modes is given in the text. The components of the mode-effective
charge vectors are given in units of |e|, where e is the electronic charge. The
oscillator strengths are given in 10−4 atomic unit (1 a.u. = 253.2638413 m3/s2).
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For each symmetry representation (A2u and Eu), the lowest and highest frequency
modes exhibit the largest mode effective charges and the largest oscillator strengths.
Despite their similar oscillator strengths, the modes of lowest frequency contribute
much more to the static dielectric constant than the modes of highest frequency,
the frequency factor in Eq. (13) playing a crucial role. The other modes contribute
significantly less to the static dielectric constants.

For the lowest and highest frequency modes, the oscillator strengths and the
mode-effective charges increase from hafnon to zircon and from zircon to titanon.
The origin of this difference can be traced back to the Born effective charges
and the eigendisplacements. Indeed, as discussed in Section 3.4, the Born effec-
tive charges of M (= Hf, Zr, Ti) and Si atoms show the following behavior:
Z∗(HfOSi4) ≤ Z∗(ZrSiO4) ≤ Z∗(TiSiO4). Moreover, due to their heavier weight, the
displacements of Hf atoms are smaller than those of Zr atoms, which in turn are smaller
than those of Ti atoms.

Coming back to the contributions to the static dielectric constant reported in
Table 9, we observe that the contributions of the lowest and highest frequency modes
show the following increasing trend: -ε(HfSiO4) ≤ -ε(ZrSiO4) ≤ -ε(TiSiO4).
This behavior is essentially related to the increase in the oscillator strengths, since the
phonon frequencies do not change significantly in all three silicates.

4. AMORPHOUS SILICATES

The dielectric properties of transition metal amorphous silicates constitute an issue of
great practical importance. Early experimental measurements tend to show a supra-
linear dependence of the static dielectric constant ε0 on the metal concentration (6,7).
While several phenomenological theories address this behavior (80,81), a close to lin-
ear dependence seem to prevail based on more recent (82,83). In a recent paper (84),
we have used DFT simulations to tackle this particularly relevant problem by analyzing
how the permittivity of Zr silicates is affected by the underlying microscopic structure.

In addressing this technological issue, we face the more general problem of
predicting the dielectric properties of amorphous alloys using first-principles cal-
culations. Brute force investigation of numerous large supercells is beyond present
computational capabilities. To overcome this difficulty, we explore the relationship
between the dielectric properties of Zr silicates and their underlying microscopic
structure. Using density-functional theory, we determine optical and static dielectric
constants for various model structures of Zr silicates, both ordered and disordered.
We introduce a scheme which relates the dielectric constants to the local bonding
of Si and Zr atoms. This scheme relies on the definition of parameters characteris-
tic of the basic structural units (SUs) formed by Si and Zr atoms and their nearest
neighbors.

Applied to amorphous Zr silicates, our scheme provides a good description of
measured dielectric constants, both optical (83,85) and static (82,83), and shows the
important contribution of ZrO6 SUs to the static dielectric constant. In a very similar
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way, our scheme can also be used to investigate Hf and Ti silicates. We here only
briefly indicate how these systems compare with each other.

We set up a series of model structures of (ZrO2)x (SiO2)1−x with x ranging from
0 to 0.5, nine crystalline and one amorphous, and describe them in terms of cation-
centered SUs. We start with three different SiO2 polymorphs (x = 0):! C0: α-cristobalite with four SiO4 SUs per unit cell! Q0: α-quartz with three SiO4 SUs! S0: stishovite with two SiO6 SUs

We derive three new crystal structures by replacing one of the Si atoms by a Zr atom
for each of these models:! C1: ZrSi in α-cristobalite with three SiO4 and one ZrO4 SUs per unit cell

(x = 0.25)! Q1: ZrSi in α-quartz with two SiO4 and one ZrO4 SUs (x = 0.33)! S1: ZrSi in stishovite with one SiO6 and one ZrO6 SUs

We also consider the zircon crystal, as well as two other models generated by substi-
tuting Zr by Si:! Z2: zircon which contains two SiO4 and two ZrO8 SUs per unit cell (x = 0.5)! Z1: SiZr in zircon with two SiO4, one SiO6, and one ZrO8 SUs (x = 0.25)! Z0: fully Si-substituted zircon with two SiO4 and SiO6 SUs (x = 0)

Finally, only a single disordered structure could be afforded because of the noticeable
computational cost associated:! A: amorphous structure, generated using classical molecular dynamics with

empirical potentials (84), with 3 ZrO4 and 17 SiO4 SUs (x = 0.15)

The atomic coordinates and the cell parameters of all our model structures are
fully relaxed within the local density approximation (LDA) to DFT. The calculated
optical and static dielectric constants for our model structures are given in Table 11.
Due to the well-known limitations of the LDA, the theoretical values are larger than
the experimental ones (when available) by about 10%.

In order to analyze the dependence of the optical dielectric constant (ε∞) on the
underlying atomic nanostructure, we use the Clausius–Mosotti relation (81, 83) that
connects it to the electronic polarizability ᾱ:

ε∞ − 1
ε∞ + 2

= 4π

3
ᾱ

V̄
, (19)

where V̄ is the average SU volume. The polarizability ᾱ can be considered as a local
and additive quantity, in contrast with ε∞. Hence, we define αi values for each SU i ,
where i ≡ SiOn (with n = 4 or 6) or ZrOn (with n = 4, 6, or 8), in such a way that:

ᾱ =
∑

i

xiαi , (20)
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Table 11. Composition (x), optical (ε∞) and static (ε0) dielectric constants,
volume (V̄ ) in bohr3, polarizability ᾱ in bohr3, characteristic dynamical charge
(Z̄ ), and characteristic force constant (C̄) in hartree/bohr2 for the various model
systems

Model x ε∞ ε0 V̄ ᾱ Z̄ C̄

C0 0.00 2.38 4.30 264.77 19.92 4.21 0.4391
C1 0.25 2.76 5.25 273.21 24.12 4.59 0.3895
Q0 0.00 2.54 4.83 240.34 19.46 4.28 0.4169
Q1 0.33 2.91 5.84 275.28 25.56 4.85 0.3661
S0 0.00 3.36 10.33 153.74 16.16 4.81 0.2716
S1 0.50 4.44 24.20 201.88 25.74 6.14 0.1188
Z0 0.00 3.37 10.11 167.80 17.68 4.76 0.2512
Z1 0.25 3.94 18.36 189.74 22.42 5.29 0.1287
Z2 0.50 4.13 11.81 213.28 26.00 5.58 0.2385
A 0.15 3.24 8.92 213.12 21.75 4.83 0.2424

The reported dielectric constants correspond to orientational averages.

where xi is the molecular fraction. In Table 12, we report the five αi values that we
determine by solving in a least square sense the overdetermined system based on the
calculations of ε∞ for the nine crystalline models. The optical dielectric constants
derived from these αi values using Eqs. (19) and (20) are in very good agreement with
those computed from first-principles, showing average and maximal errors smaller
than 1 and 2.5%, respectively. For the amorphous model, which was not used to
determine the αi values, the calculated value ε∞ = 3.25 compares very well with the
first-principles result ε∞ = 3.24. These results give an a posteriori motivation for the
use of Eqs. (19) and (20) to model the optical dielectric constant.

For the static dielectric constant (ε0), the description in terms of a single local
and additive quantity as the electronic polarizability is precluded by the phonon con-
tributions. To overcome this difficulty, we consider the difference between dielectric
constants (-ε):

-ε = ε0 − ε∞ = 4π

,0

∑

m

Sm

ω2
m

= 4π

V̄

Z̄2

C̄
, (21)

Table 12. Polarizability (α in bohr3), characteristic dynamical
charge (Z ), and characteristic force constant (C in hartree/bohr2)
for various structural units, extracted from the calculations for the
nine crystalline models

SiO4 SiO6 ZrO4 ZrO6 ZrO8

α 19.68 16.14 37.37 35.35 32.69
Z 4.29 4.92 5.66 7.16 6.73
C 0.3597 0.2176 0.4202 0.0817 0.1153
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where ωm and Sm are the frequency and the oscillator strength of the mth mode. The
volume of the primitive unit cell ,0 is related to the volume V̄ and to the number of
SUs N̄ by ,0 = N̄ V̄ . The characteristic dynamical charge Z̄ and characteristic force
constant C̄ are defined by:

Z̄2 = 1

N̄

∑

κ

Z2
κ and C̄−1 = 1

N̄

∑

m

Sm

ω2
m Z̄2

, (22)

where Zκ are the atomic Born effective charges.
A detailed analysis of the variation of -ε due to a Si → Zr substitution is given in

ref. (84), where the contribution from sixfold coordinated atoms has been highlighted.
In fact, these configurations are very similar to those in ABO3 perovskites. The
enhancement of -ε finds its origin in very low frequency modes in which the cations
(A or B) move in opposition with the O atoms while carrying opposite effective
charges.

By analogy with the polarizability, we define Zi and Ci values for each SU such
that:

Z̄2 =
∑

i

xi Z2
i and C̄−1 =

∑

i

xi C
−1
i , (23)

though the locality and the additivity of these parameters is not guaranteed a priori.
We determine the optimal values Zi and Ci in the same way as for αi (Table 12).

For the nine crystalline models, the values of -ε obtained by introducing these
parameters in Eqs. (21) and (23) match quite well those calculated from first-
principles (84), though the agreement is not as impressive as for ε∞. Differences
result primarily from the determination of C̄ . By contrast, the values of Z̄ given by
Eq. (23) agree very well with those computed from first principles, showing an aver-
age and maximal error smaller than 2 and 3%, respectively. A posteriori, C̄ appears
to be less local and additive. In fact, it can be demonstrated that the locality of C̄ is
closely related to the dynamical charge neutrality of the SUs (84).

For the amorphous model, which was not used to determine the Zi and Ci values,
the agreement between the model and the first-principles -ε is excellent with an error
smaller than 1% (84). Indeed, our scheme is more accurate for disordered systems,
where the localization of vibrational modes is enhanced and the dynamical charge
neutrality appears better respected.

The parameters in Table 12 fully determine the dielectric constants of Zr silicates
of known composition in terms of SUs. It is important to note the following two
points. On the one hand, the three parameters of Zr-centered SUs all contribute to
enhancing the dielectric constants over those of Si-centered ones of corresponding
coordination.1 This is clearly at the origin of the increase of ε∞ and ε0 with increasing
Zr concentration. Second, while the polarizability αi of a given SU (Si- or Zr-centered)
steadily decreases with increasing coordination, such a regular behavior is not

1 In Table 12, the value of C for SiO4 apparently leads to a higher contribution to -ε than that for ZrO4.
This is an artifact of the approach we used to determine the Zi and Ci .
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Fig. 4. Dielectric constants (ε∞ and ε0) as a function of composition x for amorphous
(ZrO2)x (SiO2)1−x . The hatched region corresponds to results derived from our model scheme
and reflects the indetermination of the number of ZrO6 units. The upper curve delimiting the
band corresponds to structures entirely composed of ZrO6 units, while the lower curve repre-
sents a smooth transition from a structure composed of ZrO4 units at x = 0 to one composed
of ZrO8 units at x = 0.5, without the occurrence of any ZrO6 unit. The references for the
experimental data are: " (85), • (82), ◦ (83), (6, 7), # (86), $ (87), and % (30).

observed for the parameters Zi and Ci determining -ε. On the other hand , Zi

and Ci concurrently vary to enhance the contribution of ZrO6 units, which are the
SUs giving the largest contribution to -ε in amorphous Zr silicates.

Using the scheme given by Eqs. (19), (20), (21) and (23), we can now obtain an
estimate of ε∞ and ε0 for amorphous (ZrO2)x (SiO2)1−x as a function of Zr composition
(0 < x < 0.5). Using measured densities for Zr silicates (85), we first calculate ε∞
as a function of x . In this case, the effect of Zr coordination is negligible since
the various Zr-centered units have close α values compared to SiO4 (Table 12). As
plotted in Fig. 4, our theoretical values agree very well with available experimental
data (83, 85).

In order to apply our scheme for -ε, additional information on the cationic co-
ordination is required. We assume that the Si atoms are fourfold coordinated. The
coordination of Zr atoms is less well determined. Recent EXAFS measurements (80)
tend to show that the average Zr coordination increases from about 4 to about 8 for
Zr concentrations increasing from x ∼ 0 to 0.5. In Fig. 4, we also plot the calculated
ε0 for amorphous (ZrO2)x (SiO2)1−x as a function of x , together with the available
experimental data (6, 7, 82, 83, 86).

The characteristic parameters used to calculate ε0 change noticeably with the local
environment of Zr atoms. Therefore, the indetermination with respect to their coordi-
nation leads to a range of possible values for our theoretical values as represented by
the dashed band in Fig. 4. We consider several suitable suitable distributions of three
representative structural units (ZrO4, ZrO6, and ZrO8). The upper curve delimiting
the band in Fig. 4 corresponds to structures entirely composed of ZrO6 units. The
lower curve is for amorphous systems which do not contain any ZrO6 units. The av-
erage Zr coordination varies linearly from four to eight between x = 0 and 0.5, with
concentrations of ZrO4 and ZrO8 SUs varying at most quadratically. Note that the
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Table 13. Polarizability (α in bohr3), characteristic dynamical charge
(Z ), and characteristic force constant (C in hartree/bohr2) for MO6 and
MO8 structural units with M (= Hf, Zr, Ti), extracted from the
calculations for the r-MO2 structures on the one hand, and for the
c-MO2 and MSiO4 structures on the other handa

HfO6 ZrO6 TiO6 HfO8 ZrO8 TiO8

α 35.28 34.54 33.49 32.21 31.66 32.87
Z 7.19 7.45 8.59 6.77 6.95 7.70
C 0.1278 0.1050 0.0437 0.1630 0.1418 0.0778

aThe parameters extracted from the MSiO4 structures take into account
the values already obtained for SiO4 SUs which are reported in Table 12.

upper part of the band matches well the recent experimental data (82,83). The earlier
data (6, 7, 86) cannot be explained. Figure 4 shows that, for a sufficient amount of
ZrO6 units, values of ε0 at intermediate x can indeed be larger than estimated from
a linear interpolation between SiO2 and ZrSiO4. However, in agreement with recent
experiments (82,83), our theory indicates that the extent of this effect is more limited
than previously assumed (6, 7, 80).

Our scheme could also be applied to Hf and Ti silicates which are very similar
to Zr silicates, provided that the value of the characteristic parameters are adapted.
In this respect, the comparison between the various crystalline oxides and silicates
carried out in the preceding sections provides very useful informations. Indeed, it
is possible to extract the characteristic parameters of MO6 and MO8 SUs from the
results obtained for the r-MO2 structures on the one hand, and for the c-MO2 and
MSiO4 structures on the other hand. These values are reported in Table 13.

Note the results in Tables 12 and 13 for ZrO6 and ZrO8 structural units are in
good agreement despite the fact they have been obtained using almost completely
different sets of crystalline systems. The only common system is the zircon crystal.
In Table 12, the parameters are extracted from the results for crystalline systems that
all include Si-centered SUs; whereas, in Table 13, the reference crystals do not include
such structural units (apart from zircon). This increases our confidence in the validity
of the scheme.

Basically, all the parameters in Table 13 show a similar trend. On the one hand, the
enhancement of the dielectric permittivities (both electronic and static) will be larger
for the Ti-centered SUs than for Hf- and Zr-centered ones. On the other hand, the
MO6 units produces a larger enhancement than MO8 units. Hence, for the amorphous
silicates, the same kind of considerations should apply. In particular, for Ti amorphous
silicates, the dielectric constants should be considerably larger than for Hf and Zr
amorphous silicates. Firstly, for Ti, the MO6 SUs tend to be more stable (as in rutile)
than the MO8 ones; whereas, for Hf and Zr, the MO8 SUs prevail. Secondly, all the
characteristic parameters of Ti-centered SUs produce a larger enhancement than Hf
and Zr ones.
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5. CONCLUSIONS

Using density-functional theory, we have investigated the structural, electronic, dy-
namical, and dielectric properties for a series of high-k materials belonging to the
Hf–Si–O, Zr–Si–O, and Ti–Si–O systems. We have considered three different struc-
tures (cubic, tetragonal, and rutile) for hafnia, zirconia, and titania (the crystalline
oxides), as well as hafnon, zircon, and titanon (the crystalline silicates), and finally
the amorphous silicates.

In all the investigated systems, we have found a very good agreement between
the parameters of the relaxed atomic structures and the experimental ones (when
available). The structural parameters are found to be very similar in Hf- and Zr-based
materials. On the contrary, the Ti-based materials show some significant differences
with respect to the corresponding Hf and Zr oxides and silicates.

The phonon frequencies at the center of the Brillouin zone, the Born effec-
tive charge tensors, and the dielectric permittivity tensors have been obtained using
density-functional perturbation theory. For the crystalline systems, the agreement
between the calculated phonon frequencies and their corresponding experimental
values (when available) was found to be excellent. In all the cases, the differences be-
tween the Hf-, Zr-, and Ti-based systems have been analyzed in detail and interpreted
in terms of structural changes, the mass ratio, and variations of interatomic force
constants.

The Born effective charge tensors present an important anisotropy. For some
directions, we have found that these effective charges are larger than the nominal ionic
charge, indicating a mixed covalent–ionic bonding between M (= Hf, Zr, Ti) and O
atoms, and between Si and O atoms. We have also discussed the effective charges
focusing on the changes between the systems containing hafnium, zirconium, and
titanium.

We have computed the electronic and static dielectric permittivity constants, and
have proposed a detailed analysis of the contributions of individual vibrational modes.
The discussion is based on the calculation of mode-effective charges and oscillator
strengths. For the tetragonal systems (t-HfO2, t-ZrO2, r-HfO2, r-ZrO2, r-TiO2, HfSiO4,
ZrSiO4, TiSiO4), it was observed, for directions both parallel and perpendicular to
the tetragonal axis, that a single mode contributes for more than 60% of the full ionic
contribution. The corresponding eigenvectors, which could be obtained in our first-
principle approach, show clearly that the displacement is characterized by M (= Hf,
Zr, Ti) and O atoms moving in opposite directions. In the silicates, the displacement
of Si atoms in these modes is more than twice smaller than those of the other species,
inducing a substantial distortion of the SiO4 tetrahedra in contradiction to what was
previously thought. For all systems, the modifications related to the presence of Zr
rather than Hf have been rationalized in terms of the difference in mass between these
atoms, variations of interatomic force constants, and changes in structural parameters
(minor effect).

For hafnon, zircon, and titanon, the electronic density of states have been calcu-
lated. The contributions from Hf 5s and 5p, Zr 4s and 4p, Ti 3s and 3p, and O 2s and
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2p are clearly distinguishable. The spread of the latter indicates hybridization with
atomic M (= Hf, Zr, Ti) and Si orbitals.

Finally, the dielectric properties of amorphous silicates have been investigated.
We have proposed a simple scheme which connects the optical and static dielectric
constants of Zr silicates to their underlying microscopic structure. Our theory supports
recent experiments which find a close to linear dependence of ε0 on the Zr fraction x ,
and shows that higher dielectric constants can be achieved by increasing the concentra-
tion of ZrO6 structural units. We have extended these results to Hf and Ti amorphous
silicates. We have proposed that the dielectric constants should be considerably larger
for Ti-based systems than for Hf and Zr ones because of the predominance of MO6

in the former and the larger enhancement produced by Ti-centered structural units.
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APPENDIX: SYMMETRIES OF THE PHONON MODES

In this appendix, we present the procedure to determine the symmetries of the phonon
modes Umq(κα) at a wave vector q using group theory. For pedagogic purposes, we
focus on the practical aspects without giving the formal justifications of the formulas,
which may be found in the literature (88). As an example, we will consider the phonon
modes at the " point for the fluorite structure (space group Fm3̄m, N◦ 225). This
corresponds to the cubic structure for the oxides studied previously.

In the following, we adopt the Seitz notation for the symmetry operations of the
crystal:

{S | v(S)} , (A.1)

where S is 3 × 3 a real orthogonal matrix representation of a rotation and v(S) is a
vector which is smaller than any primitive translation vector of the crystal. Applied
to the equilibrium position vector of atom κ relative to the origin of the cell τκ , this
symmetry operation transforms it according to the rule:

{S | v(S)} τκ = Sτκ + v(S) = τκ ′ + R(a), (A.2)

where R(a) is a translation vector of the crystal. The second equality expresses the
fact that, because the symmetry operation {S | v(S)} is one which sends the crystal
into itself, the lattice site κ must be sent onto an equivalent site which we label κ ′.
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Table A1. Character table for space group Fm3̄m (N◦ 225) at the " point

E 4 2 3 2′ I −4 m −3 m ′ Functions
Mult. 1 6 3 8 6 1 6 3 8 6

A1g 1 1 1 1 1 1 1 1 1 1 x2 + y2 + z2

A1u 1 1 1 1 1 −1 −1 −1 −1 −1
A2g 1 −1 1 1 −1 1 −1 1 1 −1
A2u 1 −1 1 1 −1 −1 1 −1 −1 1
Eg 2 0 2 −1 0 2 0 2 −1 0 (2z2 − x2 − y2, x2 − y2)
Eu 2 0 2 −1 0 −2 0 −2 1 0
T2u 3 −1 −1 0 1 −3 1 1 0 −1
T2g 3 −1 −1 0 1 3 −1 −1 0 1 (xy, xz, yz)
T1u 3 1 −1 0 −1 −3 −1 1 0 1 (x, y, z)
T1g 3 1 −1 0 −1 3 1 −1 0 −1 (Jx , Jy, Jz)

The starting point is determine the space group Gq of the wave vector q. It consists
of the symmetry operations of the crystal {S | v(S)} whose purely rotational part {S}
have the property:

Sq = q + G, (A.3)

where G is a translational vector of the reciprocal lattice. It is clear that G vanishes
if q lies inside the first Brillouin zone, and that it can only be non-zero if q lies on
the boundary of the zone. For our example, since we consider the " point, the space
group is simply the space group of the crystal.

The next step is to obtain the character table for the space group Gq. The various
tables for all space groups and special points can be found in books such as ref. (89).
Alternatively, the Bilbao Crystallographic Server (90) provides all the tables for the
" point. For our example, the character table is given in Table A1.

The symmetries of phonon modes are related to the transformation properties of
the displacement vectors Umq(κα). In group theoretical terms, this implies to take
direct product of the irreducible representations for the vector (x, y, z) with those of
the various atomic sites.

First, we need to find the irreducible representations χV of the vector (x, y, z).
For our example, we see in Table A1 that:

χV = F1u . (A.4)

Second, each atomic site is also characterized by one or more symmetry operations
that map the atomic site onto itself. The collection of these symmetry operations define
the site group (usually labeled using Wyckoff notation). The site group can be one of
the 32 crystallographic point groups and must be a subgroup of the space group. For
each site, the characters χatomic site represent the number of atoms that are invariant
under the symmetry operations of the group. The irreducible representations need
to be found for each site. For our example, the Zr and O atoms occupy 4a and 8c
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Wyckoff sites, respectively. We find that:

χatomic site 4a = A1g

χatomic site 8c = A1g ⊕ A2u (A.5)

Finally, the symmetries of the phonon modes are found by taking the direct product
of chiV with χatomic sites. For our example, we have that:

χV ⊗ χatomic site 4a = F1u ⊗ A1g = F1u

χV ⊗ χatomic site 8c = F1u ⊗ (A1g ⊕ A2u) = F1u ⊕ F2g (A.6)

Hence, the theoretical group analysis predicts the following irreducible representa-
tions of optical and acoustical zone-center modes for the cubic phase:

" = F2g︸︷︷︸
Raman

⊕ F1u︸︷︷︸
IR

⊕ F1u︸︷︷︸
Acoustic

. (A.7)

The final step is to assign each phonon mode m individually, that is to find its
characters χmq({S | v(S)}) with respect to the various symmetry operations of Gq.
For non-degenerate modes, it can be demonstrated (88) that:

χmq({S | v(S)}) =
∑

κκ ′

∑

αβ

Umq(κα) Tαβ Umq(κ ′β)δ(κ, F0(κ ′; R)),

with Tαβ = Sαβeiq·[τκ−Sτκ ], (A.8)

where F0(κ ′; S) is the label of the atom to which the atom κ ′ is brought by the symmetry
operation {S | v(S)}. The δ expresses that we only need to taken into account those
atoms κ ′ that map on to atom κ by the symmetry operation. In case of degeneracy,
the sum in Eq. (A.8) must be extended to all the degenerate modes.

By comparing the characters χmq({S | v(S)}) with Table A1, it is then quite
straightforward to assign the various phonon modes. In the end, we can double
check the assignments obtained in this way agree with the irreducible representations
of χV ⊗ χatomic sites.
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