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VI. MODELS WITH UP-DOWN SYMMETRY

Models with up-down symmetry have dynamics that are
invariant to the swap of state labels (susceptible to infected,
and vice versa) for all nodes. In Refs. [29,30], this sym-
metry is called ‘‘Z2 symmetry.’’ It is characteristic of the
voter model and other opinion dynamics models; see the
fourth column of Table I. In terms of the transition rates,
the symmetry condition implies that

Rk;m ¼ Fk;k"m for m ¼ 0; . . . ; k and for all k: (23)

Note that for such dynamics, the AME system (1) and (2) is
invariant under the change of variables sk;m ! ik;k"m and
ik;m ! sk;k"m. Since the expected fraction of degree-k
nodes can be written as !k ¼

Pk
m¼0 ik;m ¼ 1"Pk

m¼0 sk;m, this symmetry condition implies that a solution
exists of the AME with !kðtÞ ¼ 1=2 for all t. However, this
solution may not be the only one possible: Depending on
the initial condition !ð0Þ and on the parameter regime,
other solutions of the AME may also be found.

Focusing first on equilibrium spin models with up-down
symmetry, which obey condition (17) in addition to (23),
we investigate the stability of the symmetric solution with
!!k ¼ 1=2. First, note that there is only a single parameter
in these models: Putting m ¼ k=2 for even k, or, for odd k,
m ¼ ðk" 1Þ=2 and then m ¼ ðkþ 1Þ=2 into Eq. (17) and
imposing condition (23) immediately yields the necessary
relation

bk ¼ a"k=2 (24)

between the parameters of equilibrium spin models. Using
the steady-state solution of Sec. V, it is possible to show
that a critical value ac of the parameter a exists: In the
language of dynamical systems, this value is a (pitchfork)
bifurcation point [75]. For parameter values a with a < ac,
the symmetric solution ! ¼ 1=2 is stable, meaning that if
!ð0Þ is close to 1=2, the steady-state solution will be !! ¼
1=2. In spin models (where the magnetization can be
written as M ¼ j2!" 1j), this regime is the paramagnetic

(disordered) phase; for opinion models in this regime, the
two opinions coexist equally on the network. However, if
the parameter a exceeds the critical value ac, then the
symmetric solution ! ¼ 1=2 is unstable, and two other
stable solutions, symmetric about ! ¼ 1=2, exist. This
regime is the ferromagnetic (ordered) phase; for opinion
models, one of the two opinions dominates the other. The
critical value ac gives the phase transition point, and the
behavior of !! near ac can be determined from Eq. (21) (see
Appendix D for details) in a very similar fashion to the
analysis of the Ising model in Refs. [25,26]; see also
Ref. [76]. The results of such an analysis (see
Appendix D) may be summarized as follows. If the degree
distribution Pk possesses a finite fourth moment hk4i ¼P

kk
4Pk, then the phase transition is of the mean-field type,

with a critical parameter

ac ¼
! hk2i
hk2i" 2hki

"
2

(25)

and with !!" 1=2&'ða" acÞ1=2 as a ! ac from above.
Following Refs. [25,26] (see Appendix D), if the network
has a scale-free degree distribution Pk & k"" as k ! 1,
then, for exponents " in the range 2< "< 3, the critical
point is ac ¼ 1, with !!" 1=2&'ða" acÞ1=ð3""Þ, while,
for exponents with 3< "< 5, we have ac given again by
Eq. (25), but with near-criticality scaling of !!" 1=2&
'ða" acÞ1=ð""3Þ as a ! ac. The case " ¼ 3 shows an
infinite order transition at a ¼ 1, as is discussed in
Ref. [25].
As is mentioned at the end of Sec. V, the Ising model

(Glauber or Metropolis dynamics) is of type (23), with
temperature T related to the parameter a via T ¼
4J= lna, so a ¼ 1 corresponds to infinite temperature. A
social-influence model of this type might be given, for
example, by transition rates with the properties

Rk;m¼Fk;k"m¼Fk;m form¼0; . . . ;k and all k: (26)

Here, all Fk;m values for m ¼ 0 to bk2c are free parameters;
for example, the rates Fk;m and Rk;m could be given by
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FIG. 6. Glauber dynamics for the Ising spin model dynamics on a Poisson (Erdös-Rényi) random graph with mean degree z ¼ 7. The
interaction parameter J is set to 1, the temperature T is 2= logð2:5Þ ( 2:18, and the initial fraction of spin-ups is 0.51.
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Fig. 1(c), which is motivated by the data analysis in Fig. 4
of Ref. [17]. In any model satisfying (26), the parameter a
of (17) is equal to 1, and by the results above the model is
in the paramagnetic (disordered) phase for all network
topologies. However, Eq. (25) shows that a ¼ 1 is near
the critical point of the system if the degrees in the network
are very heterogeneous (so that hk2i " hki), and indeed the
model is poised precisely at criticality (ac ¼ 1) on scale-
free networks with infinite-variance degree distributions.

For symmetric models that do not obey the equilibrium
condition (17), the PA and AME solutions are different,
even as t ! 1; see Fig. 7 for an example using majority-
vote dynamics. The solutions of the PA equation are there-
fore of limited usefulness, but it is nevertheless interesting
that for z-regular graphs an expression for the critical point
can be explicitly obtained. In Appendix E, we show that the
PA critical point of symmetric models on such networks
occurs precisely when the steady-state PA parameter p has
the value

!p c ¼
z# 2

2z# 2
; (27)

and the location of the critical point in parameter space is
given by the solutions Fz;m (for m ¼ 0; . . . ; z) of the im-
plicit equation

Xz

m¼0

!
1# 2m

z

"
Fz;mBz;m

!
z# 2

2z# 2

"
¼ 0: (28)

Using the infection rate Fk;m for the majority-vote model
(see Table I), for example, in Eq. (28), gives an explicit
expression for the PA critical noise parameter Q:

Qc ¼
2
41#

Pbz#1
2 c

m¼0ð1# 2m
z ÞBz;mð z#2

2z#2ÞPz
m¼dzþ1

2 eð1#
2m
z ÞBz;mð z#2

2z#2Þ

3
5

#1

: (29)

Equation (28) can similarly be used to obtain analytical
expressions for the PA critical points in other models on

z-regular random graphs, e.g., Fig. 12 of Ref. [28], Fig. 1 of
Ref. [39], or Fig. 1 of Ref. [77].

VII. THRESHOLD DYNAMICS

Threshold models are often used to model the propaga-
tion of fads or collective action through a population
[12–14,18,69,78]. Each node has a (frozen) threshold level;
these thresholds may be chosen at random (e.g., from a
Gaussian distribution) or assigned in some other way (per-
haps depending on the degree of the node). In the
asynchronous-updating version of these models, a fraction
dt of nodes is randomly chosen for updating in each time
step [79]. When chosen for updating, an inactive node
becomes active (with probability 1) if m, the number of
its neighbors that are active, exceeds the node’s threshold
[80]. Once activated, nodes cannot subsequently become
inactive, so the dynamics are monotone; cf. Sec. IV. Unlike
in Eq. (10) of Sec. IV, however, the transition rate is not
linear in m; in fact, it is given by

Fk;m ¼
#
0 if m<Mk

1 if m ' Mk
(30)

to reflect the deterministic activation of a node (once it is
chosen for updating) when m exceeds the threshold level
Mk. We have introduced here the vector k to encode
two properties that define a class of node: their degree k
(a scalar) and their type r, which together determine the
threshold Mk for such nodes. The types are assumed to be
from a discrete set of possibilities: All nodes of type r ¼ 1,
for example, might have the same threshold M1, with all
nodes of type r ¼ 2 having a common threshold M2, with
M2 ! M1. In this way, the set of all nodes may be parti-
tioned into disjoint sets that are labeled by their degree and
their type; in mathematical notation, we combine these
labels into a two-vector, defining k ¼ fk; rg for the k class
of nodes. All nodes in the same k class have the same
degree and the same type, and therefore all share the same
threshold Mk. We generalize the degree distribution Pk to
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FIG. 7. Majority-vote model on a three-regular random graph, with !ð0Þ ¼ 0:55 and noise parameterQ ¼ 0:07. This nonequilibrium
model does not obey condition (17), and the AME and PA solutions are not equal, even as t ! 1, in contrast to Figs. 5 and 6.
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the distribution Pk, which gives the probability that a
randomly chosen node has vector k (i.e., has degree k
and type r). For example, if the thresholds of the nodes
are randomly chosen, independent of their degrees, then
the Pk distribution can be written as Pk ¼ PkPr, where Pk

is the degree distribution and Pr is the probability that a
node is of type r. By taking the discrete set of types to be
sufficiently large, it is possible to approximate a continu-
ous distribution of types or thresholds with a desired level
of accuracy. With this extended notation, the AME ap-
proach can be generalized in an obvious manner, essen-
tially replacing the scalar degree k by the vector k as
appropriate in Eq. (6), to yield

d

dt
sk;m¼"Fk;msk;m"!sðk"mÞsk;m

þ!sðk"mþ1Þsk;m"1 form¼0;...;k; (31)

with the rate !s given by !s ¼
½PkPk

Pk
m¼0ðk"mÞFk;msk;m'=½

P
kPk

Pk
m¼0ðk"mÞsk;m'.

Note that the sums here are over all k classes, i.e., over all
degrees k and all types r:

P
k :¼ P

k

P
r .

In Ref. [81] (see also Ref. [82]), it is argued that for no-
recovery threshold models of the type (30) and (31) de-
scribed above, the fraction "ðtÞ of active nodes at times t
can be found by solving just two differential equations:

d

dt
" ¼ hð#Þ " ";

d

dt
# ¼ gð#Þ "#; with #ð0Þ ¼ "ð0Þ ¼

X

k

Pk"kð0Þ;

(32)

where

hð#Þ ¼
X

k

Pk

!
"kð0Þ þ ½1" "kð0Þ'

X

m(Mk

Bk;mð#Þ
"

(33)

and

gð#Þ ¼
X

k

k

z
Pk

!
"kð0Þ þ ½1" "kð0Þ'

X

m(Mk

Bk"1;mð#Þ
"
:

(34)

Here, "kð0Þ is the fraction of nodes with vector k that are
activated (infected) at time t ¼ 0; as in Ref. [82], we
generalize the usual infected fraction "ð0Þ—that is used
elsewhere in this paper—to allow for possible dependence
on the degree or type of the nodes chosen to ‘‘seed’’ the
contagion.
In Appendix F, we demonstrate that Eqs. (30) and (31)

reduce to (32)–(34) through an exact solution of (31)
given by

sk;mðtÞ ¼ ½1" "kð0Þ'Bk;mð#Þ for m<Mk: (35)

The distribution of sk;m for m ( Mk is, in general, not of
the binomial form (35), but it can nevertheless be given
explicitly, as is detailed in Appendix F. The nonbinomial
form of sk;m means that the reduced-dimension system (32)
is not precisely of the PA type (4), but it enables an efficient
and very accurate solution of threshold-dynamics models;
see the example in Fig. 8.

VIII. CONCLUSIONS

We have pointed out that many stochastic binary-state
dynamical systems on networks can be described using the
transition rates Fk;m and Rk;m that were introduced in Sec. I.
The main results of this paper are the identification of
dynamics for which the full approximate-master-equation
system (1) and (2) can be reduced, without loss of accu-
racy, to a lower-dimensional system of equations,
occasionally even yielding closed-form solutions [such as
Eqs. (12) and (28)]. We showed in Sec. IV that the pair-
approximation system exactly matches the AME results for
nodes in one state (e.g., the susceptible state) if the dy-
namics are monotone (i.e., the recovery rate Rk;m is iden-
tically zero) and the infection rate is linear in the number of
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FIG. 8. Threshold model on a five-regular random graph, with all nodes having the same threshold M ¼ 2; the initial condition is
"ð0Þ ¼ 0:05. The AME solution is identical to the solution of the two-dimensional system (32).
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2

flip if at least f of their neighbors are spin-down, where f
is called the facilitation parameter. As a result, a spin on
node i flips at a rate W(�i ! ��i) = min(1, e��i/T ), where T
is the e↵ective temperature of the system, if and only if the
condition on the neighborhood is satisfied. This constraint
mimics caging, a well known feature of glass-forming systems
where the movements of molecules or particles, in a material
close to dynamical arrest, get progressively restricted in a cage
formed by the neighboring particles [5].

For further reference, we can equivalently re-write the tran-
sition rates in order to distinguish the rate F(li) at which a node
i with li spin-down neighbors changes from spin-down to spin-
up from R(li), where the opposite (from spin-up to spin-down)
occurs:

F(li) =

8

>

>

<

>

>

:

0 if li < f
1 if li � f

(2)

R(li) =

8

>

>

<

>

>

:

0 if li < f
e�1/T if li � f

(3)

A relevant quantity in glassy systems is the persistence �(t).
This is the fraction of spins that have never flipped in the
time interval [0, t]. The persistence is a monotonic decreasing
function of time whose long time limit

� = lim
t!1 �(t) (4)

is the fraction of permanently frozen spins, and determines
whether the system is in a liquid (� = 0) or glass (� > 0) state.
For large temperature, � is zero and the system is a liquid. As
the temperature decreases, there is a critical temperature Tc at
which � first becomes non-zero. This is the point of the glass
transition. The FA model reproduces this transition, as well
as many features related to it, including diverging relaxation
times of �(t) close to the critical temperature and dynamical
exponents predicted by the MCT [4, 7].

On a degree regular tree graph (Bethe lattice), the FA model
can be solved analytically to give an expression for � as a func-
tion of the system temperature T for fixed facilitation f [11].
The parameter � undergoes a discontinuous transition from
zero (liquid) to non-zero (glass) at the critical temperature. In
this work, we build an analytical framework that gives not only
an expression for �, but also describes the temporal evolution
of the persistence, �(t).

III. THE 4-STATE MASTER EQUATION MODEL DC: I
THINK THE WORD ’MODEL’ HERE IS NOT SO GOOD AS
IT SEEMS TO CONTRAST WITH THE FA MODEL. IN MY
VIEW, THIS IS RATHER THE IMPLEMENTATION OF A
METHOD/APPROACH OF RESOLVING THE FA MODEL.

I’D REMOVE THE WORD ’MODEL’ OR SUBSTITUTE
WITH A DIFFERENT WORD (E.G. ’APPROACH’, THAT
WOULD ALSO MATCH THE TITLE OF APPENDIX A)

The approximate master equation (AME) formalism of [17]
has been shown to reproduce a wide range of binary-state
dynamics on random networks with great accuracy. The AME



FIG. 1: Schematic of the FA dynamics in the 4-state model
DC: Same as in the title of Sec. III. The state of a node is a
combination of spin-up or spin down and flipped or unflipped.
Here, light green nodes are spin-down and dark red nodes are

spin-up, while a dashed circle encompassing the node
indicates that it has previously flipped. Nodes change from

one state to another according to the transition rates given in
Eqs. (2) and (3)

is a compartmental model where the dynamics are described
by transition rates Fl,m and Rl,m [18] which depend on the
number (l and m) of nearest neighbors of a node in each of
the two possible states (�1 and +1). The FA dynamics are
implemented in the AME framework by taking the transition
rates to be F(l) and R(l) as given in Eqs. (2) and (3). We
show in the Appendix A, however, that considering only the
spin states of each node (and using therefore a binary AME
approach) is not su�cient to capture the complexity of the FA
model. Therefore, we extend the AME approach to 4-state
dynamics by also accounting for the flipping history of each
node.

Consider a network with degree distribution pk where each
node can be in one of four states depending on its spin (�1,+1)
and whether or not it has previously changed spin or are as yet
unchanged (c, u). These four states are labeled (�1, u), (+1, u),
(�1, c) and (+1, c) as shown in Table I.

Following the FA dynamics, nodes can change from one
state to another if the number of their neighbors l that are in
either of the (�1, u) or (�1, c) states is at least f . (�1, u) nodes
will change to (+1, c) at a rate F(l), (+1, u) will change to
(�1, c) at a rate R(l), and (�1, c) and (+1, c) will change back
and forth at rates F(l) and R(l) respectively. This is illustrated
in Fig. 1.

Given a degree k and indices 0  mi  k such that
m1 +m2 +m3 +m4 = k, we define ��m1,m2,m3,m4

(t) as the fraction
of k-degree nodes in the network that are in state (�1, u) and
which have m1 neighbors in state (�1, u), m2 neighbors in state
(+1, u), m3 neighbors in state (�1, c) and m4 neighbors in state

State Symbol Spin History Index
(�1, u) �� �1 unchanged m1
(+1, u) �+ +1 unchanged m2
(�1, c)  � �1 changed m3
(+1, u)  + +1 changed m4

TABLE I: The four possible states in the 4-state AME model
DC: Same as in the title of Sec. III. Index refers to the

number of neighbors of a node in the corresponding state in
the �+m1,m2,m3,m4

terminology discussed in the text.



FORMALISM	
  
MULTI	
  STATE	
  DYNAMICS	
  



xk,m =
sk,m
ik,m

!

"

#
#

$

%

&
&



xa1,a2 ,...,an =

x1a1,a2 ,...,an
x2a1,a2 ,...,an
...

xna1,a2 ,...,an

!

"

#
#
#
#
##

$

%

&
&
&
&
&&



d

dt

x

x

xa1,a2,a3,...,an = �RRRa1,a2,a3,...,an⇤xxxa1,a2,a3,...,an+
�
F

F

F a1,a2,a3,...,an
T
�
⇤xxxa1,a2,a3,...,an

�
nX

l=1

X

m 6=l

al⇤���(l,m)⇤xxxa1,a2,a3,...,an+
nX

l=1

X

m 6=l

(al+1)⇤���(l,m)⇤xxxa1,...,al+1,...,am�1,...,an

(1)

1



d

dt

x

x

xa1,a2,a3,...,an = �RRRa1,a2,a3,...,an⇤xxxa1,a2,a3,...,an+
�
F

F

F a1,a2,a3,...,an
T
�
⇤xxxa1,a2,a3,...,an

�
nX

l=1

X

m 6=l

al⇤���(l,m)⇤xxxa1,a2,a3,...,an+
nX

l=1

X

m 6=l

(al+1)⇤���(l,m)⇤xxxa1,...,al+1,...,am�1,...,an

(1)

1

φ(t),Φ



RESULTS	
  
MULTI	
  STATE	
  DYNAMICS	
  

P.	
  Fennell,	
  J.P.	
  Gleeson	
  and	
  D.	
  Cellai,	
  PRE,	
  to	
  appear	
  



Correctly	
  predicts	
  phase	
  diagram	
  

High	
  Accuracy	
  

5

0 0.2 0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

1

T

Φ
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FIG. 3: Fraction of frozen spins � as a function of the
temperature T . The blue solid line is the analytical calculation
of the steady state as given by Eq. (23), while the red dash-dot
line is calculated by our AME approach. It is evident that the

AME predicts the exact steady state, and thus the critical
temperature Tc, very accurately.

Eq. (18) has the same form of the corresponding equation for
k-core percolation [19] and it has been shown [11, 19] that the
position of the phase transition can be calculated by imposing
the conditions:

8

>

>

<

>

>

:

g(Z++) = 1
g0(Z++) = 0

, (23)

where

g(Z++) = ⇢
k�1
X

l=k� f

 

k � 1
l

!

(Z++)l�1(1 � Z++)k�1�l. (24)

To allow for comparison with previous results [7, 11], we
now consider a degree regular graph with k = 4 (pk = �k,4) and
facilitation parameter f = 2. Solving Eq. (23), one can find
a transition point ⇢c = 8/9, which corresponds to the critical
temperature Tc = 1/ ln(8) = 0.480898. Fig. 3 shows the
behavior of � at di↵erent temperatures. At T > Tc, the system
can relax completely after a transient regime and there are no
frozen spins in the limit t ! 1. At T < Tc, a finite fraction of
spins remains frozen even after an infinite time. The transition
between the two phases is discontinuous with a hybrid nature
as this model is in the same universality class as bootstrap and
k-core percolation models [19–21]. DC: added an optional
reference to our paper on heterogeneous k-core

The exact value of � as given by Eq. (20) is compared with
the steady state values of our AME method in Fig. 3. It can
be seen that the AME reproduces the (known) steady state
almost exactly, even in the proximity of the glass transition.
An implication of this is that the AME predicts the critical
temperature Tc exactly.

B. Dynamics

We now turn to the dynamics of the FA model and compare
the results of calculations from our AME approach to Monte
Carlo (MC) simulations. The MC simulations were carried out
on a configuration model network - a random network entirely
described by its degree distribution pk. The network consisted
of N = 218 nodes and was updated asynchronously using a
time step of dt = 1/N. The simulations were carried out in
C/C++. The numerical integration of the AME was carried
out in MATLAB/Octave [22]. As in the previous paragraph,
we consider a degree regular graph with k = 4 (pk = �k,4)
and facilitation parameter f = 2. Because of the presence of
the discontinuous transition, we expect this case to be more
challenging for our approximation with respect to other pa-
rameter choices where the transition is instead continuous.
DC: Added the sentence above to underline the possibility
to apply the AME to other case, unless we decide to show
them explicitly.

We consider various values of T above and below the critical
temperature Tc. Fig. 4 shows the evolution of the persistence
�(t) for both the AME and MC simulations. Overall, we see
that the AME matches the MC simulations reasonably well
in the transient regime. At high temperatures, the geometric
constraint is less important and a detailed computation of short-
ranged correlations is su�cient to capture the overall behavior
of the persistence �(t). The small di↵erence between the theory
and simulations is probably mainly due to the finite size e↵ect
of the MC simulations.

In the proximity of the glass transition, at T > Tc, the
transient regime can be characterized by a two-step relaxation
form where the two steps are the approach and departure from
the critical plateau. These are called the � and ↵ relaxation
regimes, respectively [1]. The long-ranged correlations typical
of the glass transition at this temperature range cannot be
reproduced by our AME approach, but they become more and
more important closer to the transition. Therefore, we see the
AME prediction of the ↵-relaxation become significantly less
accurate as we approach the transition, despite the fact that
both the �-relaxation and steady states are correctly reproduced
as seen in Figs. 4 and 3 respectively.

At T < Tc, there is a good agreement between theory and
simulations with the analytic curve reaching the exact steady
state. In this regime, it transpires, our approximation improves
again as a large portion of the network remains frozen and
therefore the error in describing the arrangements of flipping
spins has a smaller e↵ect. The discrepancy with the MC, then,
is mainly due to finite size e↵ects.

To investigate more carefully the di↵erences between our
AME approach and the MC simulations on approaching the
transition, we analyse the local arrangements of spins in the
steady state. This is achieved by equating the derivative of �(t)
in Eq. (17) to zero and exploring this and the master equations
to see the possible system configurations under which a non-
zero value of � is possible.

It is evident that � will be in the steady state only if each of
the ��m1,m2,m3,m4

and �+m1,m2,m3,m4
variables are also in the steady

state. However, there are no requirements for the  �m1,m2,m3,m4
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Non-zero variables
�̄�m1 ,m2 ,m3 ,m4

m3 = m4 = 0 and m1 + m3 < f
�̄+m1 ,m2 ,m3 ,m4

m3 = m4 = 0 and m1 + m3 < f
 ̄�m1 ,m2 ,m3 ,m4

m1 = m2 = 0
 ̄+m1 ,m2 ,m3 ,m4

m1 = m2 = 0

TABLE II: The only values of m1,m2,m3 and m4 for which
the di↵erent AME variables are non-zero in the dynamical

steady state regime. Overbars denotes the steady state value.

and  +m1,m2,m3,m4
variables to be in a steady state, and indeed

one of the configurations of the system at equilibrium is a
dynamical one where the flipped nodes are still mobile and
dynamically active. The system configuration in this regime is
summarized in Table II.

The other possible configuration of the system at equilibrium
is one where every node is immobile, being surrounded by less
than f spin-down nodes. However, this configuration is highly
unlikely for non-zero values of T and furthermore it is not
observed in the numerical simulations; we henceforth only
regard the dynamical steady state.

Analysis of the steady state equations for the dynamical
equilibrium yields the following conditions. The first is that

�̄+m1,m2,m3,m4
= �̄�m1,m2,m3,m4

= 0 8 m1 + m3 � f . (25)

This simply states that the unflipped nodes can remain in the
system but only if they are surrounded by less than f spin-down
nodes and so are immobile. The second condition is on the
neighbor transition rate approximations. This condition is that
all of these rates are zero except for � 

�
3!4, �

 �
4!3, �

 +

3!4 and � 
�

4!3.
These four rates describe the transitions of flipped neighbours

10
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0.482
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φ
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FIG. 4: Time evolution of the fraction of unflipped spins �(t)
for di↵erent values of the temperature T with facilitation

parameter f = 2. Symbols are Monte Carlo simulations over
4-regular graphs (Bethe lattice) of size N = 218, averaged over
12 realizations. Continuous lines are calculated with the AME
approach. The dotted line corresponds to the critical value of

frozen spins �c ' 0.69.

of flipped nodes. The fact that they are non-zero in the steady
state regime of �, while the other transition rates are zero,
indicates that the 4-state AME approach recreates dynamical
heterogeneity, a stylised fact of the glass transition [2] where
frozen nodes and mobile nodes can co-exist when the system
is in dynamical equilibrium.

The neighbour transition rates are functions of the state
variables as shown in Eq. (8), and so for the transition rates to
satisfy the second condition it is required that

�̄�m1,m2,m3,m4
= �̄+m1,m2,m3,m4

= 0 8 m3,m4 > 0, (26)
 ̄�m1,m2,m3,m4

=  ̄+m1,m2,m3,m4
= 0 8 m1,m2 > 0. (27)

This implies that there are no links between changed and un-
changed nodes. The reason that this condition is necessary is
because of the neighbor transition rate approximation. This
is illustrated in Fig. 5, where we show the two types of node-
neighbor configurations that can appear at the boundary and
are observed in the MC simulations. Note in reality that the
flipped neighbor of the central node in Fig. 5a will be able to
flip without releasing the cluster because the node has no other
spin-down neighbors. However, the flipped neighbor of the
node in Fig. 5b will not be able to flip without releasing the
cluster, as if it flips to spin-down then the node will have su�-
ciently many spin-down neighbors to flip. Therefore in reality,
the neighbor transition rate W(�+0,3,0,1 ! �+0,3,1,0) for the node
in Fig. 5a should be non-zero while the neighbor transition
rate W(�+1,2,0,1 ! �+1,2,1,0) in Fig. 5a should be zero. However,
the AME approximates neighbor transitions by link transitions,
and in this case the two transition rates are approximated by
the same link transition rate ��

+

4!3. This link transition rate is
necessarily zero to prevent the release of the nodes of type
Fig. 5a. However, this link transition rate is of the form of
Eq. (8), and for its value to be zero it is required that links of
this type do not exist.

Thus the approximation of the neighbor transition rates by
the AME is compensated by the assumption that the size of
boundary between the frozen and mobile clusters is zero. It
will be now shown that it is this zero-boundary assumption
that causes the inaccuracy of the AME in the ↵- relaxation
regime as the size of the boundary, or in fact the size of the
critical clusters with large interface that compose it, diverges
on approaching the glass transition.

V. CRITICAL CLUSTERS

Progress in approaching analytically the equilibrium prop-
erties of the FA model has been quite slow. It took about 20
years, since the introduction of the model, for the steady states
to be calculated on a locally tree-like network [11]. Here we
show that it is also possible to characterize the critical clusters
of the FA model by using a formalism recently developed in
network percolation. It has been noted [23], that the FA model
is very similar to k-core percolation and therefore the critical
clusters of the FA model should correspond to the so-called
corona clusters in k-core percolation [24]. However, the FA
model is slightly more complex than k-core percolation and,
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see [17] for details. This is the level of approximation in the
model. These mean-field rates fail to capture the dynamic
heterogeneities of the FA system. In particular, they are always
non-zero and so do not satisfy the neighbor transition rate
condition of Eq. (A3). This implies that a non-zero value of
� is impossible in the binary-state AME for all values of the
temperature T and so � ⌘ 0. This is not accurate, as the exact
value of � is non-zero for all T < Tc as can be seen in Fig. 3,

and so we conclude that a binary-state AME - accounting only
for the spin of each node - is not su�cent to capture the FA
model.

Appendix B: Full set of equations

The full set of equations for the 4-state AME, as described
in Section III, are given by

d
dt
��m1,m2,m3,m4

= �F(m1 + m3)��m1,m2,m3,m4

� m1�
��
1!4�

�
m1,m2,m3,m4

� m2�
��
2!3�

�
m1,m2,m3,m4

� m3�
��
3!4�

�
m1,m2,m3,m4

� m4�
��
4!3�

�
m1,m2,m3,m4

+ (m1 + 1)��
�

1!4�
�
m1+1,m2,m3,m4�1 + (m2 + 1)��

�
2!3�

�
m1,m2+1,m3�1,m4

+ (m3 + 1)��
�

3!4�
�
m1,m2,m3+1,m4�1 + (m4 + 1)��

�
4!3�

�
m1,m2,m3�1,m4+1 (B1)

d
dt
�+m1,m2,m3,m4

= �R(m1 + m3)�+m1,m2,m3,m4

� m1�
�+

1!4�
+
m1,m2,m3,m4

� m2�
�+

2!3�
+
m1,m2,m3,m4

� m3�
�+

3!4�
+
m1,m2,m3,m4

� m4�
�+

4!3�
+
m1,m2,m3,m4

+ (m1 + 1)��
+

1!4�
+
m1+1,m2,m3,m4�1 + (m2 + 1)��

+

2!3�
+
m1,m2+1,m3�1,m4

+ (m3 + 1)��
+

3!4�
+
m1,m2,m3+1,m4�1 + (m4 + 1)��

+

4!3�
+
m1,m2,m3�1,m4+1 (B2)

d
dt
 �m1,m2,m3,m4

= �F(m1 + m3) �m1,m2,m3,m4
+ R(m1 + m3)�+m1,m2,m3,m4

+ R(m1 + m3) +m1,m2,m3,m4

� m1�
 �
1!4 

�
m1,m2,m3,m4

� m2�
 �
2!3 

�
m1,m2,m3,m4

� m3�
 �
3!4 

�
m1,m2,m3,m4

� m4�
 �
4!3 

�
m1,m2,m3,m4

+ (m1 + 1)� 
�

1!4 
�
m1+1,m2,m3,m4�1 + (m2 + 1)� 

�
2!3 

�
m1,m2+1,m3�1,m4

+ (m3 + 1)� 
�

3!4 
�
m1,m2,m3+1,m4�1 + (m4 + 1)� 

�
4!3 

�
m1,m2,m3�1,m4+1 (B3)

d
dt
 +m1,m2,m3,m4

= �R(m1 + m3) +m1,m2,m3,m4
+ F(m1 + m3)��m1,m2,m3,m4

+ F(m1 + m3) �m1,m2,m3,m4

� m1�
 +

1!4 
+
m1,m2,m3,m4

� m2�
 +

2!3 
+
m1,m2,m3,m4

� m3�
 +

3!4 
+
m1,m2,m3,m4

� m4�
 +

4!3 
+
m1,m2,m3,m4

+ (m1 + 1)� 
+

1!4 
+
m1+1,m2,m3,m4�1 + (m2 + 1)� 

+

2!3 
+
m1,m2+1,m3�1,m4

+ (m3 + 1)� 
+

3!4 
+
m1,m2,m3+1,m4�1 + (m4 + 1)� 

+

4!3 
+
m1,m2,m3�1,m4+1 (B4)

with initial conditions

 �m1,m2,m3,m4
(0) = 0 (B5)

 +m1,m2,m3,m4
(0) = 0 (B6)

��m1,m2,m3,m4
(0) =

8

>

>

<

>

>

:

pk(1 � ⇢)
⇣

k
m1

⌘

(1 � ⇢)m1⇢m2 if m3 = m4 = 0
0 otherwise

(B7)

�+m1,m2,m3,m4
(0) =

8

>

>

<

>

>

:

pk ⇢
⇣

k
m1

⌘

(1 � ⇢)m1⇢m2 if m3 = m4 = 0
0 otherwise

(B8)

and where F and R are defined as

F(m1 + m3) =

8

>

>

<

>

>

:

0 if m1 + m3 < f
1 if m1 + m3 � f

(B9)

R(m1 + m3) =

8

>

>

<

>

>

:

0 if m1 + m3 < f
e�1/T if m1 + m3 � f .

(B10)

[1] K. Binder and W. Kob, Glassy Materials and Disordered Solids:
An Introduction to Their Statistical Mechanics (Revised Edition)

(World Scientific, 2011).
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see [17] for details. This is the level of approximation in the
model. These mean-field rates fail to capture the dynamic
heterogeneities of the FA system. In particular, they are always
non-zero and so do not satisfy the neighbor transition rate
condition of Eq. (A3). This implies that a non-zero value of
� is impossible in the binary-state AME for all values of the
temperature T and so � ⌘ 0. This is not accurate, as the exact
value of � is non-zero for all T < Tc as can be seen in Fig. 3,

and so we conclude that a binary-state AME - accounting only
for the spin of each node - is not su�cent to capture the FA
model.

Appendix B: Full set of equations

The full set of equations for the 4-state AME, as described
in Section III, are given by

d
dt
��m1,m2,m3,m4

= �F(m1 + m3)��m1,m2,m3,m4

� m1�
��
1!4�

�
m1,m2,m3,m4

� m2�
��
2!3�

�
m1,m2,m3,m4

� m3�
��
3!4�

�
m1,m2,m3,m4

� m4�
��
4!3�

�
m1,m2,m3,m4

+ (m1 + 1)��
�

1!4�
�
m1+1,m2,m3,m4�1 + (m2 + 1)��

�
2!3�

�
m1,m2+1,m3�1,m4

+ (m3 + 1)��
�

3!4�
�
m1,m2,m3+1,m4�1 + (m4 + 1)��

�
4!3�

�
m1,m2,m3�1,m4+1 (B1)

d
dt
�+m1,m2,m3,m4

= �R(m1 + m3)�+m1,m2,m3,m4

� m1�
�+

1!4�
+
m1,m2,m3,m4

� m2�
�+

2!3�
+
m1,m2,m3,m4

� m3�
�+

3!4�
+
m1,m2,m3,m4

� m4�
�+

4!3�
+
m1,m2,m3,m4

+ (m1 + 1)��
+

1!4�
+
m1+1,m2,m3,m4�1 + (m2 + 1)��

+

2!3�
+
m1,m2+1,m3�1,m4

+ (m3 + 1)��
+

3!4�
+
m1,m2,m3+1,m4�1 + (m4 + 1)��

+

4!3�
+
m1,m2,m3�1,m4+1 (B2)

d
dt
 �m1,m2,m3,m4

= �F(m1 + m3) �m1,m2,m3,m4
+ R(m1 + m3)�+m1,m2,m3,m4

+ R(m1 + m3) +m1,m2,m3,m4

� m1�
 �
1!4 

�
m1,m2,m3,m4

� m2�
 �
2!3 

�
m1,m2,m3,m4

� m3�
 �
3!4 

�
m1,m2,m3,m4

� m4�
 �
4!3 

�
m1,m2,m3,m4

+ (m1 + 1)� 
�

1!4 
�
m1+1,m2,m3,m4�1 + (m2 + 1)� 

�
2!3 

�
m1,m2+1,m3�1,m4

+ (m3 + 1)� 
�

3!4 
�
m1,m2,m3+1,m4�1 + (m4 + 1)� 

�
4!3 

�
m1,m2,m3�1,m4+1 (B3)

d
dt
 +m1,m2,m3,m4

= �R(m1 + m3) +m1,m2,m3,m4
+ F(m1 + m3)��m1,m2,m3,m4

+ F(m1 + m3) �m1,m2,m3,m4

� m1�
 +

1!4 
+
m1,m2,m3,m4

� m2�
 +

2!3 
+
m1,m2,m3,m4

� m3�
 +

3!4 
+
m1,m2,m3,m4

� m4�
 +

4!3 
+
m1,m2,m3,m4

+ (m1 + 1)� 
+

1!4 
+
m1+1,m2,m3,m4�1 + (m2 + 1)� 

+

2!3 
+
m1,m2+1,m3�1,m4

+ (m3 + 1)� 
+

3!4 
+
m1,m2,m3+1,m4�1 + (m4 + 1)� 

+

4!3 
+
m1,m2,m3�1,m4+1 (B4)

with initial conditions

 �m1,m2,m3,m4
(0) = 0 (B5)

 +m1,m2,m3,m4
(0) = 0 (B6)

��m1,m2,m3,m4
(0) =

8

>

>

<

>

>

:

pk(1 � ⇢)
⇣

k
m1

⌘

(1 � ⇢)m1⇢m2 if m3 = m4 = 0
0 otherwise

(B7)
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8

>

>

<

>

>

:

pk ⇢
⇣

k
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⌘

(1 � ⇢)m1⇢m2 if m3 = m4 = 0
0 otherwise
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and where F and R are defined as

F(m1 + m3) =

8

>

>

<

>

>

:

0 if m1 + m3 < f
1 if m1 + m3 � f

(B9)

R(m1 + m3) =

8

>

>

<

>

>

:

0 if m1 + m3 < f
e�1/T if m1 + m3 � f .

(B10)
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see [17] for details. This is the level of approximation in the
model. These mean-field rates fail to capture the dynamic
heterogeneities of the FA system. In particular, they are always
non-zero and so do not satisfy the neighbor transition rate
condition of Eq. (A3). This implies that a non-zero value of
� is impossible in the binary-state AME for all values of the
temperature T and so � ⌘ 0. This is not accurate, as the exact
value of � is non-zero for all T < Tc as can be seen in Fig. 3,

and so we conclude that a binary-state AME - accounting only
for the spin of each node - is not su�cent to capture the FA
model.

Appendix B: Full set of equations

The full set of equations for the 4-state AME, as described
in Section III, are given by

d
dt
��m1,m2,m3,m4

= �F(m1 + m3)��m1,m2,m3,m4

� m1�
��
1!4�

�
m1,m2,m3,m4

� m2�
��
2!3�

�
m1,m2,m3,m4

� m3�
��
3!4�

�
m1,m2,m3,m4

� m4�
��
4!3�

�
m1,m2,m3,m4

+ (m1 + 1)��
�

1!4�
�
m1+1,m2,m3,m4�1 + (m2 + 1)��

�
2!3�

�
m1,m2+1,m3�1,m4

+ (m3 + 1)��
�

3!4�
�
m1,m2,m3+1,m4�1 + (m4 + 1)��

�
4!3�

�
m1,m2,m3�1,m4+1 (B1)

d
dt
�+m1,m2,m3,m4

= �R(m1 + m3)�+m1,m2,m3,m4

� m1�
�+

1!4�
+
m1,m2,m3,m4

� m2�
�+

2!3�
+
m1,m2,m3,m4

� m3�
�+

3!4�
+
m1,m2,m3,m4

� m4�
�+

4!3�
+
m1,m2,m3,m4

+ (m1 + 1)��
+

1!4�
+
m1+1,m2,m3,m4�1 + (m2 + 1)��

+

2!3�
+
m1,m2+1,m3�1,m4

+ (m3 + 1)��
+

3!4�
+
m1,m2,m3+1,m4�1 + (m4 + 1)��

+

4!3�
+
m1,m2,m3�1,m4+1 (B2)

d
dt
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= �F(m1 + m3) �m1,m2,m3,m4
+ R(m1 + m3)�+m1,m2,m3,m4

+ R(m1 + m3) +m1,m2,m3,m4

� m1�
 �
1!4 
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m1,m2,m3,m4

� m2�
 �
2!3 

�
m1,m2,m3,m4

� m3�
 �
3!4 

�
m1,m2,m3,m4

� m4�
 �
4!3 

�
m1,m2,m3,m4
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�

1!4 
�
m1+1,m2,m3,m4�1 + (m2 + 1)� 

�
2!3 

�
m1,m2+1,m3�1,m4
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�

3!4 
�
m1,m2,m3+1,m4�1 + (m4 + 1)� 

�
4!3 

�
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d
dt
 +m1,m2,m3,m4

= �R(m1 + m3) +m1,m2,m3,m4
+ F(m1 + m3)��m1,m2,m3,m4

+ F(m1 + m3) �m1,m2,m3,m4

� m1�
 +

1!4 
+
m1,m2,m3,m4

� m2�
 +

2!3 
+
m1,m2,m3,m4

� m3�
 +

3!4 
+
m1,m2,m3,m4

� m4�
 +

4!3 
+
m1,m2,m3,m4

+ (m1 + 1)� 
+

1!4 
+
m1+1,m2,m3,m4�1 + (m2 + 1)� 

+

2!3 
+
m1,m2+1,m3�1,m4

+ (m3 + 1)� 
+

3!4 
+
m1,m2,m3+1,m4�1 + (m4 + 1)� 

+

4!3 
+
m1,m2,m3�1,m4+1 (B4)

with initial conditions

 �m1,m2,m3,m4
(0) = 0 (B5)

 +m1,m2,m3,m4
(0) = 0 (B6)
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(0) =
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>

>
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>

>
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⇣
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⌘
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0 otherwise
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8

>

>
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>

>

:

pk ⇢
⇣
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m1

⌘

(1 � ⇢)m1⇢m2 if m3 = m4 = 0
0 otherwise

(B8)

and where F and R are defined as

F(m1 + m3) =

8

>

>

<

>

>

:

0 if m1 + m3 < f
1 if m1 + m3 � f

(B9)

R(m1 + m3) =
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:
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e�1/T if m1 + m3 � f .
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d
dt
φm1,m2 ,m3,m4 = 0

d
dt
ψm1,m2 ,m3,m4
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Dynamical	
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discuss, there is a difference of several orders of magnitude
from the asymptotic form that is usually assumed. Therefore,
in writing the diffusion constant in terms of the connected
hole density !or dynamical correlation or bootstrap length" it
is important to use results that are appropriate to the density
regime under consideration.

For moderate density we recover the known #2$ quadratic
law D=!"c

2, !! is a model-dependent effective rate constant"
for different models, rules sets, and spatial dimensions. In
that regime "c and # !and therefore D and #" are connected
by a power law. However, at higher densities, for those mod-
els that have been explored beyond the “transition,” there is
a sharp change of slope and a new law for the diffusion
constant, D=!"c

z !z noninteger". In that regime the hole den-
sity !and thereby diffusion constant" is connected to particle
density via an exponential-like decay, though the detailed
form is subtle #3$. In each case we have marked that value of
particle density at which the unstable-to-metastable transi-
tion takes place based on available volumes. Examples are
given for two- and three-dimensional KA models, but similar
phenomena are present in several other lattice types, and
kinetic constraint sets. For the three-dimensional cubic lat-
tice the crossover is on the edge of the presently accessible
length and time scales.

One should not be complacent about quantitative treat-
ment of this high density limit as, for example, expressed in
the !effective" exponents z, which may contain a slowly
varying density dependence. The fact that the diffusion con-
stants are derived from some of the longest simulations and
large system sizes is no reassurance; the dangers of interpre-
tation associated with the !related" subtle asymptotic phe-

nomena in the bootstrap percolation problem where system
sizes far beyond current computation fail to reach asymptotic
laws is sufficient warning #3,19,23,29$. Here we will seek to
clarify the distinct physical relaxation processes. The true
asymptotics may have to wait for developments in dynamics
that mirror those that have taken place recently in the boot-
strap problem.

Amongst the most striking way to illustrate the conse-
quences in dynamics of the transition described in Fig. 2 is to
represent the spatio-temporal processes themselves visually.
Thus in Fig. 4 we illustrate qualitatively different dynamics
of unstable and metastable regimes from several models us-
ing two representative densities on either side of the geo-
metrical transition.

The examples correspond to c=d=2 KA and KA modified
and c=6, fcc KA models !the c=2 KA modified model is
identical to the c=2 KA model with the added restriction that
when we consider a move, any of the two vacant neighbors
of the particle must be second neighbors to each other". In
each case the particles which have moved after some time
are shown in their initial positions. We have explored many
examples, and found the phenomena we describe to be quite
general. In the unstable regime motion spreads rapidly in a
concerted manner, with ample pathways for configurational
relaxation arising from implied networks of connected holes.
At higher particle densities, the available volume disconnects
!“de-percolates”", leading to the metastable regime. There
the pathways are quite different; the motion is much slower
and mediated by “droplets” within which connected holes
mobilize the particles with the assistance of a network of
vacancies. These pictures, illustrating the mechanisms by

FIG. 4. !Color online" Sample configurations of simulations of different models in the unstable regimes !upper panels" and metastable
regimes !lower panels". We show only the particles that have moved after some time. The patterns in the upper panels develop almost
immediately, while those on the bottom are essentially unchanged after many millions of MCS. These give a pictorial representation of how
dynamically accessible volume is delocalized in the system, and thereby characterize the nature of the relaxation processes in the two
regimes. In the unstable regime spinodal-like waves spread throughout the system, while in the metastable system movement initiates in
localized droplets, and spreads slowly from those !rare" seeds.
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