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a b s t r a c t

The outstanding transport properties of graphene drastically depend on the details of its atomic
structure. Thus, modifying the carbon hexagonal network at the atomic level in the form of point
defects (chemical dopants, structural modifications) or extended defects (grain boundaries, extended
lines of defects) is of paramount importance for the complete understanding of experimental transport
measurements on “real” graphene samples. Furthermore, it is crucial to deeply scrutinize the effect of a
specific defect on the electronic structure of graphene, because controlled defect introduction may be
used to tune the transport properties of graphene in a desired direction for specific applications. In this
review, the landscape of defects and their importance in both the electronic structure and the transport
properties of graphene are presented using ab initio and tight-binding simulations.

& 2013 Elsevier Ltd. All rights reserved.

1. Introduction

The history of the study of defects in sp2 carbon-based systems
is as rich and as old as the elucidation of the crystal structure of
graphite in the first decades of the 20th century [1–4]. It began
with the synthesis of different stacking orders and random stacking
in graphite. For some decades, research on this subject was
dominated by the effects that interstitials could introduce into
graphite, leading to the field of graphite intercalation compounds,
where staggering is a clear example of controlled introduction of
defects in order to change the properties of this rich compound [5].

The advent of nanoscale carbon, from fullerenes to nanotubes,
graphene, and even carbon chains, has triggered renewed con-
cerns on the effect of defects on sp2 carbon. The interest consists
either in understanding sources of detriment for electronic,
thermal or optical characteristics, or tuning and tailoring proper-
ties on demand for specific applications.

In sp2 carbon systems, defects are localized either in the
interplanar region (e.g. graphite intercalation compounds, nested
fullerenes or multiwall nanotubes), or directly in the hexagonal
planar network. Within this plane, it is common to classify defects
as intrinsic and extrinsic. In the former, the lattice order is
perturbed without the addition of foreign atoms. In the latter,
atom impurities are responsible for the deviation from perfect
crystals. Yet, when looking at the electronic and transport proper-
ties of materials, it is often useful to classify defects by their
extension in real-space.

In this work, we present a general overview of the effect that
different kinds of in-plane defects have on the electronic and
transport properties of graphene using state-of-the-art simula-
tions. The objective is to present a general picture of the informa-
tion gathered from present standard modeling techniques which
are considered relevant for applications within a framework
of what is possible experimentally. A broad view can only be
obtained through a multi-scale approach for systems scaling from
a few nanometers to few micrometers. Such an endeavor must
include studies carried out using first-principles calculations,
semi-empirical tight-binding models, and different kinds of trans-
port approaches, which are all within the scope of this review.

The first section presents a brief description of the properties of
graphene with a few references to recent scientific reviews. Then,
an overview of point defects both intrinsic and extrinsic is
presented, concluded with a subsection on the typical effects that
these defects have on graphene systems at different scales. After-
wards, the effect of extended defects including grain boundaries
and extended lines of defects is surveyed. Finally, the extreme case
of highly defective or quasi-amorphous graphene is examined,
after which conclusions are drawn. For the sake of legibility, the
methods used on this and other works presented in this review are
briefly presented in the last section.

2. Pristine graphene

An ideal graphene sheet is a two-dimensional (2D) carbon
allotrope composed by two triangular sublattices forming a
hexagonal network, the so-called honeycomb lattice. Such a 2D
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sp2 carbon system is a zero band gap semiconductor with the
peculiarity that its valence and conduction bands both exhibit a
conical shape meeting at the corners of the Brillouin zone and
exactly at the Fermi level (see Fig. 1). Thus, the Fermi surface is
reduced to two non-equivalent points (K and K′) around which
the electronic dispersion is linear. That is, EðkÞ ¼ 7vFℏk, where vF
is the Fermi velocity, and k is the momentum measured with
respect to K or K′. Such a particular band structure gives rise to
outstanding electronic and transport properties responsible for
the large attention that graphene has received for its potential
applications.

Values for the mobility of charge carriers up to the order of
106 cm2 V�1 s�1 have been reported for suspended graphene [6].
Since, the density of states of pure graphene vanishes at the Fermi
level, the electrical conductivity is expected to vanish as well.
However, various experiments suggested that there is always a
minimum of conductivity, related to the quantum of resistivity [7].
In addition, the linear dispersion of graphene electronic spectrum
is analogous to the solution of a 2D massless Dirac Hamiltonian
HK ¼ vFr � p close to K, and HK′ ¼�HK , whose solutions are
referred to as the K and K′ valleys. The operators r and p are the
Pauli matrices r¼ ðsx; syÞ, and the momentum operator, respec-
tively. However, for the case of graphene, r is not an operator on
the electronic spin, but rather corresponds to the two degenerate
sublattices, and hence this spinorial component of the wave
function reflects the bipartite nature of the graphene honeycomb
lattice. It is commonly referred to as the pseudospin. An interesting
consequence is summarized by the helicity operator ĥ ¼ r � p=p
which expresses the fact that the pseudospin is either parallel or
antiparallel to the momentum, and thus has eigenvalues of 71,
and charge carriers (holes and electrons) have an opposite helicity
(or chirality) in opposite valleys [6,7].

3. Point defects

3.1. Dopants

The idea of doping graphene follows, at least in its beginnings,
the well established concept of tuning the electronic properties of
an otherwise pure material by introducing impurities in a con-
trolled way. Foreign atoms add extra electrons (negative charge n)
or holes (positive charge p) to the host material, thus changing its
electronic behavior. The idea of doping and the related theories
have played an important role in the development of logical
unipolar field effect transistors (FETs) and in the concept of p–n
junctions which has been a corner stone in the realization of
analogical bipolar transistors.

For the case of graphene, the addition of extra holes and
electrons is usually envisaged with boron and nitrogen atoms,

respectively. Since only few studies are dedicated to graphene
doped with other atoms, and are mostly hypothetical, this work
focuses on nitrogen (N) and boron (B) doped graphene, which
have been synthesized by several methods [8–26], and are
representative examples of the change of the electronic properties
of graphene through chemical impurities.

It is noteworthy that in contrast to classic semiconductors,
dopants in 2D graphene are exposed in the surface, changing
dramatically the chemical properties of graphene. For this reason,
doped graphene has found potential applications in fields distinct
from electronics. Doped graphene has been proposed as an active
material in electrocatalysis for oxygen reduction [27–34], methanol
oxidation [35], field emission [36,37], ultracapacitors [38], catalyst
for hydrogen dissociative adsorption for fuel cells [39], sensors
[40,41], lithium batteries [42], and hydrogen storage [43,44].

In a 2D (as well as in a 1D) material, the effect of the
incorporation of extrinsic defects on its electronic properties is
expected to have a significant dependence on the atomic details of
the impurity configuration. This is a consequence of the low
dimensionality and electron confinement. It is therefore crucial to
obtain an atomic scale characterization of the material. Several
experimental studies have gathered evidence on the incorporation
of nitrogen into the graphene lattice [18,26,45] using scanning
tunneling microscopy and spectroscopy (STM/STS) images and
spectra. Joucken and coworkers showed that the exposure of
graphene to a nitrogen plasma flux after synthesis leads to a
homogeneous distribution of substitutional atoms [45]. However,
when a nitrogen source is introduced during the CVD growth of
graphene, the nitrogen incorporation exhibits a preferential accom-
modation within one of the two triangular sublattices that compose
the honeycomb lattice [18,26]. This wayward incorporation of
nitrogen atoms into graphene is presently not hitherto understood.
However, calculations point towards long range interaction as a
possible cause of such a sublattice preference [26,46].

Nevertheless, an important step towards the understanding of
the effect of the incorporation of nitrogen atoms into the graphene
lattice has been achieved through STM and STS imaging and
simulation [18,26,45,46]. These studies have demonstrated that
the atomic identification of defects in graphene is not trivial, and
ab initio simulation is an important tool to analyze and understand
the experimental data (see Fig. 2).

In general, STM image simulation carried out under the Tersoff–
Hamann [47] approximation is good enough for screening possible
atomic configurations of the foreign atoms. Several groups have
reported several simulated STM images for different atomic con-
figurations of dopants (mainly nitrogen and boron) into graphene
[26,48,49]. However, the simulated images often depend on the
specific window of energy for the integration of the local density of
states (LDOS) used. This energy window is related to the bias used
for experimental imaging. As representative examples, Fig. 2 shows
the atomic structure and simulated STM images of different
nitrogen and boron configurations. The STM image is obtained
from the integration of the LDOS within a window of energy
starting from the Dirac point (or its reminiscence) to the peaks on
the density of states (DOS) characteristic of the localized states
related to the defect (shaded regions of the DOS in Fig. 2).

Unfortunately, it is not always easy to make a straight-forward
correlation between experimental and simulated STM images. For
instance, substrate doping or charge puddles often frustrate the
determination of the exact position of the Dirac point or its
reminiscence. For this reason, it is desirable to compare not only
simulated STM images, but also STS spectra, which is related to the
projected density of states (PDOS) around a given atom. Such a
comparison renders a more reliable identification of a dopant in
graphene [26]. In addition, information related to the position of
the resonant states induced by the dopant is also provided. The

Fig. 1. (Color online) Crystal structure of graphene illustrating the different
sublattice sites, and π–πn tight binding electronic structure showing the Dirac
cones at the corners of the Brillouin zone.
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latter are extremely relevant for the transport properties, specially
at low dimensions.

3.2. Structural defects

Structural modification at the atomic level of the graphene
lattice is also expected to strongly impact its ideal electronic
properties which directly arise from its honeycomb structure. In
this respect, topological defects, defined as the introduction of
non-hexagonal rings in the carbon lattice while preserving the
three-fold connectivity of each carbon atom, play a very important
role in graphene and related nanostructures [50,51]. From a
structural point of view, the introduction of pentagons in an
otherwise perfect honeycomb lattice leads to a deficit of 601,
inducing positive curvature. In contrast, a heptagonal ring intro-
duces an excess of 601, thus creating a saddle point in the
honeycomb lattice. Pentagon–heptagon pairs can thus preserve
the planarity of graphene. It is the case for the Stone–Thrower–
Wales (S–T–W) defect [52,53] sometimes also called 55–77 defect

which follows from the 901 rotation of a single carbon–carbon
bond (see Fig. 3). In fact, the creation of large planar domains
composed only of pentagons and heptagons, instead of hexagons
is indeed possible and are referred to as pentaheptides structures
[54]. More exotic planar structures can also be obtained by mixing
the three kinds of carbon rings (pentagons, hexagons, and hepta-
gons) and are referred to as haeckelites [55].

Among the various possible structural defects in graphene, a
particular attention is devoted to carbon vacancies. These are
easily produced during the synthesis of a graphene layer and have
indeed been observed frequently. It is noteworthy that if the
number of vacancies is odd, there will be dangling bonds that
make the structure highly reactive and unstable. The possible
routes for the stabilization of these structures are migration and
fusion with another odd number vacancy [56], binding with the
underneath substrate [57], or impurities such as molecules or
atoms. Nevertheless, single vacancies induced by ion irradiation
have revealed that lattice defects can be considered as a potential
source of intervalley scattering [58] and zero energy modes

Fig. 3. (Color online) Modeling the effect of structural defects in graphene. Atomic geometries, simulated STM images, and electronic structures of (a) Stone–Thrower–Wales
(S–T–W) defect, (b) triple pentagon–triple heptagon (t5t7) and (c) pentagon–octagon–pentagon (5–8–5). The simulated STM images are generated by integrating the shaded
region of the density of states (see text). Fermi energy is indicated by a horizontal blue dashed line.

Fig. 2. (Color online) Modeling the effect of dopants in graphene. Atomic geometries, simulated STM images and electronic structure of (a) single substitutional N doping,
(b) double substitution N doping and (c) triple substitution B doping. The simulated STM images are generated by integrating the shaded region of the density of states
(see text). Fermi energy is indicated by a horizontal blue dashed line.
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[59–61]. In addition, odd vacancies exhibit local moments which
interact with electrons through the Kondo effect [62]. Even
number vacancies can be reconstructed or healed in order to
preserve the carbon–carbon connectivity. For instance a double
vacancy, also called the divacancy, can be reconstructed in various
geometries following the rotation of carbon–carbon bonds [63].
The known configurations of divacancies in graphene are the t5t7
(or 555–777), the q5–6–q7 (or 5555–6–7777), and the 5–8–5,
where the numbers specify the various carbon membered rings
(pentagons, hexagons, heptagons, or octagons) composing each
defect. In contrast to odd vacancies presenting dangling bonds,
even vacancies are not expected to exhibit a local magnetic
moment. The atomic geometry, and the corresponding electronic
structure, i.e. the band structure and the DOS, of a S–T–W defect, a
t5t7 divacancy and, a 5–8–5 divacancy are displayed in Fig. 3a–c,
respectively. Although the band structures of S–T–W defect and 5–
8–5 divacancy seem to show a band gap in the electronic structure,
the DOS unambiguously indicates the absence of a band gap. To
obtain the band crossing, another path in the Brillouin zone has to
be examined (see for instance [64,65]). Computed STM images for
each of these structural defects are also presented in Fig. 3, which
can be compared with experimental STM images [66,67]. As
mentioned in the previous subsection, STM images correspond
to the integration of the LDOS in a given range of energies (see
shaded region in the DOS panels) which has been chosen to
include the main resonant energy peak in the vicinity of the Fermi
level. The exact position of these resonant energy peaks with
regards to the Dirac point constitutes a fingerprint of each defect.
Thus, in addition to the STM image, the STS spectra exhibiting such
resonant peaks can serve as relevant characterization tools of
point defects.

3.3. Transport with point defects

A comprehensive understanding of the effect of point-defect
impurities on the transport properties of graphene and related
systems requires a multiscale approach. Each scale determines the
potential applications of the system in interest. In the following
section, the effect of point defects on the transport properties on
graphene systems is illustrated with the example of nitrogen doping.

At the bottom of the scale is the scattering of a single point
defect on a graphene nanoribbon of relatively small lateral size
(ca. 1 nm), where the effect is found to be quite relevant. Indeed,
the doping of nanoribbons has been the subject of intensive
research, since they are promising candidates for a plethora of
nanoscale devices, such as sensors and electrochemical applica-
tions [68]. In these systems, the shape of the edges determine the
electronic structure of the pristine material, and in particular the
appearance and size of a band gap [69]. Due to the size of the
system and the consequent ballistic regime, the Landauer–Buttiker
formalism (see Section 7) is appropriate for this specific investiga-
tion. Regardless of the exact value of the gap, the introduction of a
point defect yields to localized states which result in backscatter-
ing at specific resonant energies. For instance, Fig. 4a depicts an
armchair nanoribbon of width ca. 2 nm, with a N impurity. A drop
in transmission is observed at a resonant energy which depends
on the exact position of the N-dopant with respect to the edges
[70,71]. This drop can be as dramatic as the total suppression of
the transmission channel, as it is illustrated for the case of the
N-dopant located close to the edge (see Fig. 4a black curve).

As the size of the system increases to ca. 10 nm, the effect of a
single point defect becomes negligible. Instead, the relevant sce-
nario is a random distribution of impurities with a given concen-
tration (see Fig. 4b). In this case, not only does the concentration
play a role, but also the length of the channel, and the spatial
distribution of dopants [72]. Following from the preferential sub-
lattice doping observed experimentally [18,26], Fig. 4b shows the
average quantum conductance of a 15 nm width nanoribbon of a
random distribution of N dopants in a single sublattice (AA) in a ca.
30 nm long channel, and that of a random distribution of N dopants
in both sublattices (AB). The inset in Fig. 4b shows the effect of the
length of the AA N-doped channel on the transmission of carriers.
The first plateau of conductance (holes: E¼�0.07 eV; electrons:
E¼þ0.07 eV) exhibits an increasing asymmetry as the length
increases and the localization for holes becomes evident.

As the scale increases, edges and contacts become negligible, and
a 2D treatment of the system is more adequate. Therefore, the use of
the real-space order-N Kubo–Greenwood approach (see Section 7) is
meaningful, and transport properties of large 2D graphene planes
(� 250� 250 nm2 containing about 2.4 millions of atoms) with
point defects can be addressed. In particular, graphene doped with

Fig. 4. (Color online) Modeling N-doping concentration in graphene at different scales: (a) a single N defect in a 1D nanoribbon of width ca. 2 nm, (b) random distribution of
2% N doping on a ca. 15 nm width nanoribbon, (c) random distribution of 4% N doping in a micrometer scale graphene plane. Their corresponding quantum conductance
(G0 ¼ 2e2=h) is illustrated in the panels below. In (a), the resonant state associated with the impurity depends on its exact position, e.g. at the center versus close to the edge,
inducing localized scattering states in the conductance. In (b), the scattering effect is more homogeneous, and the effect of the distribution of the dopants in only one
sublattice (AA) or on both sublattices (AB) is found to be important. The inset shows the conductance for holes (triangles) and electrons (diamonds) as a function of the
length of the AA N-doped channel. In (c) a gap of ca. 340 meV is found to be induced in the case of a distribution in only one sublattice (AA). In addition, a high asymmetry
between the electrons and holes is predicted.
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different configurations and concentration of nitrogen impurities
were investigated (see Figs. 4c and 5). First, a random distribution of
nitrogen dopants within both sublattices (AB) was examined. The
results (see green curve in Fig. 4c) demonstrated that substitutional
nitrogen impurities induced only a slight asymmetry in the trans-
port between charge carriers at each sides of the Dirac point (as it
was observed earlier for boron [73]). Notwithstanding, the carrier
mobilities and the conductivities were found to be weakly affected
by the dopants, and quantum interference contributions to localiza-
tion phenomena were found rather marginal. This placed the
random incorporation (AB) of nitrogen (boron) atom in graphene
as a good solution to dope the material without impeding too much
its transport properties.

More recently, the case of an unbalanced sublattice N-doping
was investigated [74]. The appearance of a band gap, tunable with
the nitrogen concentration, was obtained as a result of the
symmetry breaking between the two triangular sublattices of the
honeycomb bipartite structure, a fact that was previously pre-
dicted for the superlattice model [75,76]. However, here the band
gap was found to be robust with respect to a random distribution
of the N dopants in only one sublattice (AA). This band gap was
even found to persist, while diminished, in the case of an
unbalanced sublattice doping, where 20% of the N dopants sit in
one sublattice and the remaining 80% N dopants sit in the other
sublattice (see Fig. 5a). The opening of a band gap in the graphene
electronic spectrum is highly desirable for graphene-based field-
effect transistor (GFET) applications since it allows to efficiently
turn off the current (see inset of Fig. 5e). Moreover, in the best
situation where 100% of the N dopants are placed in only one
sublattice, the transport properties at the band edges are found
highly asymmetric with outstanding electron transport and poor
holes conductive properties (see Fig. 5c and e). This feature, in
addition to the creation of a band gap, suggests such unbalanced
N-doped graphene systems as an excellent candidate for the
development and design of future GFETs. The calculations predict
that a nitrogen concentration of at least 4 at.% is required to open a
band gap as large as 340 meV, the minimum required for high-
speed CMOS FET [77].

In this review, the Kubo–Greenwood approach is applied to the
even more particular case of double substitution N-doping, as
observed recently by Lv and coworkers [26]. This new study gives
results similar to the ones obtained in [74] for a single substitution
apart from a small change in the impurity resonant states. The
transport properties obtained for all the different N doping
configurations discussed above are summarized in Fig. 5. In the
left panels of Fig. 5, the DOS, mean free paths and conductivities
are plotted versus energy. To get closer to experiment conditions,
the right panels of Fig. 5 present the same quantities as a function
of gate voltage, assuming the Fermi energy placed in the middle of
the gap, or at the Dirac point, and using a gate capacitance of
Cg ¼ 10�6 F cm�2. The shape of the curves can vary a lot between
left and right panels which is due generally to a linear to square
root behavior transformation when going from energy to carrier
density n (or gate voltage Vg ¼ ne=Cg). Moreover, the presence of
the gap is somewhat less obvious when plotted as a function of Vg

than as a function of the energy. This is because even a small
increase in the gate voltage corresponds to an increase of carrier
density which is large enough to get away immediately from the
band gap region where n vanishes. To get even closer to the
experimental set up and be able to draw I–V curves, complemen-
tary simulations should be conducted enclosing for instance the
full electrostatic environment [78,79] (see Section 7).

As shown in Fig. 4a for 1D nanoribbons, the transport properties
are extremely sensitive to impurity resonant states. This is also true
in 2D graphene when the concentration of structural defects for
instance becomes large enough (usually around 0.5%) to induce

energy-dependent resonant peaks in the graphene electronic spec-
trum, such as illustrated in Figs. 2 and 3. Since, the electronic
structure of pristine graphene is symmetric with respect to the Dirac
point, the resonant states of structural defects will inevitably prompt
asymmetry in the transport characteristics. For instance, the S–T–W
defects, having a main resonant peak feature at an energy above the
Dirac point, have a drastic impact on electron transport properties
(see red curve in Fig. 7). On the opposite side, the 5–8–5 divacancy
defects degrade the hole conductivities and mobilities since the
resonant peak is located below the Dirac point [64,65]. Therefore,
transport measurement can become a complementary spectroscopy
technique along with local STS measurements, provided that the
concentration of structural defects is large enough, in order to
clearly exhibit the energy resonance signatures of defects. This
asymmetry in the transport properties could eventually be exploited
in logic transistor devices provided a very fine control of the creation
of specific types of structural defects.

4. Extended defects

4.1. Grain boundaries

As already illustrated above 2D graphene is found to be heavily
affected by structural irregularities. Beyond point defects, covered
in the previous section, dislocations and grain boundaries intro-
duce non-local disorder in the hexagonal lattice of graphene. Grain
boundaries and dislocations can be characterized by misorienta-
tion angles and Burgers vectors, respectively. A systematic way to
describe and study grain boundaries and dislocations can be
envisioned as a result of introducing a semi-infinite strip of a
certain width into an otherwise perfect hexagonal lattice, while
keeping the three fold coordination of carbon atoms. Such a
description can be formally assigned to a Burgers vector b

!
[80].

In general, the transport properties of any system are expected
to be degraded by dislocations and grain boundaries. Such a
detriment rules out the uniform performance across different
individual CVD grown graphene devices, specially as the size of
the device is larger than the grain size, thus exhibiting a poly-
crystalline structure. However, the possibility to identify different
grains in graphene by means of TEM has opened the possibility of
studying their effect on transport properties [81]. In particular, it
has been demonstrated that the connectivity between domains is
the crucial factor for the good electrical performance of graphene
[82]. By means of a Kubo–Greenwood approach, a recent theore-
tical investigation has addressed the conductive performance
across such polycrystalline graphene further supporting the key
issue of the connectivity between domains [83]. Indeed, a bad
domain connectivity, referred to as broken boundaries in Ref. [83],
is found to induce a noticeable increase of the density of states at
the charge neutrality point together with low mean free paths and
strongly degraded conductivities, a feature similar to the case of
amorphous graphene structure that will be discussed later. In the
same study, the transport properties are predicted to scale linearly
with the grain size for non-broken GBs. Finally, the disorder
scattering strength in these polycrystalline graphene structures
has been correlated to local fluctuations of the charge indu-
cing self-doping effects (short range electron–hole puddles) in
the vicinity of the GBs.

Atomic resolution STM studies of GB in graphite have often
been interpreted as consisting of heptagonal and pentagonal
defects [84]. Gunlycke and White [85] investigated the transport
properties across a specific grain boundary composed of penta-
gons and octagons [86], showing that grain boundaries could have
interesting consequences on the transport properties of graphene.
They have analyzed the probability of transmission of charge
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carriers across the grain boundary using a first nearest neighbor
model, and the Dirac Hamiltonian close to the K and K′ valleys.
They found that electrons and holes can either be transmitted
through or reflected by the grain boundary, according to the law of
specular reflection. The probability of transmission depends on the
valley degree of freedom, and the angle of incidence (related to the
momentum) with respect to the grain boundary [85]. An asym-
metry between holes and electrons occurs at each valley, and it is
due to the fact that the overall structure is no longer bipartite,
since the atoms at the pentagons of the grain boundary cannot be
divided into any of the two sublattices.

4.2. Extended lines of defects

As a special case of grain boundaries, extended lines of defects
(ELD) can be considered as topological defects introduced in a

controlled and ordered manner. In other words, they can be seen
as a periodic one dimensional structural irregularities. Using this
topological concept, one can imagine to merge two graphene
regions with very specific orientations. For instance, an armchair
and a zigzag region could be joined by a row of heptagon and
pentagons [87]. While apparently hypothetical, a bottom-up
approach has been used to create an extended line of defects
between two halves of graphene with a relative displacement of
a/2 between them [86]. In this experiment, two graphene half-
sheets were epitaxially grown on a nickel substrate following two
different arrangements, inducing an atomic translation relative to
each other. Due to this incommensurate scenario, when the two
halves merge at the boundary, they are naturally reconstructed
through topological defects. The authors suggested that the
fingerprints observed in their STM images are caused by an array
of defects containing octagonal and pentagonal carbon rings

Fig. 5. (Color online) Kubo–Greenwood transport results for various configurations of 4% N-doped graphene i.e. a single N substitution (Fig. 2a) and a double N substitution
(2N) (Fig. 2b). For the single N substitution, several sublattice distributions are considered, i.e. 100% of substitutional atoms in sublattice A, 80% of substitutional atoms in
sublattice A and 20% of atoms in sublattice B, an homogeneous distribution (50% each). For the double N substitution, only 100% of substitutional atoms in sublattice A are
considered. Left panels (a), (c) and (e) present the DOS, mean free paths and semiclassical conductivities, respectively, versus energy, while the right panels (b), (d) and
(f) show these quantities versus gate voltage for a gate capacitance Cg ¼ 10�6 F cm�2.
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embedded in a graphene sheet. Indeed, STM simulations demon-
strate that the lines of defects are constituted by octagons and
pentagons. As mentioned above, a 5–8–5 defect is observed as a
divacancy reconstruction. However, there are other types of
divacancy reconstruction, and thus, different kinds of extended
lines of defects can be proposed [88]. For instance, Fig. 6 shows an
ELD resulting from the reconstruction of divacancies into t5t7
defects. In general, these one dimensional lines of defects in
graphene exhibit localized states along the line and behave like
metallic wires embedded in graphene sheets (see Fig. 6). These
localized states exhibit a fingerprint on the STM images, and are
particular to the specific atomic arrangement of the ELD. This
influences its electronic and transport properties. In addition, the
localized states which could enhance the chemical reactivity of
graphene, thus opening the possibility of arranging molecules or
atoms in a linear fashion, acting as a 1D template. In addition,
similar to zigzag edges in graphene nanoribbons, they can exhibit
spin-polarized states [87,88].

5. Highly defective and amorphous graphene

Structural defects in graphene can be intentionally created and
controlled using ion or electron irradiation. By tuning the expo-
sure time and the dose of irradiation it is therefore possible to

introduce a huge number of structural defects without destroying
the graphene layer via carbon atom sputtering. In 2011, using a
HRTEM, Kotakoski and coworkers exposed a suspended graphene
membrane to high doses of 100 keV electrons [89]. Instead of
collapsing into a 3D amorphous carbon object, they observed the
formation of a 2D amorphous graphene layer exhibiting a zoo of
structural defects. Amorphous systems are a class of solids where
the crystalline structural order is rapidly lost after one or few
interatomic distances, and can be seen as an ultimate case of
highly structurally defective systems. Such amorphous graphene
structures have sparked out a growing attention recently [90–95].
The first theoretical studies on amorphous graphene have pre-
dicted a large increase of the density of states at the Dirac point
[90–93] (see Fig. 7b), suggesting a semimetal–metal transition
from the electronic structure point of view. However, the various
transport calculations have drawn two scenario for these amor-
phous graphene structures. On one hand, the increase of DOS is
interpreted as an increase of transmission channels allowing
improvements of the transport characteristic of graphene (metallic
transport) [92]. On the other hand, the increase of DOS is under-
stood as the superposition of localized states [90] inducing strong
scattering events leading to an insulating transport phase, more
particularly at low temperature where the contribution of quan-
tum interferences is expected to induce a strong localized trans-
port regime [93]. The key element which could be determinant

Fig. 6. (Color online) Modeling extended defects in graphene: schematic model (left panel) and simulated STM image (middle panel) of a t5t7 extended line of defects.
The electronic structure of the extended line of defects embedded into a ca. 3 nm width nanoribbon is presented in the right panel.

Fig. 7. (Color online) (a) Artistic view of a piece of highly defective graphene (HDG) sample. (b) Density of states (DOS) of a pristine graphene, a HDG layer, a graphene
sample with 1% of S–T–W defects, and a strongly disordered graphene system (Andreson disorder W ¼ 3γ0). (c) Corresponding semiclassical conductivities of each defective
graphene system.
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and responsible for these two opposite conclusions on transport is
the degree of coalescence and interplay between the localized
states induced by each structural defect. If percolation is admitted,
then various transmission channels can be created thus allowing
carrying electrons. While, if the overlap is small and the hopping
between localized states is inefficient then an insulating phase
develops.

In a recent study, the transport properties of a highly defective
graphene systems were investigated [96]. In contrast to amor-
phous graphene, a highly defective graphene (HDG) system exhibit
both regions of high structural disorder and reconstructed pristine
honeycomb lattice area. This realistic model is expected to be close
to the experiment in which the carbon network exhibits such a
quasi-amorphous structure and thus can share clean and defective
domains. The Kubo–Greenwood transport calculations in HDG
predicted a non-zero semiclassical conductivity (ssc), although
strongly reduced, i.e. in the range of the semiclassical lower limit
of smin

sc ¼ 4e2=πh, and thus still well below the semiclassical
conductivities predicted for highly doped graphene or for gra-
phene with an important concentration of structural defects such
as 1% of S–T–W defects (see Fig. 7c). Moreover, particularly short
mean free path (below 1 nm) is predicted for such HDG systems,
suggesting strong scattering events. At 0 K and in the coherent
transport regime, severe contributions of quantum interferences
are also observed driving the system to an Anderson insulating
phase. Comparisons of transport properties in HDG with a gra-
phene subjected to a well-known tight-binding Anderson random
disorder model demonstrated that such HDG should actually
behave as a Anderson-type 2D insulator, offering thus a genuine
playground for exploration of 2D Anderson insulator theories.

6. Conclusion

In summary, the present review reports on the basics of electronic
and quantum transport properties in doped and defective graphene.
Various types of impurities (dopants, structural defects, extended
lines of defects, and highly defective domains) have been considered,
and their specific effects on both the electronic structures and the
transport properties have been computed. For each defective and
doped graphene-based system, a tight-binding model enriched by ab
initio simulations has been constructed to describe its corresponding
electronic behavior. Both the Landauer–Büttiker and the Kubo–
Greenwood approaches, which are very complementary methods,
have been widely used to investigate the different aspects and
transport regimes in defective and doped graphene.

To conclude, because of its remarkable electronic and structural
properties, graphene is expected to play an outstanding role in
future nanoscale electronics. The complete understanding of
fundamental electronic and transport concepts in graphene-
based nanomaterials definitely needs for theoretical modeling
and advanced quantum simulation, together with joint studies
with experiments. Since graphene has still not revealed all its
secrets, numerical simulations have still good days to come in
predicting new interesting sp2 carbon topologies and their corre-
sponding electronic behaviors, thus discussing theoretically their
potential impact in carbon nanoscience.

7. Methods

7.1. Ab initio

First-principles techniques, commonly referred to as ab initio
calculations since no input parameters are a priori required, are
nowadays routinely employed to investigate electronic properties of

materials. In the present review, the results obtained from first-
principle techniques are restricted to density functional theory (DFT).

The first-principles DFT calculations presented here have been
performed using the SIESTA package [97] in the generalized
gradient approximation for the exchange-correlation functional
in the Perdew–Burke–Ernzerhof (PBE) form [98], with the PBEsol
parametrization [99]. Troullier–Martins pseudopotentials are used
to account for the core electrons [100]. The valence electron wave
functions are expanded in a double-ζ polarized basis set of finite-
range numerical pseudoatomic orbitals [101].

Ab initio calculations of defective or doped graphene systems are
carried out within the supercell approach which implies periodic
repetitions of the simulation box in each direction. To ensure that
periodic images of the point defects do not interact with the inner
cell, sufficiently large supercells are employed (e.g. 10�10).

7.2. Tight-binding

The tight-binding formalism is an approximated approach to
describe electronic structure of solids. It consists in expanding the
electronic wave functions on a set of atomic orbitals localized on
each atomic site. The Hamiltonian of the system is composed of
onsite and hopping terms. On its diagonal, the onsite energy terms
describe mostly the chemical nature of the atomic sites, while the
off-diagonal hopping terms determine the strength of the bonding
with neighboring atomic sites. In non-orthogonal tight-binding
(TB) models, the onsite and hopping terms are accompanied with
a third kind of term which allows to build an overlap matrix. All
these Hamiltonian (and overlap) matrix elements are parameters
which can be fitted to reproduce ab initio or experimental band
structures. Using the TB parametrization allows to deal with
sparse matrix Hamiltonian and therefore investigates electronic
structure of large systems containing up to few millions of atoms.

In this review, an orthogonal 3rd nearest neighbors π–πn TB
model enriched by ab initio calculations has been used to describe
graphene electronic structure. The tight-binding parameters for the
pristine graphene are ɛpz ¼ 0:59745 eV for the pz orbital onsite term,
and γ10 ¼�3:09330 eV, γ20 ¼ 0:19915 eV, γ30 ¼�0:16214 eV for the
1st, 2nd and 3rd nearest neighbors hopping terms, respectively.

7.3. Landauer–Büttiker

At very short length scales, the semi-classical Boltzmann trans-
port equations fail, because the quantum properties of electrons,
such as quantization of the electronic charge, or the phase coherent
propagation of the electrons play an important role. The approach
proposed by Landauer and Büttiker addresses the quantum nature of
the electron with a particular view on transport phenomena as the
probability of transmission [102]. Within this framework, a channel
of finite length is placed in between semi-infinite contacts. In
practice, the quantum conductance of the central channel is inferred
from the probability of transmission which is computed using the
Landauer formalism, and the surface Green's function matching
method, after extracting the first-principles Hamiltonian and overlap
matrices [103,104].

7.4. Kubo–Greenwood

As an alternative to overcome the limitations of the semi-classical
Boltzmann transport equations, Kubo proposed an exact quantum
formulation of the conductivity based on linear response theory
[105], suitable for studying strongly disordered systems and complex
electron scattering processes with associated mean free paths of the
order of the lattice parameter. Greenwood reformulated the original
Kubo formula to obtain a simplified and more convenient version
[106], the so-called Kubo–Greenwood conductivity formula. The
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Kubo–Greenwood formula has been so far widely used to calculate
the transport properties in solids.

A real-space order-N Kubo–Greenwood transport approach
[107–112] is employed in this review. This approach has already
been applied successfully in many studies of transport simulations
including various forms of carbon-based materials [73,113–118].
This efficient implementation of the Kubo–Greenwood approach
allows the estimation of the main transport quantities in the semi-
classical regime (elastic mean free path ℓe, conductivity ssc, and
mobility μ) as well as in the quantum regime (localization length
ξ). These quantities are extracted from the wave packet propaga-
tion dynamics which is monitored by the energy and time-
dependent diffusivity DðE; tÞ ¼ΔR2ðE; tÞ=t where ΔR2 is the mean
quadratic spreading of wave packets.

7.5. Approximations and limitations

Although the approaches employed are very efficient for simu-
lations of electronic transport, they come with approximations and
limitations. First, it is interesting to note that DFT is deficient in
predicting good band gaps and usually underestimate their values.
More accurate techniques exist, such as GW corrections, but the
price to pay is an important increase of computational power. In
this review, only few cases are concerned since most of the time,
defective and doped graphene-based systems do not exhibit a
band gap.

Then, during the TB parametrization of the electronic structure,
some information and precision are inevitably lost compared to
the initial DFT calculation. The accuracy of the TB models reside in
the number of atomic orbitals considered on each site, and the
range used in the description of nearest neighbor interactions.

The transport approaches used in this review also have some
limitations. An electrostatic environment, such as the presence of a
gate oxide, has not been taken into account and neither the
screening effects [79].

The Kubo–Greenwood method being a bulk approach, the
system is considered as virtually infinite. In practice, periodic
boundary conditions are applied meaning that the presence of
contacts is not taken into account. The Kubo–Greenwood approach
describes the bulk, or equivalently the intrinsic, transport proper-
ties. Hence, the Kubo–Greenwood approach is rather not appro-
priate to describe ballistic transport but well suited to study
diffusive and localization transport regime.

As opposed to the Kubo–Greenwood, the Landauer–Büttiker
approach does address the effect of contacts by considering semi-
infinite open leads. However in practice, the leads correspond to ideal
contacts, here pristine graphene nanoribbons of the same width as of
the central channel ribbon. In any experiment, the contacts are much
less ideal and current injection can be strongly reduced. Finally, the
out-of-equilibrium transport regime has not been considered in this
review. On the contrary we studied only the (near) equilibrium
regime where response of the materials is linear with the applied
field. Saturation effects are for instance not accessible.
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