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Abstract

This paper considers linearly parametrized plants whose parameters are normally distributed and addresses the problem of analyzing the image in the Nyquist plane of a set of these plants defined by a confidence ellipsoid in the parameter space. The image in the Nyquist plane of such a set of plants is made up of ellipses at each frequency. However, these two types of representation do not contain the same information. We show indeed that the probability level for the frequency domain set is generally larger than the probability for the parametric set. This phenomenon is due to the fact that the mapping between parametric and frequency domain spaces is not bijective.

1 Introduction

In many recent works [4, 7, 5, 9, 1], robustness analysis and robust control design have been achieved on frequency domain uncertainty regions containing the true system at a prescribed probability level. This frequency domain uncertainty region represents the frequency responses of parametrized transfer functions [8, 6]. The parameters of these transfer functions have a Gaussian probability density function that is the result of a prediction error identification experiment. It is therefore important to understand the properties of the mapping from parameter space to Nyquist plane. In this paper, we analyze the particular case of linearly parametrized model structures, which is the case treated e.g. in [7, 5, 6, 9, 1]. For that particular case, we deduce the link between the frequency domain and parametric representations, their differences and the consequences of these differences on the probability level.

For model structures that are linear in the parameter vector θ, we show that the image in the Nyquist plane of a parametric confidence region defined by an ellipsoid Uθ in the parameter space is a frequency domain confidence region L made up of ellipses U(ω) at each frequency in the Nyquist plane. The properties of the inverse image of this frequency domain confidence region in parameter space are also analyzed. The inverse image in the parameter space of a region defined in the Nyquist plane is the set of parameters that have their frequency response in this region. We establish that the inverse image Cθ(U(ω)) of each ellipse U(ω) in the parameter space is a much larger volume than the initial ellipsoid Uθ, since the mapping between the parametric and frequency domains is not bijective. We also show that this inverse image Cθ(U(ω)) is different at each frequency. Consequently, the inverse image of the whole frequency domain confidence region L is the intersection of these different volumes Cθ(U(ω)) over the whole frequency range. We show by an example that this intersection may be a strict superset of the initial ellipsoid Uθ in parameter space. The confidence region L in the Nyquist plane is thus generally the image of more parameter vectors θ than those in Uθ. From these different observations, we can deduce a number of conclusions. First, since the inverse image of the ellipses U(ω) is different at each frequency, the probability level linked to each ellipse U(ω) is not relevant for the whole set L and is much larger than the actual probability level of L. Second, the probability level linked to the confidence region L can be larger than the probability level linked to the confidence region Uθ in parameter space.

Paper outline. In Section 2, we define the set D that contains the linearly parametrized systems whose parameter vector is constrained to lie in an ellipsoid. In Section 3, we present two theorems that describe the image of an ellipsoid by a nonbijective mapping, as well as the inverse image defined by such mapping. In Section 4, we present the frequency domain set L, image of the set D in the Nyquist plane. In Section 5, we analyze the inverse image of the set L. In Section 6, we define the probability level linked to L and give the value of this probability level. In Sections 7 and 8, we finish by an illustration and some conclusions.

2 Problem statement

As stated in the introduction, we consider linearly parametrized transfer functions. Let us thus consider the following system description:

\[ G(z, \theta) = \bar{G}(z) + \Lambda(z)\theta \]  

with \( \theta \in \mathbb{R}^{k \times 1} \) the parameter vector, \( \bar{G}(z) \) a known transfer function and \( \Lambda(z) \) a known row vector of transfer functions. Let us further assume that \( \theta \) has a Gaussian probability density

†This paper is a modified version of the paper [3] that has been published as a surprise gift for B.D.O. Anderson.
function with zero mean\(^1\) and covariance \(P_\theta \in \mathbb{R}^{k \times k}\) i.e.

\[
\begin{align*}
\theta &\sim \mathcal{N}(0, P_\theta) \\
\theta^T P_\theta^{-1} \theta &\sim \chi^2(k)
\end{align*}
\]

where \(\chi^2(k)\) is the chi-square probability density function with \(k\) degrees of freedom.

Let us now write the frequency response \(g(e^{j\omega}, \theta)\) of \(G(z, \theta)\) at the frequency \(\omega\) in the following form:

\[
g(e^{j\omega}, \theta) \triangleq \begin{pmatrix} \text{Re}(G(e^{j\omega}, \theta)) \\ \text{Im}(G(e^{j\omega}, \theta)) \end{pmatrix}
= \begin{pmatrix} \text{Re}(G(e^{j\omega})) \\ \text{Im}(G(e^{j\omega})) \end{pmatrix} + \begin{pmatrix} \text{Re}(\Lambda(e^{j\omega})) \\ \text{Im}(\Lambda(e^{j\omega})) \end{pmatrix} \theta
\]

(3)

The frequency response vector \(g(e^{j\omega}, \theta)\) has thus a Gaussian probability density function with mean \(\bar{g}(e^{j\omega})\) and covariance \(P_\theta(\omega) = \text{cov}(g(e^{j\omega}, \theta) - \bar{g}(e^{j\omega}))(g(e^{j\omega}, \theta) - \bar{g}(e^{j\omega}))^T = T(e^{j\omega})P_\theta T(e^{j\omega})^T \in \mathbb{R}^{2 \times 2}\). We have thus

\[
g(e^{j\omega}, \theta) \sim \mathcal{N}(\bar{g}(e^{j\omega}), P_\theta(\omega))
\]

\[
g(e^{j\omega}, \theta)^T P_\theta(\omega)^{-1} g(e^{j\omega}, \theta) \sim \chi^2(2)
\]

(4)

The results presented in (4) are very common and can e.g. be found in [6]. However, these results do not give a response to some important questions. If we design a confidence ellipsoid in the parameter space using (2), is the image of such confidence ellipsoid in the Nyquist plane a confidence region with the same probability level? How can we relate this image with the known probability density function of the frequency response (4)? If we design a confidence ellipse at each frequency using (4) and define a set by connecting all these ellipses, what is the inverse image of that set in parameter space?

In order to answer these questions, we will consider throughout this paper the following confidence ellipsoid in parameter space and the corresponding region in transfer function space. We will choose a probability level of 0.95 for these confidence regions.

**Definition 2.1** Let us consider the parametrized model structure given in (1) and the probability density function of the parameter vector \(\theta\) given in (2). The ellipsoid \(U_\theta\) of size \(\chi\):

\[
U_\theta = \{ \theta | \theta^T P_\theta^{-1} \theta < \chi \},
\]

(5)

with \(\chi\) such that \(Pr(\chi^2(k) < \chi) = 0.95\), is a confidence ellipsoid of probability 0.95 in the parameter space. We define the set \(\mathcal{D}\) of transfer functions that correspond to the parameters \(\theta \in U_\theta\):

\[
\mathcal{D} = \{ G(z, \theta) | \theta \in U_\theta \}
\]

(6)

The probability level \(\alpha(\mathcal{D})\) linked to \(\mathcal{D}\) is thus given by \(\alpha(\mathcal{D}) = Pr(G(z, \theta) \in \mathcal{D}) = 0.95\).

In the next sections, we describe the image in the Nyquist plane of the uncertainty region \(\mathcal{D}\) and we analyze the properties of such image, as well as its inverse image, with respect to the probability level.

### 3 Linear algebra preliminaries

We first present two theorems that describe properties of ellipsoids in two linear spaces of size \(n\) and \(k\), \((n < k)\), linked by a linear transformation \(T\). This mapping has the following expression \(x = Ty\), where \(y \in \mathbb{R}^{k \times 1}\), \(x \in \mathbb{R}^{n \times 1}\) \((n < k)\) are real vectors, and \(T \in \mathbb{R}^{n \times k}\) is a real matrix of rank \(n\). Our interest lies thus in the situation where \(x\) and/or \(y\) are constrained to lie in an ellipsoid.

**Theorem 3.1** Let us consider the mapping \(x = Ty\) as defined above and the ellipsoid \(U_y\) of size \(\chi\) in the \(y\)-space:

\[
U_y = \{ y | y^T P_y^{-1} y < \chi \},
\]

(7)

with \(P_y \in \mathbb{R}^{k \times k}\) a positive definite matrix. The image \(U_x\) of \(U_y\) by the mapping \(T\) i.e. \(U_x = \{ x | x = Ty \text{ with } y \in U_y \}\) is an ellipsoid in the \(x\)-space given by

\[
U_x = \{ x | x^T P_x^{-1} x < \chi \},
\]

(8)

with \(P_x = T P_y T^T \in \mathbb{R}^{n \times n}\).

**Proof.** See [2, 3].

**Theorem 3.2** Let us consider the same mapping \(x = Ty\) and the ellipsoids \(U_y\) and \(U_x\) defined in (7) and (8), respectively.

Define the inverse image \(C_y\) of \(U_x\) using the mapping \(T\) as

\[
C_y = \{ y | x = Ty \in U_x \},
\]

Then \(C_y\) is a volume given by

\[
C_y = \{ y | y^T R_C y < \chi \},
\]

(9)

with \(R_C = T^T P_x^{-1} T\), a singular matrix \(\in \mathbb{R}^{k \times k}\). Moreover, the volume \(C_y\) is such that the ellipsoid \(U_y\) is included in \(C_y\) and such that the matrix \(R_C\) defining \(C_y\) has rank \(n\) i.e. it has \(k - n\) zero eigenvalues. The volume \(C_y\) has therefore \(k - n\) infinite main axes. The directions \(y_i (i = 1...k - n)\) of these infinite main axes are the eigenvectors corresponding to the null eigenvalues of \(R_C\). Moreover, these eigenvectors \(y_i\) belong to the null space of \(T\) i.e. \(Ty_i = 0\).

**Proof.** See [2, 3].

### 4 Image of \(D\) in the Nyquist plane

Theorem 3.1 tells us that the image of an ellipsoid under a linear mapping into a smaller dimensional space is also an ellipsoid. This theorem will now be used in order to find the frequency domain region (or dynamic region) that is the image of \(\mathcal{D}\) in the Nyquist plane. This frequency domain region is defined via a constraint on the frequency response of the plants.
in this region at every frequency. The general expression of a frequency domain region can e.g. be written as follows:

\[ \mathcal{L} = \{ G(z) \mid g(e^{j\omega}) \in U(\omega) \forall \omega \}, \] (10)

where \( g(e^{j\omega}) = (\Re(G(e^{j\omega})), \Im(G(e^{j\omega})))^T \) and \( U(\omega) \) is the particular domain where the frequency response vector of the plants \( G(z) \in \mathcal{L} \) is constrained to lie at the frequency \( \omega \).

We are thus looking for the frequency domain region \( \mathcal{L} \) that corresponds to the image of the set \( \mathcal{D} \) in the Nyquist plane. Let us first define this notion properly.

**Definition 4.1** Consider the set \( \mathcal{D} \) of transfer functions defined in (6) and the general expression of a frequency domain region \( \mathcal{L} \) given in (10). The image of \( \mathcal{D} \) in the Nyquist plane is the frequency domain region \( \mathcal{L} \) defined by (10) with \( U(\omega) \) defined as follows, at each frequency \( \omega \):

\[ U(\omega) = \{ g(e^{j\omega}) \mid g(e^{j\omega}) = g(e^{j\omega}, \theta) \text{ for some } \theta \in U_\theta \} \] (11)

with \( g(e^{j\omega}, \theta) \) defined in (3).

**Important comments.** Definition 4.1 tells us that the image \( \mathcal{L} \) of \( \mathcal{D} \) in the Nyquist plane is a set containing the image of all plants in \( \mathcal{D} \); and that all “points” \( g(e^{j\omega}) \in U(\omega) \) at a frequency \( \omega \) are the image of some plant in \( \mathcal{D} \).

Using the mapping (3) between the space of parametrized transfer functions \( G(z, \theta) \) (or parameter space) and the frequency domain space, and the results of Theorem 3.1, we can construct an explicit expression of the image \( \mathcal{L} \) of \( \mathcal{D} \) in the Nyquist plane.

**Theorem 4.1** Consider the set \( \mathcal{D} \) of transfer functions \( G(z, \theta) = G(z) + \Lambda(z)\theta \) presented in Definition 2.1, and the mapping (3) between parameter space and frequency domain space. The image of \( \mathcal{D} \) in the Nyquist plane (see Definition 4.1) is a frequency domain region \( \mathcal{L} \) having the following expression:

\[ \mathcal{L} = \{ G(z) \mid g(e^{j\omega}) \in U(\omega) \forall \omega \} \] (12)

\[ U(\omega) = \{ g \in \mathbb{R}^{2 \times 1} \mid (g - g(e^{j\omega}))^T P(\omega)^{-1} (g - g(e^{j\omega})) < \chi \} \] (13)

where \( P(\omega) = T(e^{j\omega})P_\theta T(e^{j\omega})^T \), and \( g(e^{j\omega}) \) and \( g(e^{j\omega}) \) are defined in (10) and (3), respectively. The image \( \mathcal{L} \) of \( \mathcal{D} \) in the Nyquist plane is thus made up of ellipses \( U(\omega) \) at each frequency around the frequency response of the known transfer function \( G(z) \). The ellipse \( U(\omega) \) at a particular frequency can therefore be considered as the image of \( \mathcal{D} \) in the Nyquist plane at this frequency.

**Proof.** In order to establish the proof of Theorem 4.1, we need to prove that the expression (13) of \( U(\omega) \) is equivalent with (11). The result follows directly from Theorem 3.1 by considering the mapping (3) (i.e. \( g(e^{j\omega}, \theta) - g(e^{j\omega}) = T(e^{j\omega})\theta \) at a particular frequency \( \omega \).

\[ \text{Proposition 5.1} \] Consider a particular frequency \( \omega \) and the ellipse \( U(\omega) \) defined in (13) which is the image of the set \( \mathcal{D} \) in the Nyquist plane at the frequency \( \omega \). Using the mapping (3) from \( \theta \) to \( g(e^{j\omega}, \theta) \), define the inverse image of \( U(\omega) \) in the parameter space as

\[ C_\theta(U(\omega)) = \{ \theta \mid g(e^{j\omega}, \theta) \in U(\omega) \}. \] (14)

Correspondingly, define the inverse image of \( U(\omega) \) in the space of parametrized transfer functions \( G(z, \theta) \) as

\[ D(U(\omega)) = \{ G(z, \theta) \mid g(e^{j\omega}, \theta) \in U(\omega) \}. \] (15)

Then the set \( C_\theta(U(\omega)) \) is a volume in the \( \theta \)-space with \( k - 2 \) infinite axes defined as:

\[ C_\theta(U(\omega)) = \{ \theta \in \mathbb{R}^{k \times 1} \mid T(e^{j\omega})^T P(\omega)^{-1} T(e^{j\omega}) \theta < \chi \}. \] (16)

Moreover, \( U_\theta \subset C_\theta(U(\omega)) \) and \( \mathcal{D} \subset D(U(\omega)) \).

**Proof.** The expression (16) of \( C_\theta(U(\omega)) \) follows directly from Theorem 3.2 by substituting \( U(\omega) \) for \( U_x \), \( U_y \) for \( U_y \), and \( \mathcal{C}_\theta(U(\omega)) \) for \( \mathcal{C}_\theta \). It then follows from the last part of Theorem 3.2 that \( U_\theta \) is a subset of \( C_\theta(U(\omega)) \). Now observe from (14) and (15) that \( D(U(\omega)) \) can equivalently be described as

\[ D(U(\omega)) = \{ G(z, \theta) \mid \theta \in C_\theta(U(\omega)) \}. \] (17)

It then follows from \( U_\theta \subset C_\theta(U(\omega)) \) and the definitions (6) and (17) that \( \mathcal{D} \subset D(U(\omega)) \).

Proposition 5.1 tells us that the ellipse \( U(\omega) \) is the image of more plants \( G(z, \theta) \) than those in \( \mathcal{D} \). These additional plants

\[ \text{2The mapping } T(e^{j\omega}) \text{ is only bijective if the size } k \text{ of the vector } \theta \text{ is equal to two.} \]
\[ G(z, \theta_{\text{out}}) \subset C_\theta(U(\omega)) \setminus U_\theta, \text{ have the property that} \]
\[ \exists \theta_{\text{in}} \in U_\theta \text{ such that, at frequency } \omega, \]
\[ g(e^{j\omega}, \theta_{\text{out}}) = g(e^{j\omega}, \theta_{\text{in}}), \]
\[ \text{since } U(\omega) \text{ is defined by (11). It is also important to note} \]
\[ \text{that the inverse image } D(U(\omega)) \text{ of } U(\omega) \text{ in the space of} \]
\[ \text{parametrized transfer functions } G(z, \theta) \text{ is different at each frequency, because the inverse image } \]
\[ C_\theta(U(\omega)) \text{ in parameter space is different at each frequency. In other words, } U(\omega) \text{ is} \]
\[ \text{the image of a set } D(U(\omega)) \text{ of plants } G(z, \theta) \text{ that are different} \]
\[ \text{at each frequency.} \]

In Proposition 5.1, we have computed the inverse image \( C_\theta(U(\omega)) \) in parameter space of one ellipse U(\omega), via the inverse of the mapping (3). We now determine the inverse image \( U_\theta(L) \) in parameter space of the whole set \( L \) defined by (12) and (13).

**Theorem 5.1** Consider the frequency domain set \( L \) defined by (12) and (13). Define the inverse image \( U_\theta(L) \) of \( L \) in parameter space, via the mapping (3), as:
\[ U_\theta(L) = \{ \theta \mid G(z, \theta) \in L \}. \quad (18) \]
Then
\[ U_\theta(L) = \bigcap_{\omega \in [0, \pi]} C_\theta(U(\omega)), \quad (19) \]
where \( C_\theta(U(\omega)) \) is defined in (14) and (16). Moreover,
\[ U_\theta \subseteq U_\theta(L), \quad (20) \]
and the inclusion may be strict.

**Proof.** First observe that, by the definition of \( L \) in (12), the set \( U_\theta(L) \) defined in (18) is equivalent with
\[ U_\theta(L) = \{ \theta \mid g(e^{j\omega}, \theta) \in U(\omega) \forall \omega \}. \]
The result (19) then follows immediately from (14). The inclusion (20) then follows from the main result of Proposition 5.1, namely \( U_\theta \subseteq C_\theta(U(\omega)) \forall \omega \). The possible strictness of the inclusion in (20) will be demonstrated by an example in Section 7.

**Corollary 5.1** Consider the frequency domain set \( L \) defined by (12) and (13). Define the inverse image \( D(L) \) of \( L \) in the space of parametrized transfer functions \( G(z, \theta) \), via the mapping (3), as
\[ D(L) = \{ G(z, \theta) \mid G(z, \theta) \in L \}. \quad (21) \]
Then \( D \subseteq D(L) \).

**Proof.** By (21) and (18), it follows that \( D(L) = \{ G(z, \theta) \mid \theta \in U_\theta(L) \} \). The result then follows from the result (20) of Theorem 5.1, and the definition (6) of \( D \).

**Corollary 5.2** With definitions as above, we have \( U_\theta \subseteq U_\theta(L) \subset C_\theta(U(\omega)) \forall \omega \) and \( D \subseteq D(L) \subseteq D(U(\omega)) \forall \omega \).

Theorem 5.1 tells that the ellipsoid \( U_\theta \) which defines \( D \) is a possibly strict subset of \( U_\theta(L) = \bigcap_{\omega \in [0, \pi]} C_\theta(U(\omega)) \). As a consequence, \( D \) may be a strict subset of \( D(L) \), and the frequency domain region \( L \) is therefore the image in the Nyquist plane of a set \( D(L) \) containing more plants \( G(z, \theta) \) than those in \( D \). It is to be noted that, according to the definition of \( L \) (Definition 4.1), these additional plants \( G(z, \theta_{\text{out}}) \) with \( \theta_{\text{out}} \in U_\theta(L) \setminus U_\theta \), must have the property that, at each frequency \( \omega \), there exists \( \theta_{\text{in}} \) in \( U_\theta \) such that
\[ G(e^{j\omega}, \theta_{\text{out}}) = G(e^{j\omega}, \theta_{\text{in}}). \]

Note that it is not possible to have a single value of \( \theta_{\text{in}} \) which applies at all frequencies.

**6 Probability level linked to the confidence region \( L \)**

In the previous sections, we have shown that the image of a set \( D \) in the Nyquist plane is a frequency domain region \( L \) made up of ellipses \( U(\omega) \) at each frequency. We have also shown that the sets \( U(\omega) \) and the whole region \( L \) are (or may be) the image of more plants \( G(z, \theta) \) than those in \( D \). Let us now consider both sets (i.e. \( U(\omega) \) and \( L \) as confidence regions. The ellipse \( U(\omega) \) is a confidence region for the frequency response vector \( g(e^{j\omega}, \theta) \) of the plants \( G(z, \theta) \) and the set \( L \) is a confidence region for the plants \( G(z, \theta) \). Since the parameter vector \( \theta \) has a probability density function (see (2)), we can relate a probability level to both confidence regions.

**Definition 6.1** Consider the parametrized transfer functions \( G(z, \theta) \) given in (1), whose parameter vector \( \theta \) has the probability density function (2). Consider also the sets \( U(\omega) \) and \( L \) defined in (12)-(13). The probability level \( \alpha(U(\omega)) \) linked to \( U(\omega) \) is defined as:
\[ \alpha(U(\omega)) = \Pr(g(e^{j\omega}, \theta) \in U(\omega)), \]
where \( g(e^{j\omega}, \theta) \) is defined in (3). The probability level \( \alpha(L) \) linked to \( L \) is defined as:
\[ \alpha(L) = \Pr(G(z, \theta) \in L). \]

These probability levels \( \alpha(U(\omega)) \) and \( \alpha(L) \) will be larger than the probability level \( \alpha(D) \) linked to \( D \) (i.e. \( \alpha(D) = 0.95 \)) since \( D \subseteq D(L) \subseteq D(U(\omega)) \forall \omega \). Theorem 6.1 gives an exact computation of \( \alpha(U(\omega)) \), as well as upper and lower bounds for \( \alpha(L) \).

**Theorem 6.1** Consider the parametrized transfer functions \( G(z, \theta) \) given in (1), whose parameter vector \( \theta \) has the probability density function (2). Consider also the sets \( U(\omega) \) and \( L \) defined in (12)-(13). Then the probability level \( \alpha(U(\omega)) \) linked to \( U(\omega) \) (see Definition 6.1) is given by:
\[ \alpha(U(\omega)) = \Pr(G(z, \theta) \in D(U(\omega))) \]
\[ = \Pr(\chi^2(2) < \chi) \forall \omega, \]
where \( D(U(\omega)) \) is defined in (15). The probability level \( \alpha(L) \) linked to \( L \) (see Definition 6.1) is bounded by:
\[ \alpha(D) \leq \alpha(L) < \alpha(U(\omega)), \]
where \( \chi = \chi^2(2) \) is the chi-squared distribution with 2 degrees of freedom.
where \( \alpha(D) \) is the probability level linked to the set \( D \) presented in Definition 2.1 and of which the set \( L \) is the image in the Nyquist plane (\( \alpha(D) = 0.95 \)).

**Proof.** That \( \alpha(U(\omega)) \) is equal to \( \Pr(G(z, \theta) \in D(U(\omega))) \) follows from Proposition 5.1. That \( \alpha(U(\omega)) \) is also equal to (23) is a direct consequence of the probability density function of \( g(e^{j\omega}, \theta) \) given in (4) since the covariance matrix \( P_g(\omega) \) of \( g(e^{j\omega}, \theta) \) is equal to the matrix \( P(\omega) \) defining the ellipse \( U(\omega) \).

Since the inverse image of \( L \) in the space of parameterized transfer functions \( G(z, \theta) \) is \( D(L) \), we have: \( \alpha(L) = \Pr(G(z, \theta) \in D(L)) \). The upper bound in (24) proceeds then from the fact that \( D(L) \subseteq D(U(\omega)) \) \( \forall \omega \) and the lower bound from the fact that \( D \subseteq D(L) \) (see Theorem 5.1).

**Important comments.** Theorem 6.1 shows that the probability level \( \alpha(L) \) linked to the image of \( D \) in the Nyquist plane is larger than the probability level linked to \( D \) (i.e. \( \alpha(D) = 0.95 \)). This is a consequence of the fact that \( L \) is the image of more probability than those in \( D \) because of the singularity of the mapping (3). It is also interesting to note that if we consider the ellipses \( U(\omega) \) frequency by frequency, these ellipses are the image in the Nyquist plane of a set \( D(U(\omega)) \), different at each frequency, and having a probability level \( \alpha(U(\omega)) \) which follows from the probability density function (4) of \( g(e^{j\omega}, \theta) \). However, since the sets \( D(U(\omega)) \) are different at each frequency, when we collect together all ellipses \( U(\omega) \) to make up \( L \), the probability level \( \alpha(L) \) is smaller than \( \alpha(U(\omega)) \). This last remark shows that the probability density function of \( g(e^{j\omega}, \theta) \) given in (4) is only relevant for one particular frequency. Theorem 6.1 shows therefore that, in order to design a confidence region \( L \) with a probability level \( \alpha(L) \) larger than 95%, one has to first design a confidence region \( D \) having the desired probability level (i.e. \( \alpha(D) = 0.95 \)) and then take its image \( L \) in the Nyquist plane. As a consequence, in the paper [6], the probability density function of the frequency response can be used in order to design a confidence ellipses of 95% at a particular frequency. However, these 95%-ellipses can not be connected in order to make up a frequency domain confidence region at 95% for the parameterized transfer function, as proposed in [1, 9]. For this purpose, as said above, one has to first design a confidence region \( D \) having the desired probability level (i.e. \( \alpha(D) = 0.95 \)) and then take its image \( L \) in the Nyquist plane, as proposed in [5].

**Remark.** The plants having another structure than \( G(z, \theta) \) and that lie in \( L \) do not modify the probability level \( \alpha(L) \) since only the parameter vector \( \theta \) has a probability density function.

### 7 Simulation example

In order to illustrate the results of this paper, we present the following example. Let us consider the system description (1) with \( G(z) = (0.08z^{-1} + 0.1009z^{-2} + 0.0359z^{-3})/(1 - 1.5578z^{-1} + 0.5769z^{-2}) \) and \( \Lambda(z) = (1 - 1.5578z^{-1} + 0.5769z^{-2})^{-1} \times (z^{-1}z^{-2}z^{-3}) \) and where the parameter vector \( \theta \in \mathbb{R}^3 \) is assumed to have a Gaussian probability density function with zero mean and nonsingular covariance \( P_\theta \) given by:

\[
P_\theta = 10^{-3} \times \begin{pmatrix}
1.0031 & 0.0263 & -0.0111 \\
0.0263 & 1.0039 & 0.0268 \\
-0.0111 & 0.0268 & 1.0039
\end{pmatrix}.
\]

We consider the 95% confidence ellipsoid \( U_\theta \) in the parameter space that defines a corresponding region \( D \) in the space of transfer function:

\[
U_\theta = \{ \theta \mid \theta^TP_\theta^{-1}\theta < 7.81 \},
\]

\[
D = \{ G(z, \theta) \mid \theta \in U_\theta \}
\]

Using Theorem 4.1, we can determine the image \( L \) of \( D \) in the Nyquist plane. This image \( L \) is made up of ellipses \( U(\omega) \) at each frequency around the frequency response of \( G(z) \) and is represented in Figure 1.

![Figure 1: Frequency domain representation of D in the Nyquist plane with ellipses U(ω) at some frequencies, frequency response of G(z) (dashdot), frequency response of G(z, θ_{out}) (dashed) and frequency response of G(z, θ_{bias}) (solid)](image)

All plants in \( D \) lie in \( L \), and \( L \) has the property (11). However, the mappings between \( D \) and \( L \) and between \( D \) and \( U(\omega) \) are not bijective as shown in Theorem 5.1 and Proposition 5.1, respectively. In order to illustrate the results presented in these theorems, we will show two things:

1. there exist plants \( G(z, \theta_{out}) \) outside \( D \) whose frequency response vector \( g(e^{j\omega}, \theta_{out}) \) lies in some ellipses \( U(\omega) \) but not in all of them;
2. there exist plants \( G(z, \theta_{bias}) \) outside \( D \) that lie in the whole region \( L \).
Since the size of $\theta$ is 3, we know that the vectors $\theta$ that are projected into $U(\omega)$ at the frequency $\omega$ are those lying in the cylinder $C_0(U(\omega))$ whose axis direction is given by the normed eigenvector $\theta_{out}(\omega)$ corresponding to the null eigenvalue of the mapping $T(e^{j\omega})$ (see Theorem 3.2 and Proposition 5.1). Using this property, we can find a plant $G(z, \theta_{out})$ such that $\theta_{out} \notin U_\theta$, but such that its frequency response $g(e^{j\omega_0}, \theta_{out})$ at $\omega_0$ lies in $U(\omega_0)$ for a particular frequency $\omega_0$, say $\omega_0 = 0.25$. Indeed, let us choose as vector $\theta_{out}$ a vector in the same direction as $\theta_{out}(0.25)$ but outside the ellipsoid $U_\theta$: $\theta_{out} = (1.8084 -3.5043 1.8084)^T$. This vector is well outside the ellipsoid $U_\theta$ since we have that: $\theta_{out}^T P^{-1} \theta_{out} = 19525 > 7.81$, but we also have that:

$$g(e^{j0.25}, \theta_{out}) = \bar{g}(e^{j0.25}) + T(e^{j0.25}) \theta_{out} = \bar{g}(e^{j0.25}),$$

and therefore $g(e^{j0.25}, \theta_{out})$ lies in $U(0.25)$. However, this plant does not lie in all ellipses as can be seen in Figure 1.

There also exist plants $G(z, \theta_{bis})$ whose parameter vectors $\theta_{bis} \notin U_\theta$, but that lie completely in $L$. According to Theorem 5.1 and Corollary 5.1, these are the plants whose parameter vectors $\theta_{bis}$ lie in $U_{\theta}(L) = \cap_{\omega \in [0 \pi]} C_0(U(\omega))$. In order to find one of those particular vectors $\theta_{bis}$, we proceed like we did to find $\theta_{out}$. We choose a particular frequency $\omega_0$ and we choose a vector in the direction $\theta_{out}(\omega_0)$ of the axis of the cylinder $C_0(U(\omega_0))$. But, here, we choose $\omega_0$ in the middle of the frequency range: $\omega_0 = \pi/2$ and we choose the vector just outside the ellipsoid $U_\theta$:

$$\theta_{bis} = \begin{pmatrix} 0.0684 \\ 0.0684 \end{pmatrix}, \quad \theta_{bis}^T P^{-1} \theta_{bis} = 9.4501 > 7.81.$$

In Figure 1, we see that the frequency response of the plant $G(z, \theta_{bis})$ lies in $U(\omega)$ for each of the plotted ellipses. Since we only plot the ellipses at a certain number of frequencies, we have also verified [2, 3] that $G(z, \theta_{bis})$ lies in $U(\omega)$ at the other frequencies. Since it is the case, we can conclude that $G(z, \theta_{bis})$ has its frequency response in $L$ even though $G(z, \theta_{bis})$ does not lie in $D$.

8 Conclusions

In this paper, we have considered linearly parametrized plants $G(z, \theta)$ whose parameters are normally distributed and we have presented results about the image $L$ in the Nyquist plane of a confidence region $D$ in the space of parametrized transfer functions. We have shown that this image is made of ellipses at each frequency. However, since the mapping between these two spaces is not bijective, the image $L$ in the Nyquist plane contains more plants $G(z, \theta)$ than the initial confidence region $D$. The image in the Nyquist plane is thus also a confidence region for the parametrized plants $G(z, \theta)$ but with a probability level larger than that of the initial confidence region $D$.
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