Optimal sensors' allocation strategies for a class of stochastic distributed systems
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The minimum-variance state-estimator for a class of linear distributed parameter systems, with both process and measurement disturbances, is derived. A new algorithm is presented for the optimal simultaneous spatial allocation of sensors. The algorithm minimizes recursively the spatial integral of the covariance matrix of the error in the state estimates. For time-invariant systems the algorithm leads to the minimization of the spatial integral of the steady-state error covariance matrix. The influence of the system disturbances and measurement noise on these locations is discussed. An illustrative example is given to demonstrate the numerical performance of the algorithm.

1. Introduction

The problem of estimating the state of distributed parameter systems with noisy disturbances has become of great importance in many engineering applications. Randomness can enter such systems in many ways, the measurements of the plant states may be contaminated with noise, or the plant may be subjected to random disturbances or random parameter variations. Several authors have derived various forms of the minimum-variance state-estimator for such systems under the assumption of a finite number of fixed measurements locations (Falb 1967, Tzafestas and Nightingale 1968 a, b, Thau 1969, Kushner 1970, Sakawa 1972, Aidarous and Ghonaimy 1974).

Less attention has been devoted to observability and optimal measurement location in stochastic distributed systems. The first discussion of observability of such systems was given by Wang (1964); he defined observability in terms of the existence of the inverse of a certain self-adjoint observation operator. Goodson and Klein (1970) gave a definition of observability based on restricted spatial domains and system normal modes. Yu and Seinfeld (1973) examined the effect of measurement locations on observability for a class of linear distributed systems whose solutions can be expressed by eigenfunction expansions. They developed an algorithm for determining a sub-optimal set of measurement locations.

This paper presents a minimum-variance state-estimator algorithm for a class of distributed parameter systems with both process and measurement disturbances. Given a space of admissible measurement locations, a spatial distribution of measurement noise, and a fixed number of sensors, a new algorithm is presented for the optimal determination of the sensor locations that minimize the trace of the spatial integral of the state error-covariance matrix. The algorithm can be applied to both the one-sensor allocation and the simultaneous multi-sensor allocation problems.
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The estimator algorithm and the sensor allocation algorithm are derived in
discrete time, for purposes of digital implementation. The system behaviour
at discrete instants is expressed in terms of recursive functional expressions
involving the systems Green's function. After expanding all quantities in
terms of a finite number of elements taken from a complete set of orthonormal
basis, the minimum-variance state-estimator is obtained via the solution of a
Riccati-like recursive equation. The solution of this equation is the matrix
of coefficients of the expanded state error-covariance matrix, which is a
function of the sensor locations.

The optimal sensor allocation algorithm is obtained via the minimization
of a non-linear functional of the sensor locations; a modified gradient
algorithm is used for this minimization. To simplify the derivations, the one-
sensor problem is considered first; the results are subsequently generalized
to the \(N\)-sensor problem.

2. Problem formulation

Consider a linear distributed system on a fixed and bounded domain \(\Omega\), with
boundary \(\partial \Omega\). The mathematical model of the system is described, for simplicity of notations, by the one-dimensional parabolic equation

\[
\frac{\partial u(t, x)}{\partial t} = \mathcal{L}_1 u(t, x) + f(t, x), \quad x \in \Omega, \quad t \in [0, T]
\]

with boundary conditions

\[
\mathcal{L}_2 u(t, x) = 0, \quad x \in \partial \Omega
\]

where \(u(t, x)\) is the state of the system, \(\mathcal{L}_1\) and \(\mathcal{L}_2\) are two spatial operators.

The observations are made only at discrete instants \(\tau, 2\tau, \ldots, k\tau, \ldots\).
Assume first that a single measuring device is available, at that time \(k\tau\) it is
placed at position \(x_m(k)\). For simplicity of notations we shall not write the
dependence of \(x_m\) on \(k\) unless necessary, although this dependence will be
implicitly assumed. The measurement equation at time \(k\tau\) will therefore be
written as

\[
y_k(x_m) = \mathcal{M}_2(x_m)u_k(x_m) + v_k(x_m)
\]

where \(u_k(x_m)\) is used to denote \(u(k\tau, x_m)\).

The two noise processes \(f(t, x)\) and \(v_k(x_m)\) are statistically independent white
Gaussian processes with zero mean and covariances

\[
E[f(t, x)f(t', x')] = C(t, x, x')\delta(t - t')
\]

\[
E[v_k(x_m)v_j(x_m)] = Q_k(x_m)\delta_{kj}
\]

We shall first derive the equations for the minimum-variance estimate \(\hat{u}_{k1k}(x)\)
of the state \(u_k(x)\) for all \(x \in \Omega\), based on the set of noisy measurements
\((y_j(x_m), 0 \leq j \leq k)\), where the state-error covariance at time \(k\tau\) will be denoted by

\[
P_k(x, x') \triangleq E[(u_k(x) - \hat{u}_{k1k}(x))(u_k(x') - \hat{u}_{k1k}(x'))]
\]
Next, for a given spatial distribution \( P_{k-1}(x, x) \) of the state error covariance at time \((k-1)\tau\), we shall find the optimal position \( x_m(k) \) of the sensor that minimizes the spatial integral of the error covariance at time \(k\tau\),

\[
\min_{x \in \Omega} \int_{\Omega} P_s(x, x) \, dx
\]  

This minimization problem can be looked upon as a single-stage non-linear optimal control problem with \( x_m(k) \) as the control variable.

3. Derivation of the filter equations with arbitrary sensor location \( x_m \)

Since the interest is in the state at discrete-time instants, the partial differential eqn. \((1)\) will be replaced by a discrete-time equation whose solution approximates the solution of \((1)\) at times \(\tau, 2\tau, \ldots, k\tau, \ldots\). To do this, first \( u_k(x) \) will be written as the solution of an integral equation. Assume that the problem is well posed in the sense of Hadamard, i.e., the solution of \((1)\) exists uniquely and depends continuously on the initial and boundary conditions, and there exists a fundamental \( G(t, t', x, x') \), which is known as the system Green’s function, defined for \(t-t' \geq 0\), and \(x, x' \in \Omega\), such that

\[
G(t_0, t_0, x, x') = \delta(x - x')
\]

Then the state at \( k\tau \) can be expressed as

\[
u_k(x) = \int_{\Omega} G(k\tau, k-1\tau, x, x') u_{k-1}(x') \, dx' + \int_{\Omega} \int_{t'=t-1\tau}^{t} G(k\tau, t', x, x') \, d\beta(t', x') \, dx'
\]  

where \( d\beta(t, x) \) is the incremental Wiener process with zero mean and incremental covariance

\[
E\{d\beta(t, x) \, d\beta(t', x')\} = C(t, x, x') \, dt
\]

where \( C(t, x, x') \) is the same Kernel given in \((4)\).

Given an optimal estimate \( \hat{u}_{k-1|k-1}(x) \) at the time instant \((k-1)\tau\), the estimate at \(k\tau\) can be predicted as (Aidarous and Ghonaimy 1974)

\[
\hat{u}_{k|k}(x) = \hat{u}_{k|k-1}(x) + K_k(x, x_m) [y_k(x_m) - M_k(x_m) \hat{u}_{k|k-1}(x_m)]
\]

where

\[
\hat{u}_{k|k-1}(x) = \int_{\Omega} G_{k-1}(x, x') \hat{u}_{k-1|k-1}(x') \, dx'
\]

\[
O_{k-1}(x, x') \triangleq G(k\tau, k-1\tau, x, x')
\]

In order to be complete, the gain function \( K_k(x, x_m) \) in \((11)\) needs to be determined. This gain has to be chosen so as to minimize \( P_k(x, x) \), the covariance of the error in the estimate of the state at \(x\). To compute this optimal gain, we first derive a recursive equation for \( P_k(x_1, x_2) \).

Define

\[
u_k(x) = u_k(x) - \hat{u}_{k|k}(x)
\]

\[
P_k(x_1, x_2) = E\{\hat{u}_k(x_1) \hat{u}_k(x_2)\}
\]
Using (9), (11) and (12) eqn. (14) can be written as
\[
\tilde{u}_k(x) = \int \left[ G_{k-1}(x, x') - K_k(x, x_m)M_k(x_m)G_{k-1}(x_m, x') \right] \tilde{u}_{k-1}(x') \, dx'
\]
\[+ \sum_{t=k-1}^{k-r} \left[ G(k, t', x, x') - K_k(x, x_m)M_k(x_m)G(k, t', x_m, x') \right] \times d_l(t', x') \, dx' - K_k(x, x_m) v_k(x_m)
\]  
(16)
The error covariance function \( P_k(x, x) \) as defined in (15) can then be expressed in terms of \( P_{k-1}(x', x'') \) as follows:

\[
P_k(x_1, x_2) = \int \int G_{k-1}(x_1, x') \left[ P_{k-1}(x', x'') + \tau C_{k-1}(x', x'') \right] G_{k-1}(x_2, x'') \, dx' \, dx''
\]

\[- \int \int G_{k-1}(x_1, x') \left[ P_{k-1}(x', x'') \right] \, dx' \, dx''
\]

\[+ \tau C_{k-1}(x', x'') \int G_{k-1}(x_2, x'') \, dx''
\]

\[-K_k(x_1, x_m)M_k(x_m) \int \int G_{k-1}(x_m, x') \left[ P_{k-1}(x', x'') \right] \, dx' \, dx''
\]

\[+ \tau C_{k-1}(x', x'') \int G_{k-1}(x_2, x'') \, dx''
\]

\[+ K_k(x_1, x_m) \left[ \int \int G_k(x_m) G_{k-1}(x_m, x') \left[ P_{k-1}(x', x'') \right] \, dx' \, dx'' \right]
\]

\[+ \tau C_{k-1}(x', x'') \int G_{k-1}(x_2, x'') \, dx''
\]

\[+ K_{k}(x_1, x_m) \int G_k(x_m) G_{k-1}(x_m, x') \, dx'
\]

\[+ Q_k(x_m) K_k(x_m, x_2)
\]  
(17)
The last step was completed under the assumption that there is no correlation between \( f_{k-1}(x) \) and \( \tilde{u}_{k-1}(x) \). This is true since the random drive at the instant \((k-1)r\) will affect the state (and consequently the error) only at the next instants \( kr, (k+1)r, \ldots \).

Notice that in order to derive the gain \( K_k(x, x_m) \) for the minimum-variance estimator we only need \( P_k(x, x) \), i.e. the value of \( P_k(x_1, x_2) \) for \( x_1 = x_2 = x \). However, as can be seen from (17), \( P_k(x, x) \) depends upon \( P_{k-1}(x', x'') \) for all \( x', x'' \in \Omega \). This explains why a recursive relation is required for \( P_k(x_1, x_2) \) rather than just for \( P_k(x, x) \).

4. Solution using orthonormal bases

The minimization of \( P_k(x, x) \) as given by (17) w.r.t. \( K_k(x, x_m) \) is based upon the expansion of the state error covariance \( P \), the systems Green's function \( G \), the state noise covariance \( C \) and the distributed Kalman gains \( K \) in terms of orthonormal bases. If \( G \) and \( P \) have certain regularity properties (e.g. they can be assumed square integrable), then a set of orthonormal functions may be used to express them in series form to any required accuracy. The choice of orthonormal basis simplifies the solution and reduces the amount of required computations.

Assuming a complete set of orthonormal bases \( \{ z_i(x), i = 1, \infty, \ldots, x \in \Omega \} \), where

\[
\int z_i(x) z_j(x) \, dx = \begin{cases} 
0 & \text{for } i \neq j \\
1 & \text{for } i = j
\end{cases}
\]  
(18)
and considering that the first \( r \) elements of these functions are enough for the required accuracy, then \( P, G, C \) and \( K \) can be written in the form

\[
P_k(x', x) = Z^T(x') W_k Z(x') \quad (19)
\]

\[
G_k(x', x) = Z^T(x') A_k Z(x') \quad (20)
\]

\[
C_k(x', x) = Z^T(x') H_k Z(x') \quad (21)
\]

\[
K_k(x, x_m) = Z^T(x) D_k(x_m) \quad (22)
\]

where

\[
Z(c) = \begin{bmatrix}
z_1(x) \\
\vdots \\
z_r(x)
\end{bmatrix} \quad (23)
\]

and \( W, A, H \) and \( D \) are \( r \times r \) matrices and vector of coefficients.

Using the previous notations and making use of (18) eqn. (17) can be written in the form

\[
P_k(x_1, x_2) = Z^T(x_1) E_{k-1} Z(x_2) - Z^T(x_1) E_{k-1} Z(x_m) M_k(x_m) D_k^T(x_m) Z(x_2) \]

\[
- Z^T(x_1) D_k(x_m) M_k(x_m) Z^T(x_2) E_{k-1} Z(x_m) \]

\[
+ Z^T(x_1) D_k(x_m) M_k(x_m) Z^T(x_m) E_{k-1} Z(x_2) M_k(x_m) \]

\[
+ Q_k(x_m) D_k^T(x_m) Z(x_2) \quad (24)
\]

where

\[
E_{k-1} = A_{k-1} [W_{k-1} + \tau H_{k-1}] A_{k-1}^T \quad (25)
\]

Define

\[
B_k(x_m) = M_k(x_m) Z^T(x_m) \quad (26)
\]

\[
\theta_{k-1}(x_1, x_2) = Z^T(x_1) E_{k-1} Z(x_2) \quad (27)
\]

\[
\Psi_k(x, x_m) = Z^T(x) E_{k-1} B_k^T(x_m) \quad (28)
\]

\[
\Phi_k(x_m) = B_k(x_m) E_{k-1} B_k^T(x_m) + Q_k(x_m) \quad (29)
\]

Then eqn. (24) can be written in the compact form

\[
P_k(x_1, x_2) = \theta_{k-1}(x_1, x_2) - \Psi_k(x_1, x_m) K_k^T(x_m) - K_k(x_1, x_m) \times \Psi_k^T(x_2, x_m) + K_k(x_1, x_m) \Phi_k(x_m) K_k^T(x_2, x_m) \quad (30)
\]

The optimal gain for the minimum-variance filter can now be derived from the last expression. For \( x_1 = x_2 = x \) and for a given \( P_{k-1}(x, x) \) (i.e. for a given \( \theta_{k-1} \)), the error covariance \( P_k(x, x) \) will be minimized for

\[
K_k(x, x_m) = \Psi_k(x, x_m)^{-1} \quad (31)
\]

where \( \Psi_k(x, x_m) \) and \( \Phi_k(x_m) \) are given by (28) and (29), and \( E_k \) obeys the following recursive equation

\[
E_k = A_k E_{k-1} A_k^T - A_k E_{k-1} B_k^T(x_m) [B_k(x_m) E_{k-1} B_k^T(x_m) + Q_k(x_m)]^{-1} \times B_k(x_m) E_{k-1} A_k^T + \tau A_k H_k A_k^T \quad (32)
\]
With this optimal gain the corresponding state error covariance is given by

\[ P_k(x, x) = \theta_{k-1}(x, x) - \Psi_k(x, x_m)\Phi_k^{-1}(x_m)\Psi_k^T(x, x_m) \]  \hspace{1cm} (33)

which, of course, depends upon the sensor position \(x_m\), through \(\Psi_k(x, x_m)\) and \(\Phi_k(x_m)\).

In the following section the spatial integral of the state error covariance \(P_k(x, x)\), which is already minimized w.r.t. the filter gains, will be minimized w.r.t. the sensor location \(x_m\), for a given \(P_{k-1}(x, x)\).

5. Gradient algorithm for the calculation of \(x_m\)

On examination of the definitions of \(\Psi_k(x, x_m)\) and \(\Phi_k(x_m)\) (see eqns. (28), (29) and (26)), it can be seen that \(P_k(x, x)\) depends upon \(x_m\) via the output matrix \(M_k(x_m)\) and the measurement noise covariance function \(Q_k(x_m)\), which was to be expected.

In order to find the optimal sensor location the spatial integral of \(P_k(x, x)\)
will be minimized w.r.t. \(x_m\), assuming that \(P_{k-1}(x_1, x_2)\) is given,

\[ \min_{x_m} \int_{\Omega} P_k(x, x) \, dx \]  \hspace{1cm} (34)

This integral is a measure of the total error covariance.

By expression (33) this is equivalent to

\[ \min_{x_m} \int_{\Omega} [\theta_{k-1}(x, x) - \Psi_k(x, x_m)\Phi_k^{-1}(x_m)\Psi_k^T(x, x_m)] \, dx \]  \hspace{1cm} (35)

For a given \(\theta_{k-1}(x, x)\) this is equivalent to

\[ \max_{x_m} \int_{\Omega} \Psi_k(x, x_m)\Phi_k^{-1}(x_m)\Psi_k^T(x, x_m) \, dx \]  \hspace{1cm} (36)

Substituting for \(\Psi_k(x, x_m)\) from (28) this can be written in the form

\[ \max_{x_m} \int_{\Omega} Z^T(x)E_{k-1}B_k^T(x_m)\Phi_k^{-1}(x_m)B_k(x_m)E_{k-1}Z(x) \, dx \]  \hspace{1cm} (37)

Using the orthonormality properties of \(Z(x)\), the above criterion reduces to

\[ \max_{x_m} \operatorname{tr} [E_{k-1}B_k^T(x_m)\Phi_k^{-1}(x_m)B_k(x_m)E_{k-1}] \]  \hspace{1cm} (38)

The last quantity will be defined by \(J(x_m)\),

\[ J(x_m) = \operatorname{tr} [E_{k-1}B_k^T(x_m)\Phi_k^{-1}(x_m)B_k(x_m)E_{k-1}] \]  \hspace{1cm} (39)

Clearly \(J(x_m)\) is a non-linear function of \(x_m\). To find the maximum of this function a modified conjugate gradient algorithm will be used, which is effective in such a case (Polak 1971).

The algorithm will be presented here for the single-sensor case, while a generalization for the multi-sensor case will be given later,

\[ x_m(n+1) = x_m(n) + \alpha(n)\gamma(n) \]  \hspace{1cm} (40)
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The direction vector $\gamma(n)$ (scalar in this case) is given by

$$
\gamma(n + 1) = -g(n + 1) + \eta \gamma(n) S(n)
$$

(41)

$$
S(n) = \frac{g(n + 1) \gamma(n + 1)}{g(n) \gamma(n)}
$$

(42)

where $\eta$ has the values 0 or 1, whether we are using the gradient or the conjugate gradient (to accelerate convergence).

The gradient $g(n)$ is given by

$$
g(n) = \nabla_{x_m} J(x_m) |_{x_m = x_{m_0}}
$$

(43)

where

$$
\nabla J(x_m) = \text{tr} \left[ E_{k-1} \left( \nabla B_k^T(x_m) \Phi_{k-1}^{-1}(x_m) B_k(x_m) + B_k^T(x_m) \nabla \Phi_{k-1}^{-1}(x_m) B_k(x_m) \right)
\right.

$$

$$
+ B_k^T(x_m) \Phi_{k-1}(x_m) \nabla B_k(x_m) E_{k-1} \right]
$$

(44)

The initial position $x(0)$ should be selected as the best a priori estimate of the position. The initial direction $\gamma(0)$ is specified arbitrarily as is commonly chosen as

$$
\gamma(0) = -g(0)
$$

(45)

The gain coefficient $\alpha(n)$ is adapted automatically to accelerate the convergence following a procedure that is described below. The practical implementation of the above algorithm is as follows (see the flow chart of Fig. 1):

1. Choose the orthonormal basis so as to satisfy the imposed boundary conditions and incorporate all available a priori information about the system.
2. Fix the initial estimates of $x_m$ and $W$, as well as the stopping variables $S_1$, $S_2$, $S_3$, and $S_4$ (see Appendix).
3. Solve the filter Riccati equation until the transients due to the filtering algorithm are removed.
4. Apply the allocation algorithm to get a new position of the sensor, and check that the new position is in the spatial domain $\Omega$. If not, take a new position halfway between the old and new value of $x_m$, and so on until the new position is in $\Omega$.
5. If the distance between the old and new positions of $x_m$ is smaller than some prespecified value $\delta_2$, then stop and choose the last position for the sensor location. If not, go to step 6.
6. Iterate the filter Riccati equation with the updated position $x_m$.
7. If the cost corresponding to the next position is greater than that of the previous one, then take a new $x_m$ halfway between the two most recent values and go to step 6.
8. If the gradient is near zero (i.e., smaller than some prespecified $\delta_3$) then stop and take the optimum value of $x_m$.

If the gradient changes its sign (i.e., we have bypassed the optimum value), then decrease the gain (e.g., divide by 2), and go to step 4. If the gradient has the same sign (i.e., we are still going towards the optimum value), then increase the gain (e.g., multiply by 2), and go to step 4.
Figure 1. Flow chart of the allocation algorithm.
6. Generalization of results

The generalization of the foregoing results to the simultaneous optimal allocation of $N$ sensors is straightforward. Suppose that we have $N$ sensors placed at $x_i \in \Omega$, $i = 1, \ldots, N$, and the measurements are given by
\[ Y_k(x_i) = M_k(x_i)u_k(x_i) + e_k(x_i), \quad i = 1, \ldots, N \]  
(46)
with the assumption
\[ E\{e_k(x_i)e_k(x_j)\} = 0, \quad k \neq 1, i \neq j \]  
(47)
The optimal state estimate will have the form
\[ \hat{x}_k(x) = \hat{x}_{k-1}(x) + \sum_{i=1}^{N} K_k(x_i)\bar{x}_i]\]  
(48)
The gains $K_k(x_i)$, $i = 1, \ldots, N$ will be computed from
\[ K_k(x) = \psi_k(x)\phi_k^{-1}p_k \]  
(49)
where
\[ K_k(x) = [K_k(x, x_1) \ldots K_k(x, x_N)]^T \]  
(50)
\[ \psi_k(x) = Z^T(x)E_{k-1}B_k^T \]  
(51)
\[ \phi_k = B_k E_{k-1}B_k^T + Q_k \]  
(52)
\[ B_k = [M_k(x_1)Z^T(x_1) \ldots M_k(x_N)Z^T(x_N)]] \]  
(53)
\[ Q_k = \text{diag} [Q_k(x_1) \ldots Q_k(x_N)] \]  
(54)
The matrix $E_{k-1}$ that is necessary to compute $\phi$ and $\psi$ obeys the same recursive relation (32), taking into account the new dimensions of $B$, $Q$, and $D$. The same holds for the error covariance matrix $P_k(x_1, x_2)$ which will have the same expression as in (30).

The criterion to be optimized in this case will be (cf. (39))
\[ J(X) = \text{tr} \left[ E_{k-1}B_k^T\phi_k^{-1}B_k\phi_k \right] \]  
(55)
where $X$ is an $N$ vector of the sensor’s positions given by
\[ X = \begin{bmatrix} x_1 \\
\vdots \\
x_N \end{bmatrix} \]  
(56)
and the gradient algorithm will have the form
\[ X(n+1) = X(n) - \Gamma(n)\gamma(n) \]  
(57)
where the direction vector is governed by
\[ \gamma(n+1) = -g(n+1) + \eta \gamma(n)S(n) \]  
(58)
and
\[ S(n) = \frac{g^T(n+1)g(n+1)}{g^T(n)g(n)} \]  
(59)
The gradient vector \( g \) is given by
\[
g(n) = \begin{pmatrix} \frac{\partial J(X)}{\partial r_1} \\ \vdots \\ \frac{\partial J(X)}{\partial r_N} \end{pmatrix} \bigg|_{X = X(n)}
\]
and the gain matrix \( \Gamma(n) \) will have the form
\[
\Gamma(n) = \text{diag} \left[ \alpha(n, 1) \cdots \alpha(n, N) \right]
\]

In this case \( \Phi \) is a matrix and the standard formulae for the derivation of the inverse of a matrix (Derusso et al. 1967) is needed. Interchanging the derivative and trace operators, the following is obtained:
\[
\nabla_X J(X) = \text{tr} \left[ \mathcal{E}_{k-2} \{ \nabla \Phi_k^{-1} B_k + B_k \nabla \Phi_k^{-1} B_k + B_k \nabla \Phi_k^{-1} B_k \} \mathcal{E}_{k-1} \right]
\]
and
\[
\nabla_X \Phi_k^{-1} = - \Phi_k^{-1} \nabla \Phi_k \Phi_k^{-1}
\]
The search procedure is depicted in Fig. 1. The choice of the stopping rules is discussed in the Appendix.

7. Illustrative example
Consider a slab-type nuclear reactor in which the time behaviour of the neutron flux spatial distribution is represented by the one-dimensional diffusion equation,
\[
\frac{\partial u}{\partial t} = \gamma_1 \frac{\partial^2 u}{\partial x^2} + \gamma_2 u + \xi(t, x), \quad x \in [0, h]
\]
with boundary conditions
\[
u(t, 0) = v(t, h) = 0, \quad \forall t
\]
and \( \xi(t, x) \) is a white Gaussian noise with zero mean and covariance
\[
\mathbb{E}[\xi(t, x)\xi(t', x')] = \delta(x) \delta(x')
\]
Neutron flux measurement transducers are movable in their ionization chambers during the reactor operation. These movements are between prespecified finite positions which are usually determined \( \text{a priori} \) from safety considerations.

We shall consider both the one-sensor and two-sensor case.
For the latter, the measurement equation is given by
\[
y_k(x_i) = u_k(x_i) + v_k(x_i), \quad i = 1, 2
\]
where the measurement noise \( v_k(x) \) is a white Gaussian noise with zero mean and covariance
\[
\mathbb{E}[v_k(x_i)v_k(x_j)] = \delta(x_i) \quad \text{if} \quad \|x_i - x_j\| \leq \delta
\]
\[
= 0 \quad \text{otherwise}
\]
for some small \( \delta \).
The following numerical values are taken:

\[ \gamma_1 = 1600 \]

\[ \gamma_2 = 0.252 \]

\[ h = 250 \text{ cm} \]

The steady-state pattern of such a system is known to be a half sine wave with an amplitude that is a function of the shape of the disturbance (Hassan et al. 1971). Therefore, it is reasonable to choose the orthonormal sets of basis functions as

\[ \left\{ \sqrt{\left( \frac{2}{h} \right)} \sin \frac{\pi i}{h} x ; \quad i = 1, 2, \ldots \right\} \]

For the example considered,

\[ G(t, t', x, x') = \frac{2}{h} \sum_{i=1}^{\infty} \exp \left( -\frac{\pi^2 \gamma_1}{h^2} i^2 + \gamma_2 \right) (t - t') \sin \frac{\pi i}{h} x \sin \frac{\pi i}{h} x' \]

and the matrix \( A \) is a constant diagonal matrix with the \( i \)th diagonal element given by

\[ a_{ii} = \exp \left( -\frac{\pi^2 \gamma_1}{h^2} i^2 + \gamma_2 \right) \tau \]

where \( \tau \) is the sampling period between observations which was taken as 0.1 sec.

Before applying the allocation algorithm to determine the optimal sensor locations the space was normalized such that \( x \in [0, 1] \).

\((a)\) One-sensor case

The algorithm was applied to the above example assuming that only one sensor was to be allocated. When choosing constant and equally distributed system and measurement noise covariances (i.e. \( c(x) \) and \( q(x) \) constants), the optimal sensor position converges to the centre of the space (\( x^T = 0.5 \)) as shown in Fig. 2.

Next a more selective noise covariance profile is chosen, e.g.

\[ c(x) = 0.1(1 - 0.9 \sin \pi x) \]

\[ q(x) = 0.1(1 - 0.9 \sin 3\pi x) \]

The sensor location now converges to either one of two equivalent optimal positions as shown in Fig. 3.

In the table different combinations of measurement and distributed noise covariances are considered and the results when applying the algorithm are depicted. From this table we can see that the profile of the distributed system noise has less influence on the optimal sensor positions than the profile of the measurement noise; this is due to the low diffusion coefficient considered in this example.
Figure 2. Convergence of sensor position for constant process and measurement noise covariances.

Figure 3. Convergence of sensor position for a constant process noise and a selective measurement noise covariances.
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\[
q(x) = 1 \quad 1 - 0.9 \sin \pi x \quad 1 - 0.9 \sin 2\pi x \quad 1 - 0.9 \sin 3\pi x
\]

\[
c(x)
\begin{array}{cccc}
0.1 & x^* & 0.5 & 0.5 & 0.42 & 0.5 \\
P^* & 0.1680 & 0.1245 & 0.1584 & 0.1934 \\
0.1(1 - 0.9 \sin \pi x) & x^* & 0.5 & 0.5 & 0.31 & 0.23; 0.77 \\
P^* & 0.0772 & 0.0538 & 0.0641 & 0.0775 \\
0.1(1 - 0.9 \sin 2\pi x) & x^* & 0.62 & 0.6 & 0.675 & 0.7 \\
P^* & 0.1335 & 0.0979 & 0.1500 & 0.1433 \\
0.1(1 - 0.9 \sin 3\pi x) & x^* & 0.5 & 0.5 & 0.43 & 0.9 \\
P^* & 0.1175 & 0.0724 & 0.1110 & 0.1439 \\
\end{array}
\]

\[
P^* = \min_{x_i} \int P_c(x, x) dx.
\]

(b) Two-sensor case

Consider now the problem of optimally placing two sensors at \(x_1\) and \(x_2\). A constant covariance for the system noise is considered, namely \(c(x) = 0.1\) and for each sensor, a measurement noise covariance function of the form

\[
q(x_i) = 1 - \sin 3\pi x_i, \quad i = 1, 2
\]

Figure 4 shows the contours of the cost function and the performance of the allocation algorithm for different initial values of \(x_1\) and \(x_2\).

It must be noticed that in this example the optimal position could have been obtained by first optimizing w.r.t. the first sensor, and then optimizing w.r.t. the second, while keeping the first fixed.

![Figure 4. Two-sensor case with symmetrical covariance distributions](image-url)
When we take an asymmetrical distribution for the system noise, e.g.

\[ c(x) = 0.1(1 - 0.5 \sin 2\pi x) \]

while for each sensor, a measurement noise covariance of the form

\[ g(x_i) = 0.2(1 - 0.8 \sin 2\pi x_i), \; i = 1, 2 \]

the cost will have the form given in Fig. 5. In this case the location of the two sensors must be optimized simultaneously. The simulations of the predetermined example are carried out using an IBM 370/158. The average running times for the single and two-sensor cases are 0.9 and 2.0 sec respectively.

![Figure 5. Two-sensor case with asymmetrical covariance distributions (O initial point, * optimal point).](image)

8. Conclusion

The minimum-variance estimator is designed for a class of linear distributed-parameter systems with state and measurement disturbances.

An iterative sensor allocation algorithm has been presented for the simultaneous optimal allocation of the sensors. The simplicity of the algorithm makes it possible for practical implementation since the variational problem has been replaced by the solution of recursive algebraic equations and the minimization of a non-linear function that is easily computable. The numerical performance of the proposed algorithm has been studied as well as the influence of different disturbance processes. An important feature of the algorithm is the rapid convergence towards the optimum value, as well as the prevention of possible oscillations. This is due to the automatic adaptation of the gains in the gradient algorithm. The algorithm has been applied to a diffusion process, and the convergence was achieved after a low number of iterations.
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Appendix

In the following we will discuss briefly the four stopping rules used in the aforementioned algorithm.

(i) $\delta_1$ should be a simple linear function of the previous cost, e.g.

$$\delta_1 |_{\pi} = c_1 \text{tr} \left[ W_{\pi-1} \right]$$

where $c_1$ is a small positive constant. Typical values used in the example are between 0.05 and 0.1, i.e. the transients in the solution of the Riccati equation are considered removed when their values are below 5-10% of the current value of the cost.

(ii) $\delta_2$ is upper bounded by

$$\delta_2 \leq \min \left( c_2, c_3 \right)$$

where $c_2$ is the maximum mechanically allowable step of the sensor, taking into account speed limitation of the sensor movement, and $c_3$ is the maximum step allowed for the sensor so that its response in its new position is not affected by the dynamics of the movement.

(iii) $\delta_n$, which stands as a hypothetical zero, is taken as a very small positive number. It must be noticed that there is high correlation between $\delta_3$ and $\delta_4$, this is due to the fact that both of them appoint the optimum value of the function to be optimized. However, the influence of $\delta_3$ on the cost is relatively high when the region of search is very narrow or banana-shaped.

(iv) The choice of $\delta_4$ is not an easy task, since it is influenced by many factors which differ from one problem to another depending on the geometry of the search region. It is bounded by $C_4 < \delta_4 < C_5$, where $C_4$ is governed by the physical considerations, namely the mechanical accuracy in setting the transducers, while $C_5$ is given as the maximum allowable error in calculating the position. Usually both of these two values are known from the problem data or from previous experience. The choice criterion of $\delta_4$ between those two limits is a compromise between the computational effort and the accuracy in the position resulting in a cost reduction (see Fig. 6), i.e.

$$\min_{\pi} \left( g + f \right)$$

where $g$ is the cost of computational effort. It can be expressed as a linear function in the number of iterations $n$,

$$g = a_1 + b_1 n$$

$f$ is the cost resulting from a loss in the achieved accuracy, hence in the performance index. $f$ is proportional to the relative change of the cost w.r.t. the unknown optimum value $W$.

$$f = b_2 \frac{\text{tr} \left[ W_{\pi-1} \right] - \text{tr} \left[ W_\pi \right]}{\text{tr} \left[ W^* \right]}$$
Assume that the maximum allowable error $c_n$ is achieved after $n = n_{\text{max}}$ iterations. If $c_n$ is reduced to a new value $\delta_n$, it is required that $(g+f)$ decreases as $n$ is increased from $n_{\text{max}}$ to $n$: 

$$\Delta(g+f) < 0$$

$$\Delta g < -\Delta f$$

where

$$\Delta g = b_1(n_n - n_{\text{max}})$$

$$\Delta f = b_2 \sum_{n = n_{\text{max}}}^{n_n} \left\{ \frac{\text{tr} [W_n] - \text{tr} [W_{n-1}]}{\text{tr} [W_n]} - \frac{\text{tr} [W_{n-1}] - \text{tr} [W_{n-2}]}{\text{tr} [W_{n-1}]} \right\}$$

$$= b_3 \sum_{n = n_{\text{max}}}^{n_n} \left\{ \frac{\text{tr} [W_{n-2}]}{\text{tr} [W_{n-1}]} - \frac{\text{tr} [W_{n-1}]}{\text{tr} [W_n]} \right\} = b_3 \left\{ \frac{\text{tr} [W_{n_{\text{max}}-2}]}{\text{tr} [W_{n_{\text{max}}-1}]} - \frac{\text{tr} [W_{n_{\text{max}}-1}]}{\text{tr} [W_{n_{\text{max}}-2}]} \right\}$$

Since we are approaching the optimum $\delta_4$ from the right (see Fig. 6), $\Delta f$ will be negative. The numerical test to be carried out is:

1. Calculate $\Delta g$ and $\Delta f$ corresponding to an increase on the number of iterations from $n_{\text{max}}$ to $n_n$.

2. If $\frac{\Delta f}{\Delta g} > 1$ continue to decrease $\delta_4$.

3. If $\frac{\Delta f}{\Delta g} \leq 1$ The optimum $\delta_4$ is reached.
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