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Abstract. Incomplete data is a common drawback that machine learning
techniques need to deal with when solving real-life classification tasks.
One of the most popular procedures for solving this kind of problems is
the K-nearest neighbours (KNN) algorithm. In this paper, we present a
weighted KNN approach using mutual information to impute and classify
incomplete input data. Numerical results on both artificial and real data
are given to demonstrate the effectiveness of the proposed method.

1 Introduction

Missing values in data sets may have different origins such as death of patients,
equipment malfunctions, refusal of respondents to answer certain questions, and
so on [1]. The correct treatment of missing values is an important step for solv-
ing pattern recognition tasks. This paper is focused on classification problems
given an input data set with missing values. We present a variant of the K-
nearest neighbours (KNN) algorithm based on Mutual Information (MI). This
approach finds the nearest neighbours using a distance measure that considers
the relevance of each input feature with the classification task. The aim of this
paper is to analyze the performance of the KNN algorithm on incomplete data
classification tasks, and to improve its effectiveness using the MI.

The remaining of this work is organized as follows. Section 2 shows the
notation used in this paper. Missing data imputation with the standard KNN
approach and the proposed KNN algorithm based on MI concept are both de-
scribed in Section 3. Section 4 proposes a KNN procedure using MI for perform-
ing decision tasks. Next, in Section 5, experimental results on both real and
artificial data sets are shown. Finally, Section 6 presents the main conclusions
and future related works.

∗This work is partially supported by Ministerio de Educación y Ciencia under grant
TEC2006-13338/TCM, and by Fundación Séneca (Consejeŕıa de Educación y Cultura de Mur-
cia) under grant 03122/PI/05.
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2 Classifying with Missing Data

Let us assume a set of N labeled incomplete patterns1, D = {(xi, ti,mi)}N
i=1,

where xi is the i-th input vector with n features (xi = {xi
j}n

j=1), labeled as ti,
with c possible classes; mi are binary variables taking value 1 if xi is unknown,
0 otherwise. This work assumes that the missing data is missing completely
at random (MCAR), meaning that the probability that an input feature xi

j is
missing is unrelated to the value of xi

j or to the value of any other variables [1].
In general, pattern classification with missing data concerns two different

problems, handling missing values and pattern classification. This work analyzes
the performance of the KNN algorithm to impute and classify incomplete input
data. Using this method, in a first stage, the missing values are imputed with
KNN, and after that, the classification accuracy is performed by a KNN classifier
using the edited set (complete patterns and imputed cases).

3 Imputation with the KNN algorithm

3.1 KNNimpute algorithm

The algorithm KNNimpute selects the KI closest cases from the training cases
with known values in the attributes to be imputed, such that they minimise some
distance measure [2,3]. We use KI to refer to the K nearest neighbours used for
imputation. Once the KI nearest neighbours have been found, a replacement
value to substitute for the missing attribute value must be estimated. How the
replacement value is calculated depends on the type of data; the mode can be
used for categorical data and the mean for continuous data. It has been shown
that this method provides a robust procedure for missing data estimation [2,3].
Its major drawback is that whenever the KNNimpute looks for the most similar
instances, the algorithm has to search through all the data set. This limitation
can be critical for large databases. To apply the KNN approach to unknown
data, the following two issues should be addressed.

3.1.1 Measuring Distance

The distance between two incomplete cases xa and xb is denoted as d(xa,xb).
This work uses an heterogeneous distance function that computes different at-
tribute distance measures on different types of attributes. In particular, the
Heterogeneous Euclidean-Overlap Metric (HEOM) is used [3]:

dH(xa,xb) =

√√√√ n∑
j=1

dj(xa
j , xb

j)2, (1)

1In the following, the terms pattern, case, input vector and instance are used as synonyms.
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where dj(xa
j , xb

j) is the distance between xa and xb on its j-th attribute:

dj(xa
j , xb

j) =

⎧⎨
⎩

1, (1 − ma
j )(1 − mb

j) = 0
dO(xa

j , xb
j), xj is a categorical attribute

dN (xa
j , xb

j), xj is a numerical attribute.
(2)

Unknown data are handled by returning a distance value of 1 (i.e., maximal
distance) if either of the input values is unknown. The overlap distance function
dO assigns a value of 0 if the categorical attributes are the same, otherwise a
distance value of 1. The range normalized difference distance function dN is

dN (xa
j , xb

j) =

∣∣xa
j − xb

j

∣∣
max(xj) − min(xj)

, (3)

where max(xj) and min(xj) are respectively the maximum and minimum values
observed in the training set for the numerical attribute xj .

3.1.2 Selection of the Neighbourhood

The KI closest cases can be selected on the instances without any missing value,
or by considering only instances with non-missing entries in the incomplete at-
tribute to be imputed. The second option is more recommended [2]. Optimal
KI can be chosen by the cross-validation method.

3.2 Weighted Distance using Mutual Information

Selecting features before building a predictive model is an useful approach. One
possible way to select the features that are relevant for a classification or func-
tion approximation problem, is to measure the Mutual Information (MI) between
each feature individually and the objective task [4, 5]. Consider that αj repre-
sents the MI measured between the j-th input attribute and the target class t.
MI can be interpreted as the amount of information that xj contains about t.
The higher is the value of αj , the more relevant is xj for the classification task [5].
Following the feature selection concept, the MI-KNNimpute approach is pro-
posed using a MI-weighted distance metric. The MI-weighted distance between
two incomplete cases xa and xb is computed by

dI(xa,xb) =

√√√√ n∑
j=1

αjdj(xa
j , xb

j)∑n
j′=1 αj′

2

, (4)

where dj is the heterogeneous distance defined by (2). The MI estimate used
in this paper results from a Parzen window approach [4], by considering only
training cases with known values in the attribute of interest. In contrast to the
standard KNNimpute, this method selects the KI nearest cases considering the
input attribute relevance to the target class. By doing this, it provides a missing
data estimation oriented to solve the classification task.
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4 Exploiting MI to Classify with KNN algorithm

According to the KNN algorithm, an unclassified pattern is assigned to the
class represented by a majority of its KC nearest neighbours from the training
set (KNNclassify). Some approaches have been proposed based on assigning
different weights to the KC neighbours based on their distances to x, with closer
neighbours having greater weights [6]. Following this idea, we also propose an
enhanced version of the KNNclassify method using the MI-weighted distance
metric. It is called MI-KNNclassify. Let dI(·) be the distance measure based
on the MI concept defined by (4), and [v1,v2, . . . ,vKC ] be the KC nearest
neighbours of x arranged in increasing order of d(vk,x), with k = 1, 2, . . . ,KC .
So v1 is the closest neighbour of x. MI-KNNclassify assigns to the k-th nearest
neighbour vk a weight βk(x) given by,

βk(x) =

{
dI(vKC ,x)−dI(vk,x)

dI(vKC ,x)−dI(v1,x)
, if dI(vKC ,x) �= dI(v1,x)

1, otherwise.
(5)

Pattern x is assigned to the class for which the weights of the representatives
among the KC nearest neighbours sum to the largest value. Doing this, βk is
computed considering how relevant are the input features for classification.

5 Experimental Results

In order to compare the proposed method with the standard KNN approach, we
have chosen a complete problem2, Telugu, and an incomplete data set3, Hepatitis.
The main reason for using a complete problem is to measure the influence of the
percentage of artificially inserted missing data on the classification accuracy.
The tested methods are both trained using the same training, validation, and
test sets obtained by the stratified 10-fold cross validation method. For each fold
in the Telugu set, a percentage of missing data (5%, 10%, 20%, 30% and 40%)
are inserted into the selected attributes in a completely at random manner [1].
In all tested problems, firstly, the test set is classified by KNNclassify and MI-
KNNclassify without estimating the missing values. Next, we check whether
the classification performance can be improved imputing the missing values by
KNNimpute and MI-KNNimpute. The optimal values of K to impute (KI) and
to classify (KC) are selected by cross-validation.

5.1 Telugu Data

Telugu is an Indian vowel recognition problem. This data set is a six-class prob-
lem composed of 871 cases with three real attributes. Before missing data are
inserted, the MI between each input feature and the target class are evaluated:
α1 = 1.043, α2 = 1.381, and α3 = 0.829. It is critical to observe that not all the

2http://www.isical.ac.in/∼sushmita/patterns/
3http://mlearn.ics.uci.edu/MLRepository.html
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features equally contribute to solve the problem. Considering this fact, miss-
ing values have been randomly introduced in the attributes x1 and x2. Table 1
shows the classification results obtained without imputation. We test the follow-
ing values for KI and KC : 1, 5, 10, 15, 20, 30, 40 and 50. For each percentage
of missing data, KC has been selected by cross-validation. We can see how MI-
KNNclassify clearly outperforms the standard KNN method in all simulations.
After that, we test wheter a missing data imputation provides better classifi-
cation results. The different values of KI and KC have also been selected by
cross-validation (using the classification accuracy in the validation set). As we
can observe in Table 2, a missing data estimation helps to improve the classifier
accuracy in all simulations. With low percentage of missing data (from 5% to
30%), the combined approach MI-KNNclassify and MI-KNNimpute outperforms
the other tested procedures. The advantage of using MI-KNNimpute is not so
clear for a higher percentage of missing data, as we can see with 40%. In this
case, KNNimpute is a better approach for imputation. It is due to the fact that
the estimated MI is not so accurate (we have less information to compute the
values of MI, i.e., αj).

Missing data (%) in x1 and x2

5% 10% 20% 30% 40%
KNNclassify 83.69 82.32 76.11 72.77 68.98

MI-KNNclassify 84.61 83.23 78.30 75.53 70.00

Table 1: Test classification accuracy (%) for Telugu data using KNNclassify
and MI-KNNclassify (without imputation), for different percentages of missing
values in the attributes x1 and x2. The best results are shown in bold face.

Missing KNNclassify MI-KNNclassify
Data KNNimpute MI-KNNimpute KNNimpute MI-KNNimpute

5% 85.29 86.09 85.53 86.21
10% 83.78 84.25 84.38 84.60
20% 78.85 79.02 78.76 79.23
30% 75.18 75.51 75.64 75.73
40% 69.91 69.60 69.99 69.69

Table 2: Test classification accuracy (%) for Telugu data using KNNclassify and
MI-KNNclassify after imputation in the attributes x1 and x2 is done.

5.2 Hepatitis Data

This data set is composed of 155 patients described by 19 attributes. Among
these patients, 32 patients died of hepatitis while the remaining ones survived.
There are 80 incomplete cases and 5.7% of the input data are missing.

Table 3 shows the test classification accuracy (%) without missing data im-
putation obtained by KNNclassify and MI-KNNclassify for different KC val-
ues. We test the following values for KI and KC : 1, 5, 10, 15, and 20. As
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Number of nearest neighbours (KC)
1 5 10 15 20

KNNclassify 80.09 81.39 80.02 81.28 81.28
MI-KNNclassify 76.06 79.24 83.12 83.20 81.99

Table 3: Test classification accuracy (%) for Hepatitis data without imputation
vs. Number of nearest neighbours (KC) in KNNclassify and MI-KNNclassify.
Selected values by cross-validation are shown in bold face.

it can be observed in Table 3, the MI-KNN approach outperforms the KN-
Nclassify method. After that, unknown values are estimated using KNNimpute
and MI-KNNimpute. The optimal values of KI and KC have been selected
by cross-validation. The test classification results after imputing missing val-
ues are the following: 84.56 (KNNclassify + KNNimpute), 85.08 (KNNclassify
+ MI-KNNimpute), 85.70 (MI-KNNclassify + KNNimpute) and 86.25 (MI-
KNNclassify + MI-KNNimpute). It is clear to see that a missing data imputa-
tion using the MI concept helps to improve the classification accuracy.

6 Conclusions

In this work, we have established a new KNN method to classify and impute
incomplete data based on the MI concept. The proposed procedure selects the K
nearest cases considering the input attribute relevance to the target class. It is
done using a MI-weighted distance metric. During the missing data estimation
stage, this method provides an imputation oriented to solve the classification
task. Moreover, an effective KNN classifier based on the MI-weighted distance
has also been proposed. Experimental results on both artificial and real incom-
plete databases show the usefulness of the proposed approach.

Some future works are to implement a more robust MI estimator for missing
values, and to do an extensive comparison with other machine learning methods.
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