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Abstract. In the field of medical imaee analvsis. denoisine is one of the most
imnortant nrenrocessine stens before medical analvsis. The desien of an effi-
cient. robust. and computationallv effective edee-preserving denoising aleorithm
is a widelv studied. and vet unsolved nroblem. One of the most efficient edee-
nreserving denoising aleorithms is the bilateral filter. which is an intuitive eener-
alization of the local M-smoother. In this paver. we pronose to modifv both the
bilateral filter and the local M-smoother to use patches of the image instead of
sinele voxels in the denoisine nrocess. Using natches instead of single voxels in
the filterine nrocess is a wav to adant the filter to the textures. ramns. and edees
of the image. and make the filter more discriminant. The filtering performances
of the natch-based aleorithms are evaluated on a benchmark and a CT nhantom
imaee and comnared to the bilateral filter and local M-smoother.

1 Introduction

Nowadavs. medical images are essential tools for medical doctors. Thev are used in ra-
diotheranv. nuclear medicine. radioloev. oncologv. and manv other fields of medicine.
However. thev are often nolluted bv noise and blur. These nroblems can induce misin-
teroretations and lead to errors in diagnosis and treatment. For examnole. in radiotherapv.
it is of crucial importance to have a orecise identification of the volumes to be treated.
For this reason. the first and more important nreprocessine step after the acauisition of
a medical image is to use a filterine aleorithm in order to get rid of the noise before the
actual analvsis.

In denoising methods. the challenge is to obtain a filtering effect nowerful enough
to remove most of the noise generated durine the acauisition nrocess while preserving
the edees and textures in the image. This nroblem becomes even more comnlicated
for medical images as thev often have a relativelv low resolution. Furthermore. a filter
which does not preserve edees accuratelv blurs the image. which reduces the resolution
even more.

Several aleorithms have been used for unsunervised edee-nreserving denoising of
medical images: wavelet transform [11. [21. nartial differential eauations [31. total vari-
ation [41. Bavesian denoising [51. kernel reeression [61. eradient approximation [71 .
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local M-smoother [8]1. [91. bilateral [101. [111. or even trilateral filtering [121. Kervrann
also used natch based aleorithms [131. [141 for denoisine purnoses.

Amone these algorithms. the bilateral filter (BF) and the local M-smoother (LMS)
have been auite pooular latelv because of their intuitive formulation. their low compu-
tational load. and their efficiencv in terms of edge-preserving denoising nerformances.
Still. while the BF and LLMS aleorithms are excellent for niecewise constant images
denoisine. their nerformances droo significantlv when the image is blurred or contains
ramps. which is the case in most realistic situations. Indeed. these aleorithms are based
on the nrinciple of mode identification. When the image is not niecewise constant. there
is no mode to identifv and the filters become less efficient.

In this paver. we prooose to generalize the BF aleorithm to use subsets of adiacent
voxels of the image. called natches. instead of single voxels. As these patches are com-
posed of more than one voxel and eather information in 2 or 3 dimensions around their
center. the filterine becomes more selective and the performance of this patch-based
bilateral filterine (PBBF) imnroves.

The rest of this paver are oreanised as follows. In Section 2 we will define the image
model. and brieflv introduce the local M-smoother and the bilateral filter aleorithms.
Then. we will describe how natches are introduced in these classical algorithm. The
benchmark image we used to test the filterine performances in this paer is introduced
in Section 3 with a comparison of the performances and visual results of the aleorithm
with state-of-the art BF and LMS. Finallv. Section 4 eathers the conclusions and future
nersnectives.

2 Image Model and Patch-based Bilateral Filter

2.1 Image Model

Let us define a D-dimensional image as a vector of voxels in which the i;;, voxel position

can be uniauelv identified bv vector x; = (x;,..... xi,,). The voxel at coordinate x; has
an observed intensitv f; which can be decomposed in two part: the real imaee u; and
the noise €;:

f; = u; +¢€;. (hH

In further developments. we will assume €; is white and Gaussian. This is not the
case for most medical images. However it is usuallv nossible to come back to a eaussian
denoising problem bv an aporooriate transformation of the data. The derivation of the
BF and LMS in this section follows [151. [81 where more details can be found.

2.2 Gaussian Filter

Local filtering can be achieved bv averaging the values of the voxels in a neiehborhood
N; of the voxel i. The filterine process can be described as the minimisation of the error
function

1 1
E(ﬁ\z—y‘ y Wl','(ﬁl'—f‘,‘)z. (2)
i=1i€N;
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where u is the vector with the filtered voxels. I is the total number of voxels in the
image. w;; i the fixed weieht of the contribution of f;. The optimal solution is obtained
bv derivatine this function with respect to ti. Eauating this derivative with zero allows
us to identifv the ontimum ii as

= y“jgNiWiifi ‘ (3)
YiFN,- Wiij

=

The weiehts w;; can be defined as a hard or soft window as lone as thev vanish
when the distance to the i;;, voxel increases. The most common choice for the weights
is a soft window defined bv a gaussian kernel:

||Xi—X,'||2>
Wij =exn ——p—— . (4)
20

The width of the kernel is determined bv parameter 0. While this is an efficient filter-
ing scheme for Gaussian noise. this filter smoothes the edees of the image. However. it
can easilv be modified into an edee-nreservine filtering scheme: the local M-smoother.

2.3 Local M-Smoother

From the eaussian filter. it is possible to obtain an edee-oreserving filtering aleorithm
if the error function is modified as follows

1
1
E(l}\l) = y‘ y W,’,"P —(ﬁ,'— f,’\z . (5)
i=1i€eN; 2

The kev idea is to assume that there are two or more constant siegnals (or modes)
mixed in the neiehborhood N;. The error function should separate the modes and thus
prevent the image from beineg blurred durine the filtering orocess. This can be done if

Y is defined as

2

1 K
PP =1—exn ———- . (6)
2 262
instead of a classical sauared difference. This is a mode estimator. as tvpicallv used in

robust statistic estimation.
It is now possible to minimize E (&) bv eradient descent [151. which leads to the
expression of the local M-smoother:

it Yienwii ¥ %(ﬁf—f,-)Z f;
L L gk 2 (7)
Yienwii¥V 5 — ;)

In this eauation. ¥ is the derivative of eauation (6) and is called the radiometric
kernel. A common wav to initialise this filter is to use u? = f; as a startine euess.
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2.4 Bilateral Filter

The bilateral filter is an intuitive generalization of the local M-smoother. In the bilateral
filter. uﬁf. the values of the voxels in the neiehborhood of x;. are compared to u’j the
current estimated imaee. instead of f;. the observed image. The aleorithm becomes

1 1 (nk _ ~k\2 Ak

At = - —. (8)
LY/ nk __ k)2
Yien wiW L (ak — k)

i i

This modification also means that the filter becomes non local as the intensities
which were out of the neighborhood of ﬁf‘ mav have nlaved a role in the determination
of ﬁ’j at a orecedent sten. Because of this diffusion orocess. the BF can converee to a
constant image and has to be stonned after a few iterations.

2.5 Patch-based Bilateral Filter

Althoueh the bilateral filter produces excellent results for a piecewise-constant image.
the filtering performances droo sienificantlv on the edees and ramns. We pronose to
use a higher number of nixels in order to senarate the modes on more information than
a sinele voxel. Let us define patch Pl-k as the » x p x p subset of voxels of the image
at iteration k. centered on X;. The weiehts between the voxels in X; and X; can now be
calculated using d(P;. P;). the distance between pnatches P; and P;

Yienwii¥ d(PEPRY ok
i = — (9)
Y,jgNiWij‘P d(P;cPlk\

The distance function can be chosen accordine to the noise model and the specifici-
ties of the imaee. The most obvious choice is to use the L, distance

N
d(P{.P"Y= Y (Pt — P2, (10)
n=1

where Pf.‘n is the n,;, voxel in patch Pi.‘ and N is the total number of voxels in a patch.
Other tvpes of distances can be considered denending of the proverties desired from the
filtering aleorithm.

It is also possible to introduce the patch concent in the local M-smoother aleorithm.
In this case. the patch centered in x; would be constructed from the original image f:

Yien wii® d(PE.POY f;
_ . (11
Y‘iGNi W,','lP d(PicPl())

ﬁi.chl

If the natch size is set to 1 and the distance used is I,. the PBBF and PBLLMS
aleorithms are eauivalent to the classical BF and LMS. respnectivelv.
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Fie. 1. From left to rieht: Blurred benchmark imagee without noise. nlateaus mask. edees mask.
ramps mask.

3 Experiments and Results

3.1 Benchmark Image Presentation

Assessing the filterine performances with real-life images such as those acauired on
medical devices is difficult because the eround truth. that is. the noise free imaee re-
mains unknown. For this reason. the PBBF algorithm has been tested on a 64 x 64
benchmark erav level image. This image consists in a pattern (see Fig. 1. left) which is
a combination of constant plateaus. edees. and eradients. It combines all tvoes of diffi-
cult situations a good filtering algorithm has to cone with. Most medical images present
some or all of these tvoes of difficulties. This pattern is also sliehtlv blurred in order to
avoid sharn edees that would be comnletelv unrealistic. In the blurred image. the edees
between the different areas are smoothed. Eventuallv. the two-dimensional pattern is
reneated 100 times and stacked so that the final dimension is 64 x 64 x 100. Gaussian
noise is then added to the blurred imaee.
The denoisine nerformances are evaluated bv the RMSE:

1 M N

i=1Vim=1i=1

where M is the number of trials and m then trial index. In this eauation. the weights
v, either have a value of {0.1} and are used as masks. These masks are designed to
evaluate the RMSE over the selected areas of the image (whole image. nlateaus. edees
or ramps (Fig. 1)). With these masks. the denoising effect can be evaluated specificallv
on these areas. More details about the benchmark image. its generation and the perfor-
mances evaluation can be found in [151.

3.2 Experimental Setun and Results

In our implementation of the algorithm. the patches are circular and their size is fixed
to the size of the snatial kernel. Indeed. a natch size smaller than the spatial kernel leads
to a discontinuitv in the weights evaluation as the natch would end when the spatial
weights are still non neeligible. on the opposite. a spatial kernel smaller than the patch
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size would mean that the algorithm calculates pixels that would have a 0 weight in the
filterine process. The patches size are then defined bv 0. the width of the spatial kernel.

In the experiment. each 64 x 64 slice of the image is denoised independentlv (2D
denoising) natches and 2D kernels. The denoising nerformance on each slice is consid-
ered as the realization of a trial. The aualitv of the denoisine nrocess is measured bv the
RMSE for each slice of the image. using the different masks. The results are obtained
on a test image independent from the one used for setting the parameters (it was gener-
ated usine the same noise model). The PBBF and PBLMS results are compared to those
of the BF and LMS. For both the PBBF and PBLLMS. the natch to natch distance was
defined as the L, distance.

The results of the denoising nrocedures are shown in Table 1. The PBBF outner-
forms both the classical BF and LMS aoproaches in terms of RMSE and visual ao-
preciation (see Fie. 2). The mechanisms behind theses nerformances can be explained:
ontimal parameters for this filter use narrow radiometric (small ¢ in eauation 6) and
snatial kernels (small 0 in eauation 4). but a lareer (13) number of iterations. whereas
the BF usuallv converges to a constant solution after more than 3 iterations.

As the PBBF is more selective than the BF for the comnutation of the weights. it can
use a higher number of iterations and narrow radiometric and spatial kernels to converge
slowlv toward a better filtering result. The PBBF outperforms the other aleorithms on
all narts of the image.

The reason whv the PBLMS is less nerformant than the PBBF can be explained too.
After the first iteration. the aleorithm computes the distance between the last estimated
image Pé‘ and the observed image Pl.o. As the filtering effect is annlied on the estimated

original image BF : RMSE=0.67928 PBBF : RMSE= 0.43732

noisy image : RMSE= 0.99977 LMS : RMSE=0.56783 PBLMS : RMSE= 0.49541

Fie. 2. Too row: left. orieinal image. Middle. bilateral filtered imaee. Rieht. natch-based filtered
imaee. Bottom row: left. noisv image. Middle. local M-smoother filtered imaee. Richt. patch-
based local M-smoother filtered imaee.
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image. those images get more and more different. and the differences add up in the
distance comoutation until the distance is laree enough to eventuallv be out of the ra-
diometric kernel range and thus reduces the weight to almost zero. The filtering process
is then stonned too earlv and the image is not filtered anvmore after a few iterations.
Fig. 3 shows the residuals of the filtered images. The residuals for the PBBF and
PBLMS filtered image have almost no structure while the BF and LMS ones contain

parts of the original image. it shows that in theses cases. the filtering effect was not
ontimal.

noisy image : RMSE= 0.99977 BF : RMSE=0.67928 PBBF : RMSE= 0.43732

noise added to the image : RMSE=0.99977 LMS : RMSE=0.56783 FBLMS : RMSE=0.49541

Fie. 3. Top row: left. noisv image. Middle. residuals of the bilateral filtered image. Right. residuals
of the natch-based bilateral filtered image. Bottom row: left. noise added to the orieinal image.

Middle. residuals of the local M-smoother filtered image. Right. residuals of the patch-based local
M-smoother filtered image.

Table 1. Mean RMSE over the 100 test images for the different aleorithms and masks (2D). 0. &

and n are respnectivelv the width of the spatial kernel. radiometric kernel. and number of iterations
of the filter.

| |image |r)lateaus| edees |ramr)s| 0 | o | n |

PBBF |0.4373] 0.2637|0.5941|0.5484(2.1|0.3|15
PBLMS|0.4954| 0.3866(0.6272|0.4995|2.8|0.6| 5
BF 0.5614| 0.4033(0.7464|0.5695|1.9|2.6| 2
LMS |0.5678] 0.4051|0.7565|0.5491|2.5|2.6| 3

These aleorithms were tested on 3D images. In this case we generated 100 images
of dimension 64 x 64 x 100 with the same noise model. and used » X » x » patches and
3D kernels. The RMSE is calculated over each one of these 64 x 64 x 100 imacges for
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all aleorithms. In the 3D case. the nerformances of all aleorithms imorove (see Table
2). The PBBF filtering aleorithm still gives the best RMSE. on all areas of the image.
Obviouslv. the benchmark imaee that was used here is constituted of the same slices
which heln the denoisine aleorithms a lot. However. successive slices are usuallv highlv
correlated in real 3D imaeges. therefore the PBBF mav find some useful informations
when a third dimension is added. Further experiments should be done on 3D benchmark
imaees in order to confirm the filterine eain that we noticed on the 3D denoisine.

Table 2. mean RMSE over the 100 test images for the different aleorithms and masks (3D). 0. ¢
and n are resnectivelv the width of the spatial kernel. radiometric kernel. and number of iterations
of the filter.

| |image |nlateaus| edees |ramns| ) | o | n |

PBBF [0.2515| 0.1432{0.3348|0.3941|2.1(0.3|13
PBLMS|0.3493| 0.2380(0.4721|0.3765|2.8|0.6| 5
BF 0.4045| 0.2982(0.5290(0.4281|2.1|1.8| 2
LMS |0.4228] 0.3294/0.5366|0.4387(2.2| 2| 3

The PBBF aleorithm was also compared to the BF on a nhantom CT image. A
phantom consists of several cvlinders of different densities. As the absorntion nronerties
of the cvlinders are known. the images acauired on these phantoms a used to determine
the auantitv and distribution of the noise eenerated in the acauisition brocess. This
time. the parameters of the filters were fixed empiricallv as thev would have been for a
classical CT imaee for which no eround truth is available. The aualitv of the denoising
effect was evaluated from the residuals: the difference between the original and the
denoised image. Figure 4 shows the PBBF and BF denoised images ans their residuals.
From visual evaluation. thev seem verv close in aualitv: for both aleorithms. there is
no visible blurrine induced in the denoising nrocess and the residual noise is located at
the same areas. Still. the residuals from the PBBF aleorithm show slightlv less structure
than those from the BF aleorithm. which shows that the PBBF preserved the edees in a
more efficient wav. The PBBF seems to at least compare to the BF on images acauired
with real scanners. More experiments on real medical images will be done in the future.

4 Conclusions

In this paper. we introduced the patch-based bilateral filter and patch-based local M-
smoother. The introduction of patches in the classical bilateral filter and local M -
smoother aleorithms is based on the idea that an algorithm usine more than one voxel
at a time might be able to be more sensitive to the textures and ramos of the imaee.
Our experiments shows that the patch-based bilateral filter outperforms the bilateral fil-
ter and local M-smoother algorithms both in terms of RMSE and visual aboreciation.
These results also seems promisine in the 3D denoising tasks. In the future. we will
adant this method to more comnlex noise models (i.e. Poisson or multinlicative noise)
and other natch-to-natch distances functions will be imnlemented and tested. More per-
formances evaluations of these aleorithms will be done on CT-scan or PET-scan images
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Original phantom PBBF phantom BF phantom

PBBF residuals BF residuals

Fie. 4. Too row: left. orieinal phantom imaee. Middle. PBBF denoised phantom. Rieht. LMS
denoised image. Bottow row: left. residuals for the PBBF image. Rieht residuals for the BF
denoised image.

and the results will be assessed bv oncologists within the framework of tumor and organ
delineation tasks.
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