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bUniversité catholique de Louvain, Louvain-La-Neuve, Belgium

Abstract

In this paper, we study the identification problem of a passive system from tangential interpolation data. We present a simple

construction approach based on the Mayo-Antoulas generalized realization theory that automatically yields a port-Hamiltonian

realization for every strictly passive system with simple spectral zeros. Furthermore, we discuss the construction of a frequency-

limited port-Hamiltonian realization. We illustrate the proposed method by means of several examples.
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1. Introduction

We study linear and finite-dimensional dynamical systems

that are passive. We look at port-Hamiltonian realizations of

such transfer functions which play an important role in the ro-

bustness of passive systems. We consider continuous-time sys-

tems that can be represented in the standard state-space form

with real coefficients and real inputs, outputs and states:

ẋ(t) = Ax(t) + Bu(t), x(0) = 0,

y(t) = Cx(t) + Du(t).
(1)

Denoting real and complex n-vectors (n × m matrices) by Rn,

Cn (Rn×m, Cn×m), respectively, then u : R → Rm, x : R → Rn,

and y : R → Rm are vector-valued functions denoting the in-

put, state, and output of the system, and the coefficient matrices

satisfy A ∈ R
n×n, B ∈ R

n×m, C ∈ R
m×n, and D ∈ R

m×m. The

Hermitian (or conjugate) transpose of a vector or matrix V is

denoted by VH
(
VT

)
and the identity matrix is denoted by In or

I if the dimension is clear. We furthermore require that input

and output dimensions are equal to m since we aim to inter-

polate with (square) passive transfer functions. We denote the

set of symmetric matrices in Rn×n by Sn. Positive definiteness

(semi-definiteness) of M ∈ Sn is denoted by M ≻ 0 (M � 0).

Model-order reduction for passive systems has been an ac-

tive research area and has been investigated by several researchers

in e. g., [1, 2, 3, 4, 5, 6, 7]. However, this requires the avail-

ability of system matrices, which may not be easily available,

especially when the necessary parameters to model a dynami-

cal process are not known. Hence, we aim at identifying sys-

tem realizations using frequency response. The structure of the

paper is as follows. In Section 2, we briefly recall some impor-

tant properties of passive systems. Subsequently, in Section 3,
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we discuss state-space representations and properties of port-

Hamiltonian realizations. This is followed by a discussion of

degrees of freedom of a port-Hamiltonian system in the sub-

sequent section in order to have an understanding how many

parameters are needed to describe a minimal port-Hamiltonian

system. In Section 5, we propose a variant of the Loewner-

based approach, realizing the system in port-Hamiltonian form

when data are available at spectral zeros along with zero direc-

tions. Furthermore, we discuss the estimation of the dominant

spectral zeros and zero directions using the data given on the

imaginary axis in Section 6. In Section 7, we illustrate the pro-

posed identification approach by means of a couple of numeri-

cal examples, which is followed by a short summary.

2. Passive Systems and Port-Hamiltonian Realizations

Passive systems and their relationships with positive-realness

and stability conditions are well studied. We briefly recall some

important properties by following [8], and refer to the litera-

ture for a more detailed survey. We consider continuous-time

systems with a real rational transfer matrix Z(s) and define the

associated spectral density function:

Φ(s) := ZT(−s) + Z(s), (2)

which coincides with the Hermitian part of Z(s) on the ıω axis:

Φ(ıω) = [Z(ıω)]H + Z(ıω).

Definition 2.1. The rational transfer function Z(s) is called

strictly positive-real if Φ(ıω) ≻ 0 for all ω ∈ R and it is called

positive-real if Φ(ıω) � 0 for all ω ∈ R.

The transfer function Z(s) is called asymptotically stable

if the poles of the transfer function are in the open left half-

plane, and it is called stable if all the poles are in the closed

left half-plane, with any pole occurring on the imaginary axis

being first-order.
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The transfer function Z(s) is called strictly passive if it is

strictly positive-real and asymptotically stable and it is called

passive if it is positive-real and stable.

We will assume throughout the paper that this realization

is minimal (i. e. controllable and observable) and will restrict

ourselves in this paper to strictly passive systems, which im-

plies that the matrix A is invertible and that the transfer matrix

is proper since poles cannot be on the imaginary axis or at in-

finity. Moreover, Φ(ıω) ≻ 0 at ω = ∞, implies that we must

have DT + D ≻ 0 as well. We will see that this restriction

simplifies our discussion significantly. It is also a reasonable

restriction because passive systems can be viewed as limiting

cases of strictly passive systems.

Since the transfer function is proper, we can represent it

in standard state-space form Z(s) = C(sIn − A)−1B + D. For

proper transfer functions Z(s) with minimal realization M :=

{A, B,C,D}, there is a necessary and sufficient condition for

passivity, known as the Kalman-Yakubovich-Popov linear ma-

trix inequality. An elegant proof of this can be found in [8].

Theorem 2.1. LetM := {A, B,C,D} be a minimal realization

of a proper rational transfer function Z(s) and let

W(X,M) =

[
−ATX − XA CT − XB

C − BTX D + DT

]
. (3)

Then, Z(s) is passive if and only if there exists a real symmetric

matrix X ∈ Sn such that

W(X,M) � 0, X ≻ 0, (4)

and is strictly passive if and only if there exists a real symmetric

matrix X ∈ Sn such that

W(X,M) ≻ 0, X ≻ 0. (5)

The solutions X of these inequalities are known as certifi-

cates for the passivity or strict passivity of the systemM.

Definition 2.2. Every solution X of the LMI

X
>

:= {X ∈ S |W(X,M) � 0, X ≻ 0 } (6)

is called a certificate for the passivity of the modelM and every

solution of the LMI

X
≫

:= {X ∈ S |W(X,M) ≻ 0, X ≻ 0 } (7)

is called a certificate for the strict passivity of the modelM.

3. Port-Hamiltonian Models

In this section, we provide a brief introduction to special re-

alizations of passive systems, known as port-Hamiltonian sys-

tem models.

Definition 3.1. A linear time-invariant port-Hamiltonian sys-

tem model of a proper transfer function, has the standard state-

space form

ẋ(t) = (J − R)Qx(t) + (G − P)u(t), x(0) = 0,

y(t) = (G + P)TQx(t) + (N + S )u(t),
(8)

where the system matrices

V :=

[
J G

−GT N

]
, W :=

[
R P

PT S

]
, (9)

satisfy the conditions

V = −VT, W =WT � 0, Q = QT � 0.

It readily follows from the properties of port-Hamiltonian

models that when Q andW are invertible, we can choose X =

Q as certificate for the model

M :=
{
(J − R)Q,G − P, (G + P)TQ,N + S

}

to show that it satisfies the strict passivity condition (5).

Remark 3.1. The condition that Q is non-singular is auto-

matically satisfied when the state transition matrix A is non-

singular, which is the case for strictly passive systems. We can

then also represent the system in generalized state-space form,

using x̂ := Qx, yielding:

Q−1 ˙̂x = (J − R)x̂ + (G − P)u,

y = (G + P)T x̂ + (N + S )u.
(10)

We use such models for representing intermediate results later

on.

Conversely, let M := {A, B,C,D} be a state-space model,

satisfying the strict passivity condition (5) with a given certifi-

cate X ≻ 0. Then, it can always be transformed in the port-

Hamiltonian form, as shown in [9]. We can use a symmetric

factorization X = T TT , which implies the invertibility of T ,

and define a new realization

{AT , BT ,CT ,D} := {T AT−1, T B,CT−1,D}

so that
[
T−T 0

0 Im

] [
−ATX − XA CT − XB

C − BTX DT + D

] [
T−1 0

0 Im

]

=

[
−AT −BT

CT D

]
+

[
−AT

T
CT

T

−BT

T
DT

]
≻ 0. (11)

We can then use the symmetric and skew-symmetric part of the

matrix

S :=

[
−AT −BT

CT D

]

to define the coefficients of a port-Hamiltonian representation

via

V :=

[
J G

−GT N

]
:=
S − ST

2
, W :=

[
R P

PT S

]
:=
S + ST

2
.

This construction yieldsW ≻ 0 and Q = In because of the cho-

sen factorization X = T TT . This is called a normalized port-

Hamiltonian representation. This shows that port-Hamiltonian

models with strict inequalities Q ≻ 0 andW ≻ 0 are nothing

but strictly passive systems described in an appropriate coordi-

nate system. On the other hand, it was shown in [10] that nor-

malized port-Hamiltonian systems have good robustness prop-

erties in terms of their so-called passivity radius.
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4. Degrees of Freedom of a Transfer Function

In the literature, one can find a discussion of the degrees of

freedom of a given strictly proper rational transfer function Z(s)

of a given MacMillan degree n [11]. This corresponds to the

minimum number of parameters to describe such a function.

Since this literature is quite opaque, we briefly re-derive the ba-

sic results using a generic m × m strictly proper transfer matrix

of MacMillan degree n without repeated poles. Such a trans-

fer function can be written in its partial fraction expansion as

follows:

Z(s) =

nr∑

k=1

uk(s − λk)−1vT

k +

(n−nr)/2∑

k=1

Uk

(
sI2 −

[
αk βk

−βk αk

])−1

VT

k ,

which requires a total of 2(m + 1)n real parameters. This can

be seen as a state-space model in the real Jordan form with 1 ×
1 diagonal elements for the nr real poles and 2 × 2 diagonal

blocks for the nc := n − nr complex conjugate complex poles.

But this representation is only unique up to a block diagonal

state-space transformation with exactly m degrees of freedom:

a scalar tk for each real pole and a 2 × 2 block tk

[
ck sk

−sk ck

]

for each complex conjugate pair, where the real rotation matrix

depends on one real parameter. When taking the quotient of

the manifold of block-diagonal models with respect to this state

space transformation, we are left with the exact number of real

degrees of freedom, which is 2mn for a strictly proper m × m

transfer function of degree n with real coefficients.

When considering the larger class of real m×m proper ratio-

nal transfer functions, one has to add the real parameters to re-

alize the constant matrix D. If D is constrained to have a partic-

ular rank, then we again need to take that into account. A rank

r matrix D can be represented by a rank factorization D = UVT

where we can again quotient out the degrees of freedom of an

r × r factor T in an equivalent factorization D = (UT )(T−1VT).

Such a factor can thus be represented by r(2m − r) degrees of

freedom, which has to be added to those of the strictly proper

part of Z(s).

To summarize, a real rational m × m transfer function Z(s)

of MacMillan degree n has

• 2mn real degrees of freedom when Z(s) is strictly proper,

• 2m(n+r)−r2 real degrees of freedom when Z(s) is proper

and Z(∞) has rank r.

This count of the number of degrees of freedom will deter-

mine the number of parameters we can assign using tangential

interpolation conditions. For a rigorous discussion on these as-

pects, we refer to [11].

5. Loewner Approach for Identification of a port-Hamiltonian

Realization

In this section, we discuss the identification problem of a

strictly passive transfer function Z(s) of degree n, which is de-

fined via a set of left and right interpolation conditions. Since

Z(s) is strictly passive, it is proper and has a standard state-

space realization {A, B,C,D} with D of full rank and positive-

real (i. e. D + DT ≻ 0). We can then define the transfer function

Z(s) via a set of left and right tangential interpolation conditions

v j := ℓ jZ(µ j), w j := Z(λ j)r j, j = 1, . . . , n, Z(∞) = D, (12)

where (µ j, ℓ j, v j), and (λ j, r j,w j), j = 1, . . . , n, are sets of self-

conjugate left and right interpolation conditions with

{ℓ j, v j} ∈ C1×m, {r j,w j} ∈ Cm×1, {λ j, µ j} ∈ C. Then, the so-

called Loewner and shifted Loewner matrices defined in [12]

have dimensions n × n and look like

L :=



ℓ1w1−v1r1

λ1−µ1
. . .

ℓ1wn−v1rn

λn−µ1

...
. . .

...
ℓnw1−vnr1

λ1−µn
. . .

ℓnwn−vnrn

λn−µn


, (13a)

Lσ :=



λ1ℓ1w1−µ1v1r1

λ1−µ1
. . .

λnℓ1wn−µ1v1rn

λn−µ1

...
. . .

...
λ1ℓnw1−µnvnr1

λ1−µn
. . .

λnℓnwn−µnvnrn

λn−µn


. (13b)

They satisfy the following Sylvester equations

LΛ − ML = LW − VR, LσΛ − MLσ = LWΛ − MVR, (14)

where we used the definitions

L :=



ℓ1
...

ℓn


, V :=



v1

...

vn


, M := diag (µ1, . . . , µn) , (15)

and

R :=
[
r1, . . . , rn

]
, W :=

[
w1, . . . ,wn

]
,

Λ := diag (λ1, . . . , λn) . (16)

The following interpolation result follows from the theory de-

veloped in [13] in the special case that the Loewner matrix L is

invertible.

Theorem 5.1. Let Z(s) be a proper transfer function of MacMil-

lan degree n, then the interpolation conditions (12) uniquely

define Z(s) if the Loewner matrix L is invertible. Moreover, a

minimal generalized state-space realization is then given by

Z(s) = (W − DR)(Lσ − LDR − sL)−1(V − LD) + D

and the corresponding system matrix is given by

[
A − sE B

C D

]
=

[
Lσ − sL V

−W 0

]
+

[
−L

Im

]
D

[
R Im

]
.

Let us now apply this to the special case where the interpo-

lation points are the so-called spectral zeros of Z(s).

Definition 5.1. Let Z(s) be a real and strictly passive transfer

function of MacMillan degree n with associated spectral density

functionΦ(s) := ZT(−s)+Z(s). Then the spectral zeros and zero

directions of Z(s) are the pairs (s j, r j) such that Φ(s j)r j = 0.

3



When the zeros are distinct (which is generic), there are

exactly n zeros in the open right half-plane and n zeros in the

open left half-plane because the spectral density function Φ(s)

has degree 2n and has no zeros on the imaginary axis. The

definition of the spectral zeros implies

Φ(s j)r j = ZT(−s j)r j + Z(s j)r j = 0,

and hence

w j := Z(s j)r j ⇐⇒ ZT(−s j)r j = −w j.

Since the spectral zeros and zero directions (s j, r j) form a self-

conjugate set, we can distinguish two cases for these equations,

depending on the condition that s j is a real zero or not. In the

real case, we have

s j ∈ R : Z(s j)r j = w j ⇐⇒ rT

j Z(−s j) = −wT

j ,

and in the complex case, we have

s j < R :

{
Z(s j)r j = w j ⇐⇒ rH

j
Z(−s j) = −wH

j
,

Z(s j)r j = w j ⇐⇒ rT

j
Z(−s j) = −wT

j
.

Therefore, if we define λ j, j = 1, . . . , n, to be the spectral zeros

of Z(s) in the open right half-plane,

ℜλ j ≥ 0, Z(λ j)r j = w j, j = 1, . . . , n,

then the set of right tangential conditions (λ j, r j,w j) is self-

conjugate. Moreover, to every right tangential condition

Z(λ j)r j = w j (and its complex conjugate when λ j is complex),

there is a corresponding left tangential condition

rH

j Z(−λ j) = −wH

j , j = 1, . . . , n.

Therefore, we can define left tangential interpolation conditions

ℓ jZ(µ j) = v j, j = 1, . . . , n in such a way that

M = −Λ = −ΛH, L = RH, V = −WH.

Using these definitions, the Loewner and shifted Loewner ma-

trices now become

L :=



rH

1
w1+wH

1
r1

λ1+λ1

. . .
rH

1
wn+wH

1
rn

λn+λ1

...
. . .

...
rH

n w1+wH

n r1

λ1+λn

. . .
rH

n wn+wH

n rn

λn+λn


, (17a)

Lσ :=



λ1rH

1
w1−λ1wH

1
r1

λ1+λ1

. . .
λnrH

1
wn−λ1wH

1
rn

λn+λ1

...
. . .

...
λ1rH

n w1−λnwH

n r1

λ1+λn

. . .
λnrH

n wn−λnwH

n rn

λn+λn


(17b)

and they satisfy the equations

LΛ+ΛH
L = RHW+WHR, LσΛ+Λ

H
Lσ = RHWΛ−ΛHWHR.

(18)

We point out that the matrix L is Hermitian by the construc-

tion itself, while Lσ is skew-Hermitian by construction. For

such symmetric conditions, the matrix L is also called the Pick

matrix (see [14, 15]). It follows from Theorem 5.1 that a gen-

eralized state-space realization {A, B,C,D, E} is given by
[

A − sE B

C D

]
=

[
Lσ − sL −WH

−W 0

]
+

[
−RH

Im

]
D

[
R Im

]
.

(19)

Notice that the introduction of complex matrices and vec-

tors in this section is in fact artificial. Since the interpolation

conditions are self-conjugate, we can transform the construc-

tion as follows. Let v := vr + ıvı be a complex vector associated

with a complex interpolation point λ := α + ıβ, then the unitary

transformation Q := 1√
2

[
1 −ı
1 ı

]
transforms pairs of complex

conjugate data to real data, as can be seen below

[
v v

]
· Q =

√
2
[
vr vı

]
, QH ·

[
λ 0

0 λ

]
· Q =

[
α β

−β α

]
.

If the pairs of complex conjugate vectors and interpolation points

have been permuted to be adjacent, then it suffices to apply a

block diagonal unitary similarity transformation U with diag-

onal blocks Q corresponding to each complex conjugate pair

(λ, λ), to transform the equations eqs. (16) to (18) to real equa-

tions:

L̂Ω + ΩT
L̂ = R̂TŴ + ŴTR̂, and (20a)

L̂σΩ + Ω
T
L̂σ = R̂TŴΩ − ΩTŴTR̂, (20b)

where

L̂ = UH
LU, L̂σ = UH

LσU, Ω = UHΛU, Ŵ = WU, R̂ = RU,

andΩ is now block diagonal with 2×2 blocks corresponding to

each pair of complex conjugate interpolation points. It then also

follows from (19) that a real generalized state-space realization

{Â, B̂, Ĉ,D, Ê} is then given by

[
Â − sÊ B̂

Ĉ D

]
=


L̂σ − sL̂ −ŴT

−Ŵ 0

 +
[
−R̂T

Im

]
D

[
R̂ Im

]
.

(21)

Let us now look at the passivity condition we imposed on

the transfer function Z(s). The Loewner matrix L given in (17)

has the structure of a Pick matrix (see e. g., [14]) since the spec-

tral zeros used for the interpolation are assumed to be distinct.

The strict passivity of Z(s) implies that this matrix is positive

definite. It follows that Z(∞) = D, and hence that D must be

strictly positive-real as well. Since L is positive definite, so is

L̂ and we can factorize it as L̂ = ΓTΓ, where Γ is invertible, by

using, for instance, the upper triangular Cholesky factor. Defin-

ing

ŴΓ := ŴΓ−1, R̂Γ := R̂Γ−1, L̂σΓ := Γ−T
L̂σΓ

−1,

we obtain an equivalent quadruple for the state-space realiza-

tion {ÂΓ, B̂Γ, ĈΓ,D} = {Γ−TÂΓ−1, Γ−TB̂, ĈΓ−1,D} of Z(s) as

[
ÂΓ B̂Γ

ĈΓ D

]
=


L̂σΓ −ŴT

Γ

−ŴΓ 0

 +
[
−R̂T

Γ

Im

]
D

[
R̂Γ Im

]
. (22)

We then show that this realization is in port-Hamiltonian form.
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Theorem 5.2. Let us construct an m ×m real transfer function

Z(s) of MacMillan degree n using the self-conjugate interpola-

tion conditions as follows:

Z(∞) = D, Z(λ j)r j = w j, rH

j Z(−λ j) = −wH

j , j = 1, . . . , n,

whereℜ
(
λ j

)
> 0, D+DT ≻ 0 and L̂ ≻ 0 in whichℜ (·) denotes

the real part. Then, Z(s) is strictly passive and the quadruple

{ÂΓ, B̂Γ, ĈΓ,D} is in normalized port-Hamiltonian form and its

spectral zeros and zero directions are given by (λ j, r j), j =

1, . . . , n.

Proof. A necessary condition for strict passivity is that the Her-

mitian part of Z(s) is positive definite on the whole imaginary

axis, including infinity, and since D = Z(∞) and is a real matrix,

we must have D + DT ≻ 0. A necessary and sufficient condi-

tion for the passivity of Z(s) with given interpolation data, is

that the Loewner matrix L̂ is positive semi-definite, but since

we assume L̂ ≻ 0, the transfer function is passive. Let us now

decompose the real matrix D as D = N + S , where S is the

symmetric part of D and N is its skew-symmetric part. Then,

following the discussion of Section 2, we obtain

W =WT =

[
R̂T

Γ

Im

]
S

[
R̂Γ Im

]
� 0,

V = −VT =


−L̂σΓ ŴT

Γ

−ŴΓ 0

+
[

R̂T

Γ

Im

]
N

[
R̂Γ Im

]

which are the conditions for the passivity of a normalized port-

Hamiltonian system. The standard state-space realization (22)

is therefore normalized port-Hamiltonian. It follows from the

self-conjugate conditions that

ΦT(−λ j)r j = Φ(λ j)r j = Z(−λ j)r j + Z(λ j)r j = −w j + w j = 0,

for j = 1, . . . , n, and since Φ(s) has MacMillan degree bounded

by 2n, these are the only zeros of Φ(s), which also implies that

Z(s) is then strictly passive.

Remark 5.1. The conditions that the spectral zeros should be

simple can be removed. The construction of the Loewner ma-

trix L and of the shifted Loewner matrix Lσ then have to be

adapted, as explained in [15, 13], but the properties of these

matrices are preserved. The tangential interpolation condi-

tions then also involve tangential conditions on the derivatives

of Z(s) at the spectral zeros λi, but the conclusions remain the

same.

Remark 5.2. The conditions that we should know the zero di-

rections of the corresponding spectral zeros of Z(s) form a de-

manding constraint. But this is different in the scalar case since

we only need to impose a scalar condition Z(−λ j) + Z(λ j) in

each spectral zero. We can then choose R =
[
1, . . . , 1

]
which

implies that W =
[
Z(λ1), . . . , Z(λn)

]
.

Finally, we summarize the construction of a port-Hamiltonian

realization in the normalized form in Algorithm 1.

Algorithm 1 Construction of a port-Hamiltonian realization in

a normalized form.
Input:

• Spectral zeros λ j and zero directions r j, j = 1, . . . , n,

• transfer function measurements, i.e. w j = Z(λ j)r j, where

Z(s) denotes the transfer function,

• the feed-through term D.

1: Construct the Loewner and shifted Loewner matrices using

w j and r j as shown in (17).

2: Define W :=
[
w1, . . . ,wn

]
and R :=

[
r1, . . . , rn

]
.

3: Construct the interpolating realization, ensuring the match-

ing of the transfer function at infinity is:

E = L, A = Ls − RHDR, B = −WH − RHD, C = −W + DR.

4: Perform the unitary transformation to obtain a real realiza-

tion (Ê, Â, B̂, Ĉ).

5: Consider the Choleskey factorization of Ê := ΓTΓ.

6: Construct a port-Hamiltonian realization in the normalized

form as follows:

Ã = Γ−TÂΓ−1, B̃ = Γ−TB̂, C̃ = ĈΓ−1.

Output: A port-Hamiltonian realization:
(
Ã, B̃, C̃,D

)
.

Algorithm 2 Estimation of spectral zeros and directions using

the data on the imaginary axis.

1: Collect enough samples on the imaginary axis.

2: Construct a realization using the Loewner approach, ensur-

ing the matching of the transfer function at infinity.

3: Determine spectral zeros of the obtained realization.

6. Estimation of Spectral Zeros and Zero Directions using

Data on the Imaginary Axis

So far, we have discussed how to construct a port-Hamiltonian

realization from the transfer function measurements on spectral

zeros along with zero directions. However, it may be restric-

tive as in practice, it is almost impossible to know the spectral

zeros and zero directions a priori. Moreover, even if the zeros

are known, taking measurements at those points and directions

is not straightforward. On the other hand, there are methods

allowing us to obtain measurements on the imaginary axis. Us-

ing these measurements, one can obtain a realization using the

classical Loewner approach, proposed in [13], which interpo-

lates the data. However, it is very likely that it will not yield

a realization in normalized port-Hamiltonian form. But we are

interested in a passive realization given there is an underlying

passive system. To do so, we first propose a strategy in Algo-

rithm 2 to estimate the spectral zeros and directions based on

the data on the jω axis. Once we have such a data set, we can

obtain a passive realization directly using Algorithm 1.

The main motivation of proposing Algorithm 2 is as fol-

lows. As we know, if the transfer functions of two linear sys-

tems are the same, then there exists a state-space transforma-

tion, allowing us to go from one to another. Furthermore, it is

also known that a minimal realization of a linear system can

be obtained using the Loewner approach, assuming we have

enough samples on the imaginary axis. Hence, if there exists a

5



passive realization of the linear system, then such a passive re-

alization can be determined using the realization obtained using

the Loewner approach and a state-space transformation. How-

ever, a state-space transformation of a linear system does not

change the spectral zeros and corresponding directions. Con-

sequently, we can indeed directly use the realization obtained

using the Loewner approach to estimate the spectral zeros and

corresponding directions and further can evaluate the transfer

function at spectral zeros and in the corresponding directions.

Remark 6.1. One can also construct a reduced-order system

as well by truncating singular values of the Loewner matrix at

a desired tolerance. This can be followed by determining the

spectral zeros and zero directions of the reduced-order system,

which can be very different from the original ones; however, the

spectral zeros and zero directions of the reduced-order system

form a good representative, allowing us to compare the impor-

tant dynamics of the original system.

Remark 6.2. If the transfer function measurements are given in

a particular frequency band, then applying Algorithm 2 would

yield spectral zeros and zero directions, corresponding to the

considered frequency band. If a port-Hamiltonian realization in

the normalized form is constructed using Algorithm 1, then we

obtain the frequency-limited port-Hamiltonian realization. This

is discussed and illustrated further in the subsequent section.

7. Illustrative Examples and Application in Model-Order

Reduction

In this section, we illustrate the proposed identification ap-

proach to construct a passive realization by means of several ex-

amples. All numerical simulations are carried out in MATLAB®

version 7.11.0.584 (R2016b) 64-bit on an Intel®Core™i7-6700

CPU @ 3.40GHz, 6MB cache, 8GB RAM, Ubuntu 16.04.6 LTS

(x86-64).

7.1. An analytical example

We first consider an analytical example, showing the nec-

essary steps, precisely Algorithm 1, to identify an underlying

passive realization whose transfer function is as follows:

Z(s) := dI2 − (sI2 − A)−1 with A :=

[
a b

−b a

]

and let us take a = −1, b = 1, d = 2 to make the system

strictly passive since it is then port-Hamiltonian with positive

definite matrixW. The poles of Z(s) are the eigenvalues of A

and are equal to −1 ± ı and hence asymptotically stable. The

spectral zeros are the zeros of Φ(s) = ZT(−s) + Z(s) which can

be obtained from

QΦ(s)QH = QZT(−s)QH + QZ(s)QH

= 2dI2 − (−sI2 − QATQH)−1 − (sI2 − QAQH)−1,

where

Q =
1√
2

[
1 −ı
1 ı

]
, QAQH =

[
a + ıb 0

0 a − ıb

]
.

It then turns out that both QZ(s)QH and QΦ(s)QH are diagonal

and equal to

QZ(s)QH = diag

(
2 − 1

s + 1 − ı , 2 −
1

s + 1 + ı

)
,

QΦ(s)QH = diag

(
6 + 8ıs − 4s2

2 + 2ıs − s2
,

6 − 8ıs − 4s2

2 − 2ıs − s2

)
.

The spectral zeros in the right half-plane are λ =
√

2
2
+ ı and

λ =
√

2
2
− ı and the corresponding zero directions are

QΦ(λ)QH

[
1

0

]
= 0 ⇐⇒ Φ(λ)

[
1

ı

]
/
√

2 = 0,

and

QΦ
(
λ
)

QH

[
0

1

]
= 0 ⇐⇒ Φ

(
λ
) [ 1

−ı

]
/
√

2 = 0.

The interpolation conditions then are

Z(λ)QH

[
1

0

]
= Z(λ)


1√
2
ı√
2

 = W, and Z(λ)


1√
2

− ı√
2

 = W ,

where QZ(λ)QH

[
1

0

]
=

[
2 − 1

λ−(a+ıb)

0

]
=

[√
2

0

]
implies

QW =

[√
2

0

]
, and W =

[
1

ı

]
.

The Loewner matrix then is obtained from R = QH, W =√
2QH and hence WHR =

√
2I2, which finally yields

L =
2
√

2

λ + λ
I2 = 2I2,

Lσ =



√
2 λ−λ
λ+λ

0

0 −
√

2 λ−λ
λ+λ

 = 2

[
ı 0

0 −ı

]
,

and the generalized state space realization (19) becomes
[

A − sE B

C D

]
=

[
Lσ − sL −

√
2Q

−
√

2QH 0

]
+2

[
−Q

I2

] [
QH I2

]
.

Using the factorization L = ΓHΓ with Γ :=
√

2QH, we get

LσΓ =
1
2
QHLσQ and

[
AΓ BΓ
CΓ D

]
=

[
LσΓ −I2

−I2 0

]
+ 2

[
−I2/

√
2

I2

] [
I2/
√

2 I2

]

=



−1 1 −c 0

−1 −1 0 −c

1/c 0 2 0

0 1/c 0 2



with c = 1 +
√

2 and 1/c =
√

2 − 1. The smallest eigenvalue

λmin(WΓ) of the above model is 0 which is a poor estimate of

its passivity radius. But we can apply to this model a similarity

scaling with T = cI2, which yields a modelMT where AT =

AΓ and DT = D are unchanged but CT = −BT = I2. This

corresponds to using [10, Lemma 3.2] with the certificate X =

c−2I, and transforming the model to a new port-Hamiltonian

form which has a passivity radius equal to λmin(WT ) = 1
2
(3 −√

5) ≈ 0.382.
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Figure 1: RLC example: The decay of the singular values of the Loewner ma-

trix.

7.2. Electric RLC circuit

As second example, we discuss the electrical circuit exam-

ple considered in [15]. The system dynamics in the state-space

form is given by as follows:

ẋ(t) = Ax(t) + Bu(t),

y(t) = Cx(t) + Du(t),

where

A =



−20 −10 0 0 0

10 0 −10 0 0

0 10 0 −10 0

0 0 10 0 −10

0 0 0 10 −2


, B =



20

0

0

0

0


, C =



−2

0

0

0

0



T

,

and D = 2.

To identify the dynamics, we assume to have 20 points on

the imaginary axis in a log-scale between [10−1, 103]. We first

employ the Loewner approach [13] to obtain a realization. In

Figure 1, we plot the singular values of the Loewner matrix,

which allows us to determine the order of a minimal realiza-

tion. We observe that the singular values after the 5th are at

the level of machine precision as one would expect. Hence, we

determine a realization of order 5. Next, we show the spectral

zeros of the original and Loewner model in Figure 2, indicating

that the spectral zeros of both models are the same as expected.

It is not in the form of a passive port-Hamiltonian system.

But we can use the spectral zeros and zero directions of the

Loewner model, which in this case, are the same as the orig-

inal system, and estimate the transfer function at the spectral

zeros along with the respective zero directions. Consequently,

we apply Algorithm 1 to obtain a realization in the generalized

state-space form of a port-Hamiltonian system (10) where

Orig. model Loewner model

−2 0 2
−20

−10

0

10

20

Real part

Im
ag

p
ar

t

Figure 2: RLC example: Spectral zero of the original and Loewner model.

Q−1 =



0.8795 0.0263 −0.0304 −0.0511 0.0938

0.0263 0.8515 −0.0770 −0.1574 −0.0098

−0.0304 −0.0770 0.2545 0.0814 0.1136

−0.0511 −0.1574 0.0814 0.3560 0.0400

0.0938 −0.0098 0.1136 0.0400 0.2891


,

J =



0 −15.2595 0.5921 1.7823 0.5344

15.2595 0 −0.4864 −0.8033 1.6342

−0.5921 0.4864 0 0.5204 −0.5325

−1.7823 0.8033 −0.5204 0 −3.3854

−0.5344 −1.6342 0.5325 3.3854 0


,

R =



4.0000 0.0000 −2.8284 −3.9606 0.5598

0.0000 0 −0.0000 −0.0000 0.0000

−2.8284 −0.0000 2.0000 2.8006 −0.3959

−3.9606 −0.0000 2.8006 3.9216 −0.5543

0.5598 0.0000 −0.3959 −0.5543 0.0784


,

G =
[
−0.6563 0.3238 0.5378 0.6924 −0.2925

]T

,

P =
[
2.8284 0.0000 −2.0000 −2.8006 0.3959

]T

,

N = 0, S = 2.

Furthermore, we compare the Bode plots of the original,

Loewner, and port-Hamiltonian model (3), illustrating that all

three models have the same transfer functions, and also have

the same spectral zeros and zero directions.

7.3. A large scale electrical circuit

Next, we consider a large scale RLC circuit, where 100

electrical capacitances, inductors, and resistances are intercon-

nected. For more details on the circuit topology, we refer to

[16]. The modeling of such a circuit leads to a model of order

n = 200. Next, we assume that we obtain 200 points on the

imaginary axis on a log-scale within the range
[
10−1, 103

]
.

Towards constructing a port-Hamiltonian reduced-order sys-

tem using the data, we first determine a realization using the

classical Loewner method. We plot the decay of the singular

values of the Loewner matrix in Figure 4, indicating a sharp de-

cay. Having truncated singular values at 10−8 (relatively), we

7



Orig. model Loewner model

port-Hamiltonian model
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10−0.5

100

freq (s)
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(s

)‖

10−2 10−1 100 101 102 103 104
10−20

10−15

10−10

freq (s)

‖Z
(s

)
−

Ẑ
(s

)‖

Figure 3: RLC example: Comparison of the Bode plots of the original, Loewner

and port-Hamiltonian models.

construct a reduced-order (Loewner) model of order r = 13,

which is expected to capture the dynamics very well. Next, we

compare the spectral zeros of the original and Loewner mod-

els in Figure 5. It is interesting to see that spectral zeros of

both models are very different. Somehow, one can think of rep-

resentative spectral zeros of the original systems with a smaller

number, yet capturing the dynamics of the original systems very

accurately.

Subsequently, we determine the spectral zeros and zero di-

rections using the Loewner model and evaluate the transfer func-

tion of the Loewner model at these zeros along with the respec-

tive directions. Then, we can determine a port-Hamiltonian re-

alization using Algorithm 1. To compare the quality of mod-

els, we plot the Bode plots of the original, Loewner, and port-

Hamiltonian models in Figure 6, showing the Loewner and port-

Hamiltonian models approximate the original model very well.

0 20 40 60 80 100
10−20

10−12

10−4

104

k

σ
k

Figure 4: Large-scale RLC circuit: The decay of the singular values of the

Loewner matrix.
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Figure 5: A large scale RLC example: The decay of the singular values of the

Loewner matrix.

Orig. model Loewner model

port-Hamiltonian model

10−2 10−1 100 101 102 103 104

100

101

freq (s)

‖Z
(s

)‖

10−2 10−1 100 101 102 103 104

10−9

10−7

freq (s)

‖Z
(s

)
−

Ẑ
(s

)‖

Figure 6: A large-scale RLC example: Comparison of the Bode plots of the

original and Loewner model.

7.4. Frequency-limited port-Hamiltonian realization

Lastly, we discuss the construction of a frequency-limited

port-Hamiltonian realization using the same example as in the

previous subsection. This means that the transfer function of

the port-Hamiltonian realization is required to very accurate in

a given frequency band. Let us assume that we are given mea-

surements in a frequency band
[
5, 15

]
. As the first, we construct

a Loewner model. This is followed by determining a reduced-

order model of order r = 9. Next, we compare the spectral zeros

of original and Loewner models in Figure 7. It can be observed

that the spectral zeros not only different from the original ones

but also from those of the reduced-order model of order r = 13

in the previous example, see Figure 5.

Next, we plot the transfer functions of the original and the

identified port-Hamiltonian realization in Figure 8. Compar-

ing, in particular, the error plots in Figures 6 and 8, we observe

that the identified port-Hamiltonian realization using the data
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Figure 7: Frequency limited RLC circuit: Comparison of spectral zeros of the

original and Loewner model.

Orig. model Loewner model

port-Hamiltonian model
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100

101
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10−10

10−5

100

freq (s)
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Ẑ
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Figure 8: Frequency limited RLC circuit: Comparison of the Bode plots of the

original and Loewner model.

in the frequency band is much more accurate in the considered

frequency band (nearly by three orders of magnitude) than the

model identified in the previous subsection, and moreover, it is

of a lower dimension.

8. Conclusions

In this work, we have studied the identification problem for

strictly passive systems. We have proposed a variant of the

classical Loewner approach [13], which constructs a realization

in port-Hamiltonian form. We have also discussed a two-step

procedure which allows us to construct a port-Hamiltonian re-

alization using data on the imaginary axis. Furthermore, we

have investigated the construction of frequency-limited port-

Hamiltonian realization, which can also be viewed as a frequency-

limited model-order reduction scheme for passive systems. We

have illustrated the proposed methods by means of a couple of

variants of electrical circuits. As a future direction, it would be

interesting to investigate an identification problem of second-

order passive systems by extending the idea proposed in [17].
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