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#### Abstract

In this paper, we go over a number of optimization problems defined on a manifold in order to compare two matrices, possibly of different order. We consider several variants and show how these problems relate to various specific problems from the literature.


## 1 Introduction

When comparing two matrices $A$ and $B$ it is often natural to allow for a class of transformations acting on these matrices. For instance, when comparing adjacency matrices $A$ and $B$ of two graphs with an equal number of nodes, one can allow symmetric permutations $P^{T} A P$ on one matrix in order to compare it to $B$, since this is merely a relabelling of the nodes of $A$. The so-called comparison then consists in finding the best match between $A$ and $B$ under this class of transformations.

A more general class of transformations would be that of unitary similarity transformations $Q^{*} A Q$, where $Q$ is a unitary matrix. This leaves the eigenvalues of $A$ unchanged but rotates its eigenvectors, which will of course play a role in the comparison between $A$ and $B$. If $A$ and $B$ are of different order, say $m$ and $n$, one may want to consider their restriction on a lower dimensional subspace:

$$
U^{*} A U \quad \text { and } \quad V^{*} B V,
$$

with $U$ and $V$ belonging to $S t(k, m)$ and $S t(k, n)$ respectively, and where $S t(k, m)=\left\{U \in \mathbb{C}^{m \times k}: U^{*} U=I_{k}\right\}$ denotes the compact Stiefel manifold. This yields two square matrices of equal dimension $k \leq \min (m, n)$, which can again be compared.

[^0]But one still needs to define a measure of comparison between these restrictions of $A$ and $B$ which clearly depends on $U$ and $V$. Fraikin et al. [1] propose in this context to maximize the inner product between the isometric projections, $U^{*} A U$ and $V^{*} B V$, namely:

$$
\arg \max _{\substack{U^{*} U=I_{k} \\ V^{*} V=I_{k}}}\left\langle U^{*} A U, V^{*} B V\right\rangle:=\Re \operatorname{tr}\left(\left(U^{*} A U\right)^{*}\left(V^{*} B V\right)\right),
$$

where $\Re$ denotes the real part of a complex number. They show this is also equivalent to

$$
\arg \max _{\substack{X=V U^{*} \\ U^{*}=I_{k} \\ V^{*} V=I_{k}}}\langle X A, B X\rangle=\Re \operatorname{tr}\left(A^{*} X^{*} B X\right),
$$

and eventually show how this problem is linked to the notion of graph similarity introduced by Blondel et al. in [2]. The graph similarity matrix $S$ introduced in that paper also proposes a measure of comparing two matrices $A$ and $B$ via the fixed point of a particular iteration. But it is shown in [3] that this is equivalent to the optimization problem

$$
\arg \max _{\|S\|_{F}=1}\langle S A, B S\rangle=\Re \operatorname{tr}\left((S A)^{*} B S\right)
$$

or also

$$
\arg \max _{\|S\|_{F}=1}\left\langle S, B S A^{*}\right\rangle=\Re \operatorname{tr}\left((S A)^{*} B S\right)
$$

Notice that $S$ also belongs to a Stiefel manifold, $\operatorname{since} \operatorname{vec}(S) \in \operatorname{St}(1, m n)$.
In this paper, we use a distance measure rather than an inner product to compare two matrices. As distance measure between two matrices $M$ and $N$, we will use

$$
\operatorname{dist}(M, N)=\|M-N\|_{F}^{2}=\operatorname{tr}\left((M-N)^{*}(M-N)\right)
$$

We will analyze distance minimization problems that are essentially the counterparts of the similarity measures defined above. These are

$$
\begin{gathered}
\arg \min _{\substack{U^{*} U=I_{k} \\
V^{*} V=I_{k}}} \operatorname{dist}\left(U^{*} A U, V^{*} B V\right), \\
\arg \min _{\substack{X=V U^{*} \\
U^{*} U=I_{k} \\
V^{*} V=I_{k}}} \operatorname{dist}(X A, B X),
\end{gathered}
$$

and

$$
\arg \min _{\substack{X=V U^{*} \\ U^{*} U=I_{k} \\ V^{*} V=I_{k}}} \operatorname{dist}\left(X, B X A^{*}\right),
$$

for the problems involving two isometries $U$ and $V$. Notice that these three distance problems are not equivalent although the corresponding inner product problems are equivalent.

Similarly, we will analyze the two problems

$$
\arg \min _{\|S\|_{F}=1} \operatorname{dist}(S A, B S)=\operatorname{tr}\left((S A-B S)^{*}(S A-B S)\right)
$$

and

$$
\arg \min _{\|S\|_{F}=1} \operatorname{dist}\left(S, B S A^{*}\right)=\operatorname{tr}\left(\left(S-B S A^{*}\right)^{*}\left(S-B S A^{*}\right)\right),
$$

for the problems involving a single matrix $S$. Again, these are not equivalent in their distance formulation although the corresponding inner product problems are equivalent.

We will develop optimality conditions for those different problems, indicate their relations with existing problems from the literature and give an analytic solution for particular matrices $A$ and $B$.

## 2 The Problems and their Geometry

All those problems are defined on feasible sets that have a manifold structure. Roughly speaking, this means that the feasible set is locally smoothly identified with $\mathbb{R}^{d}$, where $d$ is the dimension of the manifold. Optimization on a manifold generalizes optimization in $\mathbb{R}^{d}$ while retaining the concept of smoothness. We refer the reader to $[4,5]$ for details.

A well known and largely used class of manifolds is the class of embedded submanifolds. The submersion theorem gives a useful sufficient condition to prove that a subset of a manifold $\mathcal{M}$ is an embedded submanifold of $\mathcal{M}$. If there exists a smooth mapping $F: \mathcal{M} \rightarrow \mathcal{N}^{\prime}$ between two manifolds of dimension $d_{m}$ and $d_{n}^{\prime}\left(<d_{m}\right)$ and $y \in \mathcal{N}^{\prime}$ such that the rank of $F$ is equal to $d_{n}^{\prime}$ at each point of $\mathcal{N}:=F^{-1}(y)$, then $\mathcal{N}$ is a embedded submanifold of $\mathcal{M}$ and the dimension of $\mathcal{N}$ is $d_{m}-d_{n}^{\prime}$.


Example The unitary group $\mathrm{U}(n)=\left\{Q \in \mathbb{C}^{n \times n}: Q^{*} Q=I_{n}\right\}$ is an embedded submanifold of $\mathbb{C}^{n \times n}$. Indeed, consider the function

$$
F: \mathbb{C}^{n \times n} \rightarrow \mathcal{S}_{H e r}(n): Q \mapsto Q^{*} Q-I_{n}
$$

where $\mathcal{S}_{\text {Her }}(n)$ denotes the set of Hermitian matrices of order n. Clearly, $\mathrm{U}(n)=F^{-1}\left(0_{n}\right)$. It remains to show for all $\hat{H} \in \mathcal{S}_{\text {Her }}(k)$, there exists an $H \in \mathbb{C}^{n \times n}$ such that $\mathrm{D} F(Q) \cdot H=Q^{*} H+H^{*} Q=\hat{H}$. It is easy to see that $\mathrm{D} F(Q) \cdot(Q \hat{H} / 2)=\hat{H}$, and according to the submersion theorem, it follows that $\mathrm{U}(n)$ is an embedded submanifold of $\mathbb{C}^{n \times n}$. The dimension of $\mathbb{C}^{n \times n}$ and $\mathcal{S}_{H e r}(n)$ are $2 n^{2}$ and $n^{2}$ respectively. Hence $\mathrm{U}(n)$ is of dimension $n^{2}$.

In our problems, embedding spaces are matrix-Euclidean spaces $\mathbb{C}^{m \times k} \times$ $\mathbb{C}^{n \times k}$ and $\mathbb{C}^{n \times m}$ which have a trivial manifold structure since $\mathbb{C}^{m \times k} \times$
$\mathbb{C}^{n \times k} \simeq \mathbb{R}^{2 m n k^{2}}$ and $\mathbb{C}^{n \times m} \simeq \mathbb{R}^{2 m n}$. For each problem, we further analyze whether or not the feasible set is an embedded submanifold of their embedding space.

When working with a function on a manifold $\mathcal{M}$, one may be interested in having a local linear approximation of that function. Let $M$ be an element of $\mathcal{M}$ and $\mathfrak{F}_{M}(\mathcal{M})$ denote the set of smooth real-valued functions defined on a neighborhood of $M$.

Definition $1 A$ tangent vector $\xi_{M}$ to a manifold $\mathcal{M}$ at a point $M$ is a mapping from $\mathfrak{F}_{M}(\mathcal{M})$ to $\mathbb{R}$ such that there exists a curve $\gamma$ on $\mathcal{M}$ with $\gamma(0)=M$, satisfying

$$
\xi_{M} f=\left.\frac{\mathrm{d} f(\gamma(t))}{\mathrm{d} t}\right|_{t=0}, \quad \forall f \in \mathfrak{F}_{M}(\mathcal{M})
$$

Such a curve $\gamma$ is said to realize the tangent vector $\xi_{x}$.
So, the only thing we need to know about a curve $\gamma$ in order to compute the first-order variation of a real-value function $\boldsymbol{f}$ at $\gamma(0)$ along $\gamma$ is the tangent vector $\xi_{x}$ realized by $\gamma$. The tangent space to $\mathcal{M}$ at $M$, denoted by $T_{M} \mathcal{M}$, is the set of all tangent vectors to $\mathcal{M}$ at $M$ and it admits a structure of vector space over $\mathbb{R}$. When considering an embedded submanifold in a Euclidean space $\mathcal{E}$, any tangent vector $\xi_{M}$ of the manifold is equivalent to a vector $E$ of the Euclidean space. Indeed, let $\hat{f}$ be any a differentiable continuous extension of $f$ on $\mathcal{E}$, we have

$$
\begin{equation*}
\xi_{M} f:=\left.\frac{\mathrm{d} f(\gamma(t))}{\mathrm{d} t}\right|_{t=0}=\mathrm{D} \hat{f}(M) \cdot E, \tag{1}
\end{equation*}
$$

where $E$ is $\dot{\gamma}(0)$ and D is the directional derivative operator

$$
\mathrm{D} \hat{f}(M) \cdot E=\lim _{t \rightarrow 0} \frac{\hat{f}(M+t E)-\hat{f}(M)}{t} .
$$

The tangent space reduces to a linear subspace of the original space $\mathcal{E}$. Example Let $\gamma(t)$ be a curve on the unitary group $\mathrm{U}(n)$ passing through $Q$ at $t=0$, i.e. $\gamma(t)^{*} \gamma(t)=I_{n}$ and $\gamma(0)=Q$. Differentiating with respect to $t$ yields

$$
\dot{\gamma}(0)^{*} Q+Q^{*} \dot{\gamma}(0)=0_{n} .
$$

One can see from equation (1) that the tangent space to $\mathrm{U}(n)$ at $Q$ is contained in

$$
\begin{equation*}
\left\{E \in \mathbb{C}^{n \times n}: E^{*} Q+Q^{*} E=0_{n}\right\}=\left\{Q \Omega \in \mathbb{C}^{n \times n}: \Omega^{*}+\Omega=0_{n}\right\} \tag{2}
\end{equation*}
$$

Moreover, this set is a vector space over $\mathbb{R}$ of dimension $n^{2}$, and hence is the tangent space itself.

Let $g_{M}$ be an inner product defined on the tangent plane $T_{M} \mathcal{M}$. The gradient of $f$ at $M$, denoted $\operatorname{grad} f(M)$, is defined as the unique element of the tangent plane $T_{M} \mathcal{M}$, that satisfies

$$
\xi_{M} f=g_{M}\left(\operatorname{grad} f(M), \xi_{M}\right), \quad \forall \xi_{M} \in T_{M} \mathcal{M}
$$

The gradient, together with the inner product, fully characterizes the local first order approximation of a smooth function defined on the manifold. In the case of an embedded manifold of a Euclidean space $\mathcal{E}$, since $T_{M} \mathcal{M}$
is a linear subspace of $T_{M} \mathcal{E}$, an inner product $\hat{g}_{M}$ on $T_{M} \mathcal{E}$ generates by restriction an inner product $g_{M}$ on $T_{M} \mathcal{M}$. The orthogonal complement of $T_{M} \mathcal{M}$ with respect to $\hat{g}_{M}$ is called the normal space to $\mathcal{M}$ at $M$ and denoted by $\left(T_{M} \mathcal{M}\right)^{\perp}$. The gradient of a smooth function $\hat{f}$, defined on the embedding manifold may be decomposed into its orthogonal projection on the tangent and normal space, respectively

$$
\mathrm{P}_{M} \operatorname{grad} \hat{f}(M) \quad \text { and } \quad \mathrm{P}_{M}^{\perp} \operatorname{grad} \hat{f}(M)
$$

and it follows that the gradient of $f$ (the restriction of $\hat{f}$ on $\mathcal{M}$ ) is the projection on the tangent space of the gradient of $\hat{f}$

$$
\operatorname{grad} f(M)=\mathrm{P}_{M} \operatorname{grad} \hat{f}(M)
$$

Example Let $A$ and $B$, two Hermitian matrices. We define

$$
\hat{f}: \mathbb{C}^{n \times n} \rightarrow \mathbb{R}: Q \mapsto \Re \operatorname{tr}\left(Q^{*} A Q B\right),
$$

and $f$ its restriction on the unitary group $\mathrm{U}(n)$. We have

$$
\mathrm{D} \hat{f}(Q) \cdot E=2 \Re \operatorname{tr}\left(E^{*} A Q B\right) .
$$

We endow the tangent space $T_{Q} \mathbb{C}^{n \times n}$ with an inner product

$$
\hat{g}: T_{Q} \mathbb{C}^{n \times n} \times T_{Q} \mathbb{C}^{n \times n} \rightarrow \mathbb{R}: E, F \mapsto \Re \operatorname{tr}\left(E^{*} F\right),
$$

and the gradient of $\hat{f}$ at $Q$ is then given by $\operatorname{grad} \hat{f}(Q)=2 A Q B$. One can further define an orthogonal projection on $T_{Q} \mathrm{U}(n)$

$$
\mathrm{P}_{Q} E:=E-Q \operatorname{Her}\left(Q^{*} E\right),
$$

and the gradient of $f$ at $Q$ is given by $\operatorname{grad} f(Q)=\mathrm{P}_{Q} \operatorname{grad} \hat{f}(Q)$.
Those relations are useful when one wishes to analyze optimization problems, and will hence be further developed for the problems we are interested in.

Below we look at the various problems introduced earlier and focus on the first problem to make these ideas more explicit.

Problem 1 Given $A \in \mathbb{C}^{m \times m}$ and $B \in \mathbb{C}^{n \times n}$, let

$$
\hat{f}: \mathbb{C}^{m \times k} \times \mathbb{C}^{n \times k} \rightarrow \mathbb{C}:(U, V) \mapsto \hat{f}(U, V)=\operatorname{dist}\left(U^{*} A U, V^{*} B V\right),
$$

find the minimizer of

$$
f: \operatorname{St}(k, m) \times \operatorname{St}(k, n) \rightarrow \mathbb{C}:(U, V) \mapsto f(U, V)=\hat{f}(U, V),
$$

where

$$
\operatorname{St}(k, m)=\left\{U \in \mathbb{C}^{m \times k}: U^{*} U=I_{k}\right\}
$$

denotes the compact Stiefel manifold.

Let $A=\left(A_{1}, A_{2}\right)$ and $B=\left(B_{1}, B_{2}\right)$ be pairs of matrices. We define the following useful operations:

- an entrywise product, $A \diamond B=\left(A_{1} B_{1}, A_{2} B_{2}\right)$,
- a contraction product, $A \star B=A_{1} B_{1}+A_{2} B_{2}$, and
- a conjugate-transpose operation, $A^{*}=\left(A_{1}^{*}, A_{2}^{*}\right)$.

The definitions of the binary operations, $\diamond$ and $\star$, are (for readability) extended to single matrices when one has to deal with pairs of identical matrices. Let, for instance, $A=\left(A_{1}, A_{2}\right)$ be a pair of matrices and $B$ be a single matrix, we define

$$
\begin{aligned}
& A \diamond B=\left(A_{1}, A_{2}\right) \diamond B=\left(A_{1}, A_{2}\right) \diamond(B, B)=\left(A_{1} B, A_{2} B\right) \\
& A \star B=\left(A_{1}, A_{2}\right) \star B=\left(A_{1}, A_{2}\right) \star(B, B)=A_{1} B+A_{2} B
\end{aligned}
$$

The feasible set of Problem 1 is given by the cartesian product of two compact Stiefel manifolds, namely $\mathcal{M}=\operatorname{St}(k, m) \times \operatorname{St}(k, n)$ and is hence a manifold itself ( $c f$. [5]). Moreover, we can prove that $\mathcal{M}$ is an embedded submanifold of $\mathcal{E}=\mathbb{C}^{m \times k} \times \mathbb{C}^{n \times k}$. Indeed, consider the function

$$
F: \mathcal{E} \rightarrow \mathcal{S}_{H e r}(k) \times \mathcal{S}_{H e r}(k): M \mapsto M^{*} \diamond M-\left(I_{k}, I_{k}\right)
$$

where $\mathcal{S}_{\text {Her }}(k)$ denotes the set of Hermitian matrices of order $k$. Clearly, $\mathcal{M}=F^{-1}\left(0_{k}, 0_{k}\right)$. It remains to show that each point $M \in \mathcal{M}$ is a regular value of $F$ which means that $F$ has full rank, i.e. for all $\hat{Z} \in$ $\mathcal{S}_{\text {Her }}(k) \times \mathcal{S}_{\text {Her }}(k)$, there exists $Z \in \mathcal{E}$ such that $\operatorname{DF}(M) \cdot Z=\hat{Z}$. It is easy to see that $\mathrm{D} F(M) \cdot(M \diamond \hat{Z} / 2)=\hat{Z}$, and according to the submersion theorem, it follows that $\mathcal{M}$ is an embedded submanifold of $\mathcal{E}$.
The tangent space to $\mathcal{E}$ at a point $M=(U, V) \in \mathcal{E}$ is the embedding space itself $\left(\right.$ i.e. $\left.T_{M} \mathcal{E} \simeq \mathcal{E}\right)$, whereas the tangent space to $\mathcal{M}$ at a point $M=(U, V) \in \mathcal{M}$ is given by

$$
\begin{aligned}
T_{M} \mathcal{M} & :=\{\dot{\gamma}(0): \gamma, \text { differentiable curve on } \mathcal{M} \text { with } \gamma(0)=M\} \\
= & \left\{\xi=\left(\xi_{U}, \xi_{V}\right): \operatorname{Her}\left(\xi^{*} \diamond M\right)=0\right\} \\
= & \left\{M \diamond\binom{\Omega_{U}}{\Omega_{V}}+M_{\perp} \diamond\binom{K_{U}}{K_{V}}: \Omega_{U}, \Omega_{V} \in \mathcal{S}_{s-H e r}(k)\right\}
\end{aligned}
$$

where $M_{\perp}=\left(U_{\perp}, V_{\perp}\right)$ with $U_{\perp}$ and $V_{\perp}$ any orthogonal complement of respectively $U$ and $V$, where $\operatorname{Her}(\cdot)$ stands for

$$
\operatorname{Her}(\cdot): X \mapsto\left(X+X^{*}\right) / 2
$$

and where $\mathcal{S}_{s-H e r}(k)$ denotes the set of skew-Hermitian matrices of order $k$. We endow the tangent space $T_{M} \mathcal{E}$ with an inner product:

$$
\hat{g}_{M}(\cdot, \cdot): T_{M} \mathcal{E} \times T_{M} \mathcal{E} \rightarrow \mathbb{C}: \xi, \zeta \mapsto \hat{g}_{M}(\xi, \zeta)=\Re \operatorname{tr}\left(\xi^{*} \star \zeta\right)
$$

and define its restriction on the tangent space $T_{M} \mathcal{M}\left(\subset T_{M} \mathcal{E}\right)$ :

$$
g_{M}(\cdot, \cdot): T_{M} \mathcal{M} \times T_{M} \mathcal{M} \rightarrow \mathbb{C}: \xi, \zeta \mapsto g_{M}(\xi, \zeta)=\hat{g}_{M}(\xi, \zeta)
$$

One may now define the normal space to $\mathcal{M}$ at a point $M \in \mathcal{M}$ :

$$
\begin{aligned}
T_{M}^{\perp} \mathcal{M} & :=\left\{\xi: \hat{g}_{M}(\xi, \zeta)=0, \forall \zeta \in T_{M} \mathcal{M}\right\} \\
& =\left\{M \diamond\left(H_{U}, H_{V}\right): H_{U}, H_{V} \in \mathcal{S}_{H e r}(k)\right\}
\end{aligned}
$$

where $\mathcal{S}_{H e r}(k)$ denotes the set of Hermitian matrices of order $k$.

Problem 2 Given $A \in \mathbb{C}^{m \times m}$ and $B \in \mathbb{C}^{n \times n}$, let

$$
\hat{f}: \mathbb{C}^{n \times m} \rightarrow \mathbb{C}: X \mapsto \hat{f}(X)=\operatorname{dist}(X A, B X)
$$

find the minimizer of

$$
f: \mathcal{M} \rightarrow \mathbb{C}: X \mapsto f(X)=\hat{f}(X),
$$

where $\mathcal{M}=\left\{V U^{*} \in \mathbb{C}^{n \times m}:(U, V) \in \operatorname{St}(k, m) \times \operatorname{St}(k, n)\right\}$.
$\mathcal{M}$ is a smooth and connected manifold. Indeed, let $\Sigma:=\left[\begin{array}{cc}I_{k} & 0 \\ 0 & 0\end{array}\right]$ be an element of $\mathcal{M}$. Since every $X \in \mathcal{M}$ is congruent to $\Sigma$ by the congruence action $((\tilde{U}, \tilde{V}), X) \mapsto \tilde{V}^{*} X \tilde{U},(\tilde{U}, \tilde{V}) \in \mathrm{U}(m) \times \mathrm{U}(n)$, where $\mathrm{U}(n)=$ $\left\{U \in \mathbb{C}^{n \times n}: U^{*} U=I_{n}\right\}$ denotes the unitary group of degree $n$. The set $\mathcal{M}$ is an orbit of this smooth complex algebraic Lie group action of $\mathrm{U}(m) \times$ $\mathrm{U}(n)$ on $\mathbb{C}^{n \times m}$ and therefore a smooth manifold [6, App. C]. $\mathcal{M}$ is the image of the connected subset $\mathrm{U}(m) \times \mathrm{U}(n)$ of the continuous (and in fact smooth) map $\pi: \mathrm{U}(m) \times \mathrm{U}(n) \rightarrow \mathbb{C}^{n \times m}, \pi(\tilde{U}, \tilde{V})=\tilde{V}^{*} X \tilde{U}$, and hence is also connected.
The tangent space to $\mathcal{M}$ at a point $X=V U^{*} \in \mathcal{M}$ is

$$
\begin{aligned}
T_{X} \mathcal{M} & :=\{\dot{\gamma}(0): \gamma \text { curve on } \mathcal{M} \text { with } \gamma(0)=X\} \\
& =\left\{\xi_{V} U^{*}+V \xi_{U}^{*}: \operatorname{Her}\left(V^{*} \xi_{V}\right)=\operatorname{Her}\left(U^{*} \xi_{U}\right)=0_{k}\right\} \\
& =\left\{V \Omega U^{*}+V K_{U}^{*} U_{\perp}^{*}+V_{\perp} K_{V} U^{*}: \Omega \in \mathcal{S}_{s-H e r}(k)\right\}
\end{aligned}
$$

We endow the tangent space $T_{X} \mathbb{C}^{n \times m} \simeq \mathbb{C}^{n \times m}$ with an inner product:

$$
\hat{g}_{X}(\cdot, \cdot): T_{X} \mathbb{C}^{n \times m} \times T_{X} \mathbb{C}^{n \times m} \mapsto \mathbb{C}: \xi, \zeta \rightarrow \hat{g}_{X}(\xi, \zeta)=\Re \operatorname{tr}\left(\xi^{*} \zeta\right),
$$

and define its restriction on the tangent space $T_{X} \mathcal{M}\left(\subset T_{X} \mathcal{E}\right)$ :

$$
g_{X}(\cdot, \cdot): T_{X} \mathcal{M} \times T_{X} \mathcal{M} \mapsto \mathbb{C}: \xi, \zeta \rightarrow g_{X}(\xi, \zeta)=\hat{g}_{X}(\xi, \zeta)
$$

One may now define the normal space to $\mathcal{M}$ at a point $X \in \mathcal{M}$ :

$$
\begin{aligned}
T_{X}^{\perp} \mathcal{M} & :=\left\{\xi: \hat{g}_{X}(\xi, \zeta)=0, \forall \zeta \in T_{X} \mathcal{M}\right\} \\
& =\left\{V H U^{*}+V_{\perp} K U_{\perp}^{*}: H \in \mathcal{S}_{H e r}(k)\right\}
\end{aligned}
$$

Problem 3 Given $A \in \mathbb{C}^{m \times m}$ and $B \in \mathbb{C}^{n \times n}$, let

$$
\hat{f}: \mathbb{C}^{n \times m} \rightarrow \mathbb{C}: X \mapsto \hat{f}(X)=\operatorname{dist}\left(X, B X A^{*}\right)
$$

find the minimizer of

$$
f: \mathcal{M} \rightarrow \mathbb{C}: X \mapsto f(X)=\hat{f}(X)
$$

where $\mathcal{M}=\left\{V U^{*} \in \mathbb{C}^{n \times m}:(U, V) \in \operatorname{St}(k, m) \times \operatorname{St}(k, n)\right\}$.
Since they have the same feasible set, topological developments obtained for Problem 2 hold also for Problem 3.

Problem 4 Given $A \in \mathbb{C}^{m \times m}$ and $B \in \mathbb{C}^{n \times n}$, let

$$
\hat{f}: \mathbb{C}^{n \times m} \rightarrow \mathbb{C}: S \mapsto \hat{f}(S)=\operatorname{dist}(S A, B S)
$$

find the minimizer of

$$
f: \mathcal{M} \rightarrow \mathbb{C}: X \mapsto f(X)=\hat{f}(X),
$$

where $\mathcal{M}=\left\{S \in \mathbb{C}^{n \times m}:\|S\|_{F}=1\right\}$.

The tangent space to $\mathcal{M}$ at a point $S \in \mathcal{M}$ is

$$
T_{S} \mathcal{M}=\left\{\xi: \Re \operatorname{tr}\left(\xi^{*} S\right)=0\right\}
$$

We endow the tangent space $T_{S} \mathbb{C}^{n \times m} \simeq \mathbb{C}^{n \times m}$ with an inner product:

$$
\hat{g}_{S}(\cdot, \cdot): T_{S} \mathbb{C}^{n \times m} \times T_{S} \mathbb{C}^{n \times m} \mapsto \mathbb{C}: \xi, \zeta \rightarrow \hat{g}_{S}(\xi, \zeta)=\Re \operatorname{tr}\left(\xi^{*} \zeta\right)
$$

and define its restriction on the tangent space $T_{S} \mathcal{M}\left(\subset T_{S} \mathcal{E}\right)$ :

$$
g_{S}(\cdot, \cdot): T_{S} \mathcal{M} \times T_{S} \mathcal{M} \mapsto \mathbb{C}: \xi, \zeta \rightarrow g_{S}(\xi, \zeta)=\hat{g}_{S}(\xi, \zeta)
$$

One may now define the normal space to $\mathcal{M}$ at a point $S \in \mathcal{M}$ :

$$
T_{S}^{\perp} \mathcal{M}:=\left\{\xi: \hat{g}_{S}(\xi, \zeta)=0, \forall \zeta \in T_{S} \mathcal{M}\right\}=\{\alpha S: \alpha \in \mathbb{R}\}
$$

Problem 5 Given $A \in \mathbb{C}^{m \times m}$ and $B \in \mathbb{C}^{n \times n}$, let

$$
\hat{f}: \mathbb{C}^{n \times m} \rightarrow \mathbb{C}: S \mapsto \hat{f}(S)=\operatorname{dist}\left(S, B S A^{*}\right)
$$

find the minimizer of

$$
f: \mathcal{M} \rightarrow \mathbb{C}: X \mapsto f(X)=\hat{f}(X)
$$

where $\mathcal{M}=\left\{S \in \mathbb{C}^{n \times m}:\|S\|_{F}=1\right\}$.

Since they have the same feasible set, topological developments obtained for Problem 4 also hold for Problem 5.

## 3 Optimality conditions

Our problems are optimization problems of smooth functions defined on a compact domain $\mathcal{M}$, and therefore there always exists an optimal solution $M \in \mathcal{M}$ where the first order optimality condition is satisfied,

$$
\begin{equation*}
\operatorname{grad} f(M)=0 \tag{3}
\end{equation*}
$$

We study the stationary points of Problem 1 in detail, and we show how the other problem can be tackled.

## Problem 1

We first analyze this optimality condition for Problem 1. For any $(W, Z) \in$ $T_{M} \mathcal{E}$, we have

$$
\begin{align*}
& \mathrm{D} \hat{f}(U, V) \cdot(W, Z) \\
& \quad=2 \Re \operatorname{tr}\binom{\left(W^{*} A U+U^{*} A W-Z^{*} B V-V^{*} B Z\right)^{*}}{\left(U^{*} A U-V^{*} B V\right)}  \tag{4}\\
& \quad=\hat{g}_{(U, V)}\left(2\binom{A U \Delta_{A B}^{*}+A^{*} U \Delta_{A B}}{B V \Delta_{B A}^{*}+B^{*} V \Delta_{B A}},(W, Z)\right)
\end{align*}
$$

with $\Delta_{A B}:=U^{*} A U-V^{*} B V=:-\Delta_{B A}$, and hence the gradient of $\hat{f}$ at a point $(U, V) \in \mathcal{E}$ is

$$
\begin{equation*}
\operatorname{grad} \hat{f}(U, V)=2\binom{A U \Delta_{A B}^{*}+A^{*} U \Delta_{A B}}{B V \Delta_{B A}^{*}+B^{*} V \Delta_{B A}} . \tag{5}
\end{equation*}
$$

Since the normal space $T_{M}^{\perp} \mathcal{M}$ is the orthogonal complement of the tangent space $T_{M} \mathcal{M}$, one can, for any $M \in \mathcal{M}$, decompose any $E \in \mathcal{E}$ into its orthogonal projections on $T_{M} \mathcal{M}$ and $T_{M}^{\perp} \mathcal{M}$ :

$$
\begin{equation*}
\mathrm{P}_{M} E:=E-\mathrm{P}_{M}^{\perp} E \quad \text { and } \quad \mathrm{P}_{M}^{\perp} E:=M \diamond \operatorname{Her}\left(M^{*} \diamond E\right) . \tag{6}
\end{equation*}
$$

For any $(W, Z) \in T_{M} \mathcal{M}$, (4) which yields

$$
\mathrm{D} \hat{f}(U, V) \cdot(W, Z)=g_{(U, V)}\left(\mathrm{P}_{M} \operatorname{grad} \hat{f}(U, V),(W, Z)\right)
$$

and the gradient of $f$ at a point $(U, V) \in \mathcal{M}$ is

$$
\begin{equation*}
\operatorname{grad} f(U, V)=\mathrm{P}_{M} \operatorname{grad} \hat{f}(M) \tag{7}
\end{equation*}
$$

For our problem, the first order optimality condition (3) yields, by means of (5), (6) and (7)

$$
\begin{equation*}
\binom{A U \Delta_{A B}^{*}+A^{*} U \Delta_{A B}}{B V \Delta_{B A}^{*}+B^{*} V \Delta_{B A}}=\binom{U}{V} \diamond \operatorname{Her}\binom{U^{*} A U \Delta_{A B}^{*}+U^{*} A^{*} U \Delta_{A B}}{V^{*} B V \Delta_{B A}^{*}+V^{*} B^{*} V \Delta_{B A}} \tag{8}
\end{equation*}
$$

Observe that $f$ is constant on the equivalence classes

$$
[U, V]=\{(U, V) \diamond Q: Q \in \mathrm{U}(k)\}
$$

and that any point of $[U, V]$ is a stationary point of $f$ whenever $(U, V)$ is. We consider the special case where $U^{*} A U$ and $V^{*} B V$ are simultaneously diagonalizable by a unitary matrix at all stationary points $(U, V)$ (it follows from (8) that this happens when $A$ and $B$ are both Hermitian), i.e. eigendecomposition of $U^{*} A U$ and $V^{*} B V$ are respectively $W D_{A} W^{*}$ and $W D_{B} W^{*}$, with $W \in \mathrm{U}(k)$ and $D_{A}=\operatorname{diag}\left(\theta_{1}^{A}, \cdots, \theta_{k}^{A}\right), D_{B}=$ $\operatorname{diag}\left(\theta_{1}^{B}, \cdots, \theta_{k}^{B}\right)$.
The cost function at stationary points simply reduces to $\sum_{i=1}^{k}\left|\theta_{i}^{A}-\theta_{i}^{B}\right|^{2}$ and the minimization problem roughly consists in finding the isometric projections $U^{*} A U, V^{*} B V$ such that their eigenvalues are as equal as possible.
More precisely, the first optimality condition becomes

$$
\begin{equation*}
\left[\binom{A}{B} \diamond\binom{U}{V} \diamond W-\binom{U}{V} \diamond W \diamond\binom{D_{A}}{D_{B}}\right] \diamond\binom{D_{A}-D_{B}}{D_{B}-D_{A}}=0, \tag{9}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\left[\binom{A}{B} \diamond\binom{\bar{U}_{i}}{\bar{V}_{i}}-\binom{\bar{U}_{i}}{\bar{V}_{i}} \diamond\binom{\theta_{i}^{A}}{\theta_{i}^{B}}\right] \diamond\binom{\theta_{i}^{A}-\theta_{i}^{B}}{\theta_{i}^{B}-\theta_{i}^{A}}=0, \quad i=1, \ldots, k \tag{10}
\end{equation*}
$$

where $\bar{U}_{i}$ and $\bar{V}_{i}$ denotes the $i^{\text {th }}$ column of $\bar{U}=U W$ and $\bar{V}=V W$ respectively. This implies that for all $i=1, \ldots, k$ either $\theta_{i}^{A}=\theta_{i}^{B}$ or $\left(\theta_{i}^{A}, \bar{U}_{i}\right)$ and $\left(\theta_{i}^{B}, \bar{V}_{i}\right)$ are eigenpairs of respectively $A$ and $B$. If $A$ and $B$ are Hermitian matrices and $\alpha_{1} \leq \alpha_{2} \leq \cdots \leq \alpha_{m}$ and $\beta_{1} \leq \beta_{2} \leq \cdots \leq \beta_{m}$ are their respective eigenvalues, the Cauchy interlacing theorem yields after reordering of the $\theta_{i}^{A}$ and $\theta_{i}^{B}$ in an increasing fashion

$$
\theta_{i}^{A} \in\left[\alpha_{i}, \alpha_{i-k+m}\right] \quad \text { and } \quad \theta_{i}^{B} \in\left[\beta_{i}, \beta_{i-k+n}\right], \quad i=1, \ldots, k .
$$

Definition 2 For $S_{1}$ and $S_{2}$, two non-empty subsets of a metric space, we define

$$
e_{d}\left(S_{1}, S_{2}\right)=\inf _{\substack{s_{1} \in S_{1} \\ s_{2} \in S_{2}}} d\left(s_{1}, s_{2}\right)
$$

When considering two non-empty subsets $\left[\alpha_{1}, \alpha_{2}\right]$ and $\left[\beta_{1}, \beta_{2}\right]$ of $\mathbb{R}$, one can easily see that

$$
e_{d}\left(\left[\alpha_{1}, \alpha_{2}\right],\left[\beta_{1}, \beta_{2}\right]\right)=\max \left(0, \alpha_{1}-\beta_{2}, \beta_{1}-\alpha_{2}\right) .
$$

Theorem 3.1 Let $\alpha_{1} \leq \alpha_{2} \leq \cdots \leq \alpha_{m}$ and $\beta_{1} \leq \beta_{2} \leq \cdots \leq \beta_{n}$ be the eigenvalues of Hermitian matrices respectively $A$ and $B$. The solution of Problem 1 is bounded below by

$$
\sum_{i=1}^{k}\left(e_{d}\left(\left[\alpha_{i}, \alpha_{i-k+m}\right],\left[\beta_{i}, \beta_{i-k+n}\right]\right)\right)^{2}
$$

with $d$ the Euclidean norm.
Proof Recall that when $A$ and $B$ are Hermitian matrices, the cost function at stationary points of Problem 1 reduces to

$$
\sum_{i=1}^{k}\left|\theta_{i}^{A}-\theta_{i}^{B}\right|^{2}
$$

where $\theta_{1}^{A}, \ldots, \theta_{k}^{A}$ and $\theta_{1}^{B}, \ldots, \theta_{k}^{B}$ are the eigenvalues of $U^{*} A U$ and $V^{*} B V$, respectively. It follows from the Cauchy interlacing theorem that the minimum of this function is bounded below by

$$
\begin{equation*}
\min _{\theta_{i}^{A}, \theta_{i}^{B}} \min _{\pi} \sum_{i=1}^{k}\left(\theta_{\pi(i)}^{A}-\theta_{i}^{B}\right)^{2} \tag{11}
\end{equation*}
$$

such that

$$
\begin{gather*}
\theta_{1}^{A} \leq \theta_{2}^{A} \leq \cdots \leq \theta_{k}^{A}, \quad \theta_{1}^{B} \leq \theta_{2}^{B} \leq \cdots \leq \theta_{k}^{B}  \tag{12}\\
\theta_{i}^{A} \in\left[\alpha_{i}, \alpha_{i-k+m}\right], \quad \theta_{i}^{B} \in\left[\beta_{i}, \beta_{i-k+n}\right] \tag{13}
\end{gather*}
$$

and $\pi(\cdot)$ is a permutation of $1, \ldots, k$.
Let $\theta_{1}^{A}, \ldots, \theta_{k}^{A}$, and $\theta_{1}^{B}, \ldots, \theta_{k}^{B}$ satisfy (12). Then, the identity permutation $\pi(i)=i$ is optimal for problem (11). Indeed, if $\pi$ is not the identity, then there exists $i$ and $j$ such that $i<j$ and $\pi(i)>\pi(j)$, and we have

$$
\begin{aligned}
\left(\theta_{i}^{A}\right. & \left.-\theta_{\pi(i)}^{B}\right)^{2}+\left(\theta_{j}^{A}-\theta_{\pi(j)}^{B}\right)^{2}-\left[\left(\theta_{j}^{A}-\theta_{\pi(i)}^{B}\right)^{2}+\left(\theta_{i}^{A}-\theta_{\pi(j)}^{B}\right)^{2}\right] \\
& =2\left(\theta_{j}^{A}-\theta_{i}^{A}\right)\left(\theta_{\pi(i)}^{B}-\theta_{\pi(j)}^{B}\right) \leq 0
\end{aligned}
$$

Since the identity permutation is optimal, our minimization problem simply reduces to

$$
\sum_{i=1}^{k} \min _{(12)(13)}\left(\theta_{i}^{A}-\theta_{i}^{B}\right)^{2}
$$

We now show that (12) can be relaxed. Indeed, assume there is an optimal solution that does not satisfy the ordering condition, i.e. there exist $i$ and


Figure 1: Let the $\alpha_{i}$ and $\beta_{i}$ be the eigenvalues of the Hermitian matrices $A$ and $B$, and $k=3$. Problem 1 is then equivalent to $\sum_{i=1}^{3} \min _{\theta_{i}^{A}, \theta_{i}^{B}}\left(\theta_{i}^{A}-\theta_{i}^{B}\right)^{2}$ such that $\theta_{i}^{A} \in\left[\alpha_{i}, \alpha_{i+3}\right]$, $\theta_{i}^{B} \in\left[\beta_{i}, \beta_{i+4}\right]$. The two first terms of this sum have strictly positive contributions whereas the third one can be reduced to zero within a continuous set of values for $\theta_{3}^{A}$ and $\theta_{3}^{B}$ in $\left[\alpha_{3}, \beta_{7}\right]$.
$j, i<j$ such that $\theta_{j}^{A} \leq \theta_{i}^{A}$. One can see that the following inequalities hold

$$
\alpha_{i} \leq \alpha_{j} \leq \theta_{j}^{A} \leq \theta_{i}^{A} \leq \alpha_{i-k+m} \leq \alpha_{j-k+m}
$$

Since $\theta_{i}^{A}$ belongs to [ $\alpha_{j}, \alpha_{j-k+m}$ ] and $\theta_{j}^{A}$ belongs to [ $\alpha_{i}, \alpha_{i-k+m}$ ], one can switch $i$ and $j$ and build an ordered solution that does not change the cost function and hence remains optimal.

It follows that $\sum_{i=1}^{k} \min _{(12)(13)}\left(\theta_{i}^{A}-\theta_{i}^{B}\right)^{2}$ is equal to $\sum_{i=1}^{k} \min _{(13)}\left(\theta_{i}^{A}-\theta_{i}^{B}\right)^{2}$. This result is precisely what we were looking for.

We conjecture that the Cauchy interlacing condition are "tight" in the following sense:

Conjecture 1 Let $A \in \mathcal{S}_{H e r}(m)$ with eigenvalues $\alpha_{1} \leq \alpha_{2} \leq \ldots \leq \alpha_{m}$. Let $\theta_{1} \leq \theta_{2} \leq \ldots \leq \theta_{k}$ satisfy the interlacing conditions

$$
\theta_{i} \in\left[\alpha_{i}, \alpha_{i-k+m}\right], \quad i=1, \ldots, k .
$$

Then there exists $U \in \operatorname{St}(k, m)$ such that $\left\{\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right\}$ is the spectrum of $U^{*} A U$.

If this conjecture holds, then Theorem 3.1 holds without the words "bounded below by".

Figure 1 gives an example of optimal matching.

## Problem 2

For all $Y \in T_{X} \mathbb{C}^{n \times m} \simeq \mathbb{C}^{n \times m}$, we have

$$
\begin{equation*}
\mathrm{D} \hat{f}(X) \cdot Y=2 \Re \operatorname{tr}\left(Y^{*}\left(X A A^{*}-B^{*} X A-B X A^{*}+B^{*} B X\right)\right) \tag{14}
\end{equation*}
$$

and hence the gradient of $\hat{f}$ at a point $X \in \mathbb{C}^{n \times m}$ is

$$
\begin{equation*}
\operatorname{grad} \hat{f}(X)=2\left(X A A^{*}-B^{*} X A-B X A^{*}+B^{*} B X\right) \tag{15}
\end{equation*}
$$

Since the normal space $T_{X}^{\perp} \mathcal{M}$ is the orthogonal complement of the tangent space $T_{X} \mathcal{M}$, one can, for any $X=V U^{*} \in \mathcal{M}$, decompose any $E \in \mathbb{C}^{n \times m}$ into its orthogonal projections on $T_{X} \mathcal{M}$ and $T_{X}^{\perp} \mathcal{M}$ :

$$
\begin{align*}
& \mathrm{P}_{X} E=E-V \operatorname{Her}\left(V^{*} E U\right) U^{*}-\left(I_{n}-V V^{*}\right) E\left(I_{m}-U U^{*}\right), \text { and } \\
& \mathrm{P}_{X}^{\perp} E=V \operatorname{Her}\left(V^{*} E U\right) U^{*}+\left(I_{n}-V V^{*}\right) E\left(I_{m}-U U^{*}\right) . \tag{16}
\end{align*}
$$

For any $Y \in T_{X} \mathcal{M}$, (14) hence yields

$$
\mathrm{D} \hat{f}(X) \cdot Y=\mathrm{D} f(X) \cdot Y=g_{X}\left(\mathrm{P}_{X} \operatorname{grad} \hat{f}(X), Y\right)
$$

and the gradient of $f$ at a point $X=V U^{*} \in \mathcal{M}$ is

$$
\begin{equation*}
\operatorname{grad} f(X)=\mathrm{P}_{X} \operatorname{grad} \hat{f}(X) \tag{17}
\end{equation*}
$$

## Problem 3

This problem is very similar to Problem 2. We have

$$
\begin{equation*}
\mathrm{D} \hat{f}(X) \cdot Y=2 \Re \operatorname{tr}\left(Y^{*}\left(X-B^{*} X A-B X A^{*}+B^{*} B X A^{*} A\right)\right), \tag{18}
\end{equation*}
$$

for all $Y \in T_{X} \mathbb{C}^{n \times m} \simeq \mathbb{C}^{n \times m}$, and hence the gradient of $\hat{f}$ at a point $X \in \mathbb{C}^{n \times m}$ is

$$
\operatorname{grad} \hat{f}(X)=2\left(X-B^{*} X A-B X A^{*}+B^{*} B X A^{*} A\right) .
$$

The feasible set is the same as in Problem 2. Hence the orthogonal decomposition (16) holds, and the gradient of $f$ at a point $X=V U^{*} \in \mathcal{M}$ is

$$
\operatorname{grad} f(X)=\mathrm{P}_{X} \operatorname{grad} \hat{f}(X)
$$

## Problem 4

For all $T \in T_{S} \mathbb{C}^{n \times m} \simeq \mathbb{C}^{n \times m}$, we have

$$
\begin{equation*}
\mathrm{D} \hat{f}(S) \cdot T=2 \Re \operatorname{tr}\left(T^{*}\left(S A A^{*}-B^{*} S A-B S A^{*}+B^{*} B S\right)\right), \tag{19}
\end{equation*}
$$

and hence the gradient of $\hat{f}$ at a point $S \in \mathbb{C}^{n \times m}$ is

$$
\begin{equation*}
\operatorname{grad} \hat{f}(S)=2\left(S A A^{*}-B^{*} S A-B S A^{*}+B^{*} B S\right) . \tag{20}
\end{equation*}
$$

Since the normal space, $T_{S}^{\perp} \mathcal{M}$, is the orthogonal complement of the tangent space, $T_{S} \mathcal{M}$, one can, for any $S \in \mathcal{M}$, decompose any $E \in \mathbb{C}^{n \times m}$ into its orthogonal projections on $T_{S} \mathcal{M}$ and $T_{S}^{\perp} \mathcal{M}$ :

$$
\begin{equation*}
\mathrm{P}_{S} E=E-S \Re \operatorname{tr}\left(S^{*} E\right) \quad \text { and } \quad \mathrm{P}_{S}^{\perp} E=S \Re \operatorname{tr}\left(S^{*} E\right) \tag{21}
\end{equation*}
$$

For any $T \in T_{S} \mathcal{M}$, (19) then yields

$$
\mathrm{D} \hat{f}(S) \cdot T=\mathrm{D} f(S) \cdot T=g_{S}\left(\mathrm{P}_{S} \operatorname{grad} \hat{f}(S), T\right)
$$

and the gradient of $f$ at a point $S \in \mathcal{M}$ is $\operatorname{grad} f(S)=\mathrm{P}_{S} \operatorname{grad} \hat{f}(S)$. For our problem, (3) yields, by means of (20) and (21)

$$
\lambda S=(S A-B S) A^{*}-B^{*}(S A-B S)
$$

where $\lambda=\operatorname{tr}\left((S A-B S)^{*}(S A-B S)\right) \equiv \hat{f}(S)$. Its equivalent vectorized form is

$$
\lambda \operatorname{vec}(S)=\left(A^{T} \otimes I-I \otimes B\right)^{*}\left(A^{T} \otimes I-I \otimes B\right) \operatorname{vec}(S)
$$

Hence, the stationary points of Problem 4 are given by the eigenvectors of $\left(A^{T} \otimes I-I \otimes B\right)^{*}\left(A^{T} \otimes I-I \otimes B\right)$. The cost function $f$ simply reduces to the corresponding eigenvalue and the minimal cost is then the smallest eigenvalue.

## Problem 5

This problem is very similar to Problem 4. A similar approach yields

$$
\lambda S=\left(S-B S A^{*}\right)-B^{*}\left(S-B S A^{*}\right) A
$$

where $\lambda=\operatorname{tr}\left(\left(S-B S A^{*}\right)^{*}\left(S-B S A^{*}\right)\right)$. Its equivalent vectorized form is

$$
\lambda \operatorname{vec}(S)=(I \otimes I-\bar{A} \otimes B)^{*}(I \otimes I-\bar{A} \otimes B) \operatorname{vec}(S)
$$

where $\bar{A}$ denotes the complex conjugate of $A$.
Hence, the stationary points of Problem 5 are given by the eigenvectors of $(I \otimes I-\bar{A} \otimes B)^{*}(I \otimes I-\bar{A} \otimes B)$, and the cost function $f$ again simply reduces to the corresponding eigenvalue and the minimal cost is then the smallest eigenvalue.

## 4 Relation to the Crawford Number

The field of values of a square matrix $A$ is defined as the set of complex numbers

$$
\mathcal{F}(A):=\left\{x^{*} A x: x^{*} x=1\right\}
$$

and is known to be a closed convex set [7]. The Crawford number is defined as the distance from that compact set to the origin

$$
C r(A):=\min \{|\lambda|: \lambda \in \mathcal{F}(A)\},
$$

and can be computed e.g. with techniques described in [7]. One could define the generalized Crawford number of two matrices $A$ and $B$ as the distance between $\mathcal{F}(A)$ and $\mathcal{F}(B)$, i.e.

$$
C r(A, B):=\min \{|\lambda-\mu|: \lambda \in \mathcal{F}(A), \mu \in \mathcal{F}(B)\} .
$$

Clearly, $\operatorname{Cr}(A, 0)=C r(A)$ which thus generalizes the concept. Moreover this is a special case of our problem since

$$
C r(A, B)=\min _{U^{*} U=V^{*} V=1}\left\|U^{*} A U-V^{*} B V\right\| .
$$

One can say that Problem 1 is a $k$-dimensional extension of this problem.
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