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ABSTRACT 

This paper is concerned with a systematic approach to the properties of Z-lossless 
rational transfer functions in the discrete as well as in the continuous time case. As a 
result, a unifying framework is revealed where several known results fit naturally. 
Special attention is given to the embedding problem of the Lyapunov equation in view 
of its direct application to generalized Levinson algorithms. 

1. INTRODUCTION 

An r X r rational matrix R(x) is said to be Z-lossless in the discrete time 
case provided it satisfies the following set of conditions: 

R(z)BR(z) < z in 121>1, 

R( z)ZR( z) = z at /z/=1, (1) 

R(z)Z@) >, z in jzj<l 

with Z a signature matrix of the form I,@ - I, and T = p + 4. As a matter of 
fact, the third constraint is actually redundant in the above definition (See 
section 2), and the identity R(l/z) = Z~~-‘(Z)I: readily follows by analytic 
continuation from the middle equality (1). 
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Z-lossless rational matrices T(p) are similarly defined in the continuous 
time case by replacing the constraints (1) by 

In the same way as in the discrete case, these constraints are redundant and 
the identity T( - p) = Xi’-‘( p)Z is a direct consequence of the definition. 

It turns out that Z-lossless matrices enjoy remarkable properties. The three 
following results discussed in details in this paper are intimately connected. 

RESULT I (State space realization). 

(a) Discrete Time Case. Let {F, G, H, J} be a minimal realization of a 
proper transfer function R(z). Then R(z) is Z-lossless if and only if there 
exists a positive definite matrix P satisfying 

[z :I[’ ,I[a :I= [’ ,I 
Moreover, this matrix P is unique. 

(b) Continuous time case. lf (A, B, C, D} is a minimal realization of a 
proper transfer function T(p), the above result remains the same except that 
the conditions (3) are replaced by 

AP+PA Pz: _ B 
CP 0 ]-[D]‘[R Dl=[’ x]’ 

RESULT II (Factorization). Any Z-lossless rational matrix of degree n can 
be factorized as a product of n Z-lossless rational matrices of degree one. 

RESULT III (Embedding of the Lyapunov equation). 

(a) Discrete time case. Let F and P be two n x n arbitrary matrices with 
P positive definite. Clearly, the difference P-FPP can be written as 

P-FPp=GZG (5) 

in an infinite number of different ways. Note that neither G, nor the 
signature matrix 2, nor even their dimensions are uniquely defined by (5). 
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However, for any admissible pair (G, IX), there always exists an embedding 
{F, G, H, J} satisfying (3). 

(b) Continuous time case. Replacing F by A and (5) by 

AP+PA= -BZ& (6) 

the continuous time equivalent of the above result is that one can always find 
an arbitrary {A, B, C, D} satisfying (4) for any admissible pair (B, 2). 

Let us first make a few comments about the very formulation of the 
results presented. The restriction in the realization problem that R(x) and 
T(p) have to be proper is in fact inessential; as is well known, one can always 
reduce the problem to this situation by an appropriate variable transforma- 
tion. Also, since the continuous time and the discrete time formulations are 
related through simple transformation as described in Appendix 1, we will 
concentrate on the discrete time version and supply the additional material to 
accommodate the continuous time case only when specifically needed. Fi- 
nally, since P is positive definite in (3)-(6) an d as a state space realization of a 

transfer function is only defined up to an arbitrary state space transformation, 
P can be reduced to the identity matrix by using any transformation N such 
that P = iV& In the sequel, such a state space transformation will be 
emphasized by using script letters (‘??,9,. . .} instead of {F, G, . . . }. In connec- 
tion with this, it is interesting to point out that a realization (%,C?J, x, &} is 
balanced, as described by Moore [l]. 

The interest in Z-lossless transfer functions is by no means new in the 
technical literature. Let us first mention classical network theory, where the 
case Z = I, (p = T, q = 0) is standard. Indeed, T(p) can be viewed as the 
scattering matrix of a lossless r-port, whose factorization properties are well 
known [2]. Any realization of such a scattering matrix satisfies (4), which is 
nothing but the lossless form of the bounded real lemma [3]. Such realizations 
were extensively used by Youla and Tissi in a particular synthesis procedure 
[4]. Still in the same context, the case Z * Z has also been considered in 
connection with the factorization problem of the so-called transfer matrix [S] 
and is at least implicitly touched on in any cascade synthesis procedure. The 
situation is quite similar in linear estimation theory. For example, ladder 
filters for stationary stochastic processes are known to be a direct implemen- 
tation of the factorization of a related Z-lossless transfer function with 
Z = I,@ - I, and thus r = 2p [6]. Renewed interest has been recently aroused 
by the same subject from the viewpoint of a-stationary stochastic processes; as 
a matter of fact, Equation (S), particularized to F being the shift operator and 
P a covariance matrix, leads to the concept of displacement rank [7], yielding 

a generalized Levinson algorithm [B] and hopefully ladder structures for 
nonstationary stochastic processes. Needless to say, there are numerous 
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publications devoted to the Lyapunov equation, mostly in connection with 
stability analysis; however, the embedding of this equation in a matrix 
satisfying (3) or (4) does not seem to have received much attention to date. 
Let us finally remark that the factorization problem for Z-lossless functions 
can be considered as a particular case of the minimal factorization of arbitrary 
rational transfer matrices; the reader is especially referred to [9] and the 
references therein for more details about that question. 

Special attention has to be directed to the more abstract mathematical 
literature on the subject, especially in the context of operator theory. Let us 
mention in this direction five particularly relevant references. In the discrete 
time case, the factorization problem for arbitrary (not necessarily rational) 
Z-lossless functions was discussed and completely solved by Potapov [lo]. In 
the continuous time case, the factorization as well as the embedding problems 
were considered by Livsic and Brodskii [ll, 131 in the abstract setting of 
colligations; in particular, these authors introduced so-called triangular opera- 
tor models, yielding straightforward factorization solutions. These results were 
translated to the discrete time case for the particular situation B = Z in [12]. 
The embedding of the Lyapunov equation can be viewed as a problem of 
completing a set of independent vectors in an indefinite metric, which is, e.g., 
extensively treated by Bognar [16]. 

In view of the abundant literature available on the subject, it should be 
clear from the outset that the main interest of this paper does not lie in the 
originality of the material presented. However, there seems to be a definite 
need first for a unifying approach to Z-lossless transfer functions in the 
rational case, secondly to fill in some missing gaps in the literature, and last 
but not least to provide a comprehensive account of the theory, based upon 
arguments as simple as possible. An important by-product of this develop- 
ment is the direct application to the problem of generalized Levinson 
algorithms, which in this set up allow for an easier description and better 
insights [ 17-201. 

2. THE REALIZATION PROBLEM 

Let {F, G, H, J} be a minimal realization of an T x r Z-lossless transfer 
function of degree n, i.e. 

R(z)=J+H(zZ,-F)m'G. 

Partitioning R(z) conformably with Z, 

(12) 

R(z)= 
R,,b) R&d 

R,,(d 1 R&) ' 
03) 
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one can introduce a new r X r transfer function S(x) defined by 

In view of the constraints (1) and by using the results of Appendix 2 with 
X = R(z), Y = S(z), Z, = I,, and Z, = - I,, the derived transfer function 
S(z) is readily seen to be lossless, i.e. I-lossless. 

It turns out that a state space realization of S(z), 

S(z)=J,+H,(zl,-F,)~‘G,, (15) 

can easily be deduced from (12). Indeed, the first constraint (1) imposes in 
particular 

in (z ( > 1, so that R&cc) = _L,, is nonsingular. With the appropriate partition- 
ing of G, H, J, one thus obtains after elementary algebraic manipulations 

LEMMA 1. lf a realization of a C-lossless transfer function R(z) is 
minimal, so is the realization of its associated lossless transfer function S(x) 

Proof. From the identity 

[4-F, G I (18) 
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one first deduces that the realization (15) is controllable together with the 
realization (12). The dual argument can clearly be applied for the observabil- 
ity condition. n 

LEMMA 2. For any minimal realization of a 1ossZess transfer function 
S(z) = I, + H,( .zZ, - F,) ’ G,, there exists a unique positive definite matrix P 
satisfying 

(19) 

Proof. The proof of the existence of such a positive definite matrix P is 
trivial, since (19) is nothing but the lossless form of the bounded real lemma 
[3] in the discrete case (see Appendix 1). The uniqueness of P is proved 
ab absurd0 by considering the top left block entry of (19) for two matrices P, 
and Pz, which implies P, - P2 = F,k(P1 - P,)Fs’ for all positive integers k; 
since all the poles of a lossless transfer function lie necessarily in the open unit 
disk, one is left with the identity P, = Pz by letting k + co. n 

THEOREM 3. A transfer function R(z) is Z-lossless if and only if to any 
of its minimal realizations R(z) = J + H(zZ, - F))‘G, there corresponds a 
positive definite matrix P satisfying 

[ii 3’ x1[: :I=[’ 21. (20) 

Moreover, the matrix P is unique and identical to the matrix P of Lemma 2 
provided the realization of S(z) is deduced from R(z) via (15) and (17). 

Proof. The proof is immediate in one direction by using Lemma 2 and 
Theorem 16 of Appendix 2 with 2, = P@Z,, Z, = - I,, 

Xl, = 
G‘2 

[ 1 I ’ x,1= [Hz J,l]> x2, = JZZ> 
12 

and 

‘1, = (21) 

The proof of the converse statement is achieved by noting that the difference 
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Z - R(x)ZR(z) can be written as 

z-R(z)Zii(z)=(~z~2-1)H(zz-F)-1P(zz-F)-’fi (22) 

with the help of (20). n 

COROLLARY 3. There exist minimal balanced realizations { 9,4, X, &} of 
any Z-lossless transfer function R(z) (P = I,). 

A continuous time version of Theorem 3, trivially obtained via Appendix 
1, turns out to be 

THEOREM 4. A transfer function T(p) is Z-lossless if and only if to any 
of its minimal realizations T(p) = D + C( PI, - A)-‘B, there corresponds a 
positive definite matrix P sati&ng 

AP+ PA Pe 
CP 0 ]+[;]Wj dl=[” 21 (23) 

and this matrix P is unique. Moreover, a minimal realization of T(p) can 
always be balanced. 

To end up this section, let us indicate how the matrix P can be determined 
from a given minimal realization {F, G, H, J). By considering the realization 
{F,, G,, H,, .I,> deduced from {F, G, H, J} via (17), P can be obtained from 
the top left block entry of (20) as the exponentially convergent series 

(24) 

The matrix P can also be computed directly from the realization {F, G, H, J} 
by the following argument. Let us introduce V, and V,, the controllability and 
observability matrices respectively. With I, Q Z = Z: @ Z @ Z @ * * . the 
Kronecker product of Z and I,, one easily verifies from (20) that the matrix 
R* of dimension (r + 1)n defined by 

R* = 
F” V,E 

[ 1 VO K 
(25) 

is [PCB (1,8X)]-unitary, where E is the permutation matrix consisting of 
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identity matrices I, on the second block diagonal, while K stands for the T X n 

matrix 

K= 

I 
HG J 
HFG HG 

HF”-2G HF”-3G . . . J 

(26) 

From the [P @ (I,@ Z)]-unitary relations, one then obtains V, PC0 = I,@ Z - 
K(Z,@X)l? as well as vcPplV,. = E[Z,@PZ - k(Z,@Z)K] E, so that P can be 
expressed as 

(27) 

and its inverse P- ’ as 

Ppl=(v,.v,.) ‘V,E[I,~Z-R(I,,~Z)K]E~(V,.V,)~l. (28) 

An explicit form of the matrix P in the continuous time case can be 
achieved essentially in the same way; the identity V,P = Lvc deduced from 
(23) with 

L= 

yields directly 

-DZ 
- CBZ DZ 
- CABZ CBZ 

_ CA”- 2BZ CA”-“BE . . (- l)“-‘DC 

P = (Q) - lqLv,.. 

3. THE FACTORIZATION PROBLEM 

(29) 

(30) 

The factorization properties of Z-lossless transfer functions can be 
described in a simple manner with the help of the socalled triangular models 
introduced by Livsic and Bordskii [ 11-131. To explain this, let us first 
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introduce the notation 

9 4 
9-L= x & [ 1 (31) 

corresponding to a balanced realization of a Z-lossless transfer function 
R(s)= $ + X(zZ, - 4))‘4 so as to have %(Z,,@2)C% = (Z,@Z). Next as- 
sume 5 to be lower-block triangular: 

(32) 

where (Y and fi are the dimensions of the blocks Ta, and Tflfl respectively 

(CY + p = n); define the conformal partitions 4 = [Ga,, gP] and X = [X,, XP]. 
From the algebraic property of Zunitary matrices proved in Appendix 3, an 
(I,,@ Z)-unitary matrix ‘TRr of the form 

Tl 0 G, 

$j+ 0 zp 0 

[ 1 (33) 

XI 0 $1 

with %r = Ta,, 4, = CIa is known to exist; as a result, the transfer function 
R,(z) = &r + X,(zZ, - TL)-’ 4, is C-lossless. 

LEMMA 5. The matrix CR2 = CR$PL~ ’ is (I,@ Z )-unitary and has the form 

I, 0 0 

6jt,= [ 0 g2 9, 1 , (34) 

0 x2 $2 

and the Z-lossless transfer function R(x) can be factorized as the product of 
the two Z-lossless transfer functions 

R(z) = R,(+,(z) 

with R,(z)= s2 + X,(zZP - $-‘C$. 
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Proof, The first statement is obvious, since (I,@ x)-unitary matrices 
clearly form a group for the multiplication. The last statement is readily 
proved by direct verification, so that one is left with establishing the particu- 
lar form (34). Denoting by Xi, j (1~ i, j< 3) the block entries of 9 2, one 
deduces from the equality C%2Ci?,L1 = 9, the values Xi, = 0, X2, = ‘Tpbk, X3, = ‘xfl 
on the one hand and the equations 

(x1, - z,)~l + x,JY, = 0, (Xl1 - zap1 + Xl,&, = 0 

on the other hand; since 6%i is nonsingular, this forces Xi, = I,, Xi, = 0. 
Finally, the relations X,, = X,, = 0 are found to be direct consequences of the 
(I,@ Z)-unitarity of %a. n 

By using the identity ‘2%;’ = (I,@Z)6.i (I,@Z), the nontrivial block 
entries of 3 a are expressed in terms of 9 and 9, 1 as 

On the basis of the above lemma, we are now in a position to prove the 
following important factorization theorem. 

THEOREM 6. Any Z-lossless transfer function R(x) of degree n can be 
factorized as a product of n Z-lossless transfer functions of degree one. 

Proof. Let R(x)= & + X(zZ, - 9)-‘9 be a balanced minimal realiza- 
tion of the Z-lossless transfer function. From the Schur lemma, any matrix is 
known to be reducible to a lower triangular form by unitary transformation. 
Let us then perform the appropriate unitary state transformation so as to 
reduce % to this form; note that such a transformation does not destroy the 
balanced property of the realization. Let fil and the vector gi stand for the 
top left entry of 9and the first row of 9 respectively. A direct application of 
Lemma 5 with CY = 1, /I = n - 1, Tl = fil, and 4, = g1 yields the proof of the 
theorem, since the lower triangular form of “a = ‘?& is unaltered, so that the 
above process can be iterated to exhaust the degree. n 

It is interesting to write down the explicit form of the first degree factors. 
With cu=l, 91=fil, G,=g,, an admissible form for the (I,,@ x)-unitary 
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matrix G&r is easily found to be 

[ 

hl 0 izl 

cii,= 0 I,_, 0 (36) 
- el%, 0 1, - Yl%lgl I 

with the notation e, = frr/]frrl if fir * 0, e, = 1 if fil = 0, and yr = (1+ 
lfrf,,])- l. As a consequence, we have: 

COROLLARY 7. Any Z-lossless transfer function of degree n can be 
factorized as the product R(z) = W, FIy=, R,_i+l(n), where W, is a Z-unitary 
constant matrix and the Ri( z) are Z-lossless transfer functions of degree one 
and of the form 

Note in (37) that the fii are the diagonal entries of the lower triangular 
matrix F, in other words the poles of R(z), and that the r-vectors gi, 
iteratively computed by (35) satisfy the equalities 

lf,il’ + gizgi = la (38) 

Note from (37) and the minimality of R(z) that gi * 0. 
There exist, as shown by Potapov [lo], remarkable forms for the first 

degree factors Ri(z). To put these canonical forms into evidence via the 
triangular model approach, we need first the following preparatory lemma 
concerning Z-isotropic vectors, i.e. nonzero r-vectors g satisfying gZg = 0. 

LEMMA 8. Let g be a nonzero vector such that gZg = 0. Then there exist 
decompositions of g as g = u + v with the following properties: 

au = 1, 6Zv= -1, BZU = 0. (39) 

Proof. Let us partition g as [g; gz]’ conformably with 2. Clearly, there 
exist unitary matrices U, and cTg of dimensions p and 9 respectively such as to 
have gr!,=U,g,=K,[l,O ,..., O]r and gi=U,g,=K,[l,O ,..., O]r with K, 
and K, positive real constants. Note that these constants cannot be zero, for 
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otherwise g would be; moreover, K, = K, = K, since gZg = gbgk - gigi = 
Kf - Ki = 0. It is then easily verified that vectors U, z), satisfying (39) are 
defined by 

K+K~’ K-K-’ 
0 0 

0 0 
K-K-’ K+K-’ 

0 0 

0 0 

(40) 

THEOREM 9. Any Z-lossless transfer function R(z) of degree n can be 

obtained as 

R(z)=W, fi A(ZzZi)W,, (41) 
i=n 

where the zi are the poles of R(z), the W, are Z-unitary constant matrices, 
and the A( x, zi) are first degree Z-lossless factors of the form 

Proof. To achieve the proof of this theorem, it is clearly sufficient to 
show that there exist appropriate left and right Z-unitary matrices reducing 
Ri( z) as given by (37) to A( z, .zi). Let us first assume zi = fli to lie in the unit 
disk (]z,] < l), which implies g,Zgi = K2 > 0 by (38). From the results of 
Appendix 3, a Z-unitary matrix V is known to exist with the vector g,/K as 
its first column, whence VZgi = K [LO,. . . ,O]r. From (37) and since 
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ZP = 1 - ]Q, one then deduces 

zmj(z)zv= {1- K”[yi + q(x - q) -r]}@z,_r 

.z 1-z.z 
= - 2 1 @In-r, 

(,q( .z - zi 

and finally the first form (42) as the matrix - zi /]zi 1 @I,- r is trivially 
Z-unitary. The case ]xi] > 1 can obviously be treated in a similar way, and its 
detailed discussion is left to the reader. By using the decomposition of Lemma 
8 for isotropic vectors when Izi) = 1 in the form g,/fi = ui + ui, we know 
from Appendix 3 that there exists a Z-unitary matrix V with ui and oi as its 
pth and (p + 1)th columns respectively, so that VXgi = fi[O,. . .,O,l, - 
LO,..., OIT. As a result, one has 

~~~i(l)~v=z,_,~z2-2[~~+.i(3-li)-l][: +z,_,, (43) 

which yields directly the middle form (42), since yi = i and ei = xi when 
]Zi] = 1. n 

To complete this section, let us briefly indicate how to accommodate the 
factorization problem in the continuous time case along the same lines. A few 
modifications with respect to the discrete time case have to be introduced, 
which actually turn out to be simplifications. 

Let T(p) = 9 + C?( pZ, - & ) ~ ’ %I be a minimal balanced realization of a 
Z-lossless transfer function (P = I,) with & in lower block triangular form 

. (44) 

With the conformal partitions a = [Ga, aPo] and C?. = [e,, C$], define the 
matrices 

(45) 

Although, contrary to the matrices %r, q2, GR of the discrete time case, none 
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of the above matrices is necessarily invertible, the following lemma, replacing 
Lemma 5, is established in a straightforward manner. 

LEMMA 10. The matrix 5 can be factorized as 5 = ‘5flYa; moreover, the 
entries of both 5a and 3, satisfy the relations (23) with P = I,, so that 
T(p) = Tp(p)T,( p) where T,(p) and TO(p) are the Z-lossless transfer func- 
tions 

T,(p) = I, - zG,( pz, - &,,) - lSa, 

Proof. Clearly, the relations (23) with P = I, imply for the entries of the 
matrix T the equalities 

which imply 5 = Tfl?Ja as well as the claimed properties of ?ja and $. W 

The factorization theorem for T(p) is then obvious provided @ has been 
put into a lower triangular form by the appropriate unitary transformation. 

THEOREM 11. Let the aii and the 6, be respectively the successive 
diagonal entries of @ and the successive rows of 93. Then, any Z-lossless 
transfer function T(p) admits a factorization in first degree Z-lossless factors 
of the form T(p)= 9FI:=,T,_i+,(p) with T,(p)= I, - Zb,(p - ai,)-16,. 

Finally, by using exactly the same technique as in the proof of Theorem 9, 
the canonical form of the above factorization is found to be: 

THEOREM 12. Any Z-lossless transfer function T(p) of degree n can be 
factorized as 

T(P)=& I? ‘(Pa Pi)W> 
i=n 

(49) 

where the pi are the poles of T(p), the Wi are C-unitary constant matrices, 
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and the 3( p, pi) are first degree Z-lossless factors of the form 

r P + P, __---l $zp_1cr3zq 
P - Pi 

if Repi<O, 

qP,Pi)= r 
1 

I,-,%-- [ 1 -1 p_pi 1 -1 1 @Z,-I If Repi=O, (50) 

zeP+l?lez ’ P-Pi q-1 if Rep,>O. 

4. EMBEDDING OF THE LYAPUNOV EQUATION 

Let P and F, respectively a positive definite and an arbitrary n X n matrix, 
be given. Clearly, the difference P - FPF is a Hermitian matrix and can be 
most generally written as 

P - FPi; = GZC, (51) 

where G is an n X T' matrix and Z a signature matrix Z = I,,@ I,. with 
p’ + q’ = r’. Note that neither p’, nor o’, nor even the matrix G for a given 
pair (p’, q’) is uniquely defined. However, if the matrix P - FPP has p 
positive and Q negative eigenvalues and hence rank r = p + q, the following 
constraints on G and Z directly result from the Sylvester law of inertia: 

rank G >, r, P’> p, q’> q. 

THEOREM 13. For any admissible pair of matrices (G, Z), there exists a 
(P@Z>unitary embedding, in other woro!s a square matrix R of dimension 
n + r’, 

R= F G 
[ 1 H J’ 

satisfying R(P@Z)E = P@Z. 

Proof. This theorem is an immediate consequence of the results of 
Appendix 3, particularized to Z, = P, Z, = Z, X, = [F, G]. n 
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Any admissible pair (G, Z) does not lead necessarily to a minimal 
realization of the Z-lossless transfer function defined on R by R( =) = Z + 
ZZ( zZ, - F)- ‘G; this is readily seen from the example F = I,, G = H = 0, and 
Z an arbitrary signature matrix. However, there always exist admissible pairs 
(G, Z) yielding minimal realizations, as shown by the following argument. Let 
(G, Z) be any admissible pair, and assume [F, G] not to be controllable. 
Extend G to the matrix G, = [G, G,,, G,,] so that G, have full rank n, and set 
Z, = Z@ I,@ - I, with a the number of columns of G,. From Theorem 13, 
there exists a (P@ZJ-unitary matrix R, corresponding to the admissible pair 
(G,, Z,), and the realization of the Z,-lossless transfer function R,(z) = .Z, + 
H,(ZI, - F) ‘G, is controllable by construction. The latter realization is 
actually minimal on the strength of the following theorem. 

THEOREM 14. Let R be u (P @ Z)-unitary matrix. Zf the realization of the 

corresponding Z-lossless transfer function R(z) = J + H( .zZ, - F) ’ G is con- 
trollable, it is minimal. 

Proof. From the equations y/;, Pv, = I,@ Z - K( I,@ Z)Z? and vC,Pp ‘y. = 
E[Z,@Z - Z?( Z,@X)K] E established at the end of Section 2, it is clearly 
sufficient to show that I,,@ Z - K( I,,@ Z)Z? and I,@ B - Z?( I,@ Z)K have the 
same rank. From the identity 

it appears by using Schur complement techniques that the two matrices under 
consideration have actually the same rank and signature. n 

We next give a recursive algorithm to the embedding problem R, directly 
from the equation P - FPF = GBC’, and assuming the pair [F, G] to be 
controllable. This algorithm is essentially based upon the balanced triangular 
models introduced in Section 3; as a side result, a complete factorization of 
the corresponding Z-lossless transfer function is obtained. 

Consider a similarity transformation T reducing F to a lower triangular 
form Tp’FT, and let M%l be the Cholesky decomposition of T- ‘PFpl with M 
lower triangular. Clearly, the matrix VT = Mp’Tp ‘FTM is lower triangular and 
satisfies I, - $T% = 6?1Z3 with G = Mp’TplG. Let f,, be the first diagonal 
entry of F, and gi be the first row of 5: 

(53) 
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With ‘% 1 as in (36) and Gh = G, - Z&g, one has 

267 

(54) 

where y is some (n - 1)-vector, which actually must be zero due to Z - ‘??L? = 
SZB. Since 9& is unmodified in the process and hence still lower triangular, 
this deflation procedure can be iterated up to 

[9,9] = [Z,,O]% 

with 9 = ny==,6At,_i+c, and ‘2TLk of the form 

Z k-l 0 0 0 

tkLk= 

I 

0 fkk 0 gk 

0 ’ ‘n-k 0 

0 ekZ&?k o I, - Yk%k&?k 

(55) 

(56) 

Clearly, the matrix 9% is (I,@ X)-unitary and solves the embedding problem 
associated to the given pair [F, G] at the extra cost of computing H = 

XTp’M-‘. It is essential to point out however that the actual determination 
of the matrix R is not required to obtain the factorized form of the corre- 
sponding 2-lossless transfer function, which is immediately available from 
(56) and Corollary 7. 

From a computational viewpoint, it is most interesting to keep the 
dimension of the embedding R as small as possible. From (57), the minimal 
dimension of the embedding is known to be n + r, where r is the rank of 
P - FPF. It has been indicated however that such a choice does not lead to a 
minimal realization R in all cases. The following strong result is nevertheless 
available. 

THEOREM 15. Zf none of the eigenvalues of F lies on the unit circle, all 
embeddings R yields minimal realizations of the corresponding Z-lossless 

transfer functions. 

Proof. Starting from P = FPF + GZC, one easily derives by induction 
P = FkPpk + ZfltF’GZ@ for all k >, 0. If the pair [F, G] is not controlla- 
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ble, there exists a nonzero vector y with the property BF’G = 0 for all 1, 
whence ijPy = tjFkPFky for all k. Since P is positive definite and QFkPflky 
tends necessarily to zero or infinity for k + 00, this leads to a contradiction. 
The proof is then completed by duality on the observability condition. w 

Finally, let us stress the following point. There exists an obvious duality 
between R and Z? in the sense that if R is (P@ X)-unitary, then Z? is 
(P- ’ @ Z)-unitary, and conversely. It is then natural to think of exploiting this 
duality for inverting a given positive definite matrix P with the help of a 

suitable operator F. This idea is precisely the cornerstone of the generalized 
Levinson algorithms for the inversion of matrices close to Toeplitz in the 
displacement rank sense [7, 81. In the next section, it will be shown that when 
P is a Toeplitz matrix and F the shift operator, the related embedding R and 
its associated 2-lossless transfer function yield directly the ladder implementa- 
tion of the classical Levinson algorithm. 

All theorems and properties related to the embeddings of the Lyapunov 
equation in the discrete time case can be translated to the continuous time 
case without difficulty. Let us just mention that a solution to the embedding 
problem is particularly simple in the continuous time case. Let us indeed 

consider the Lyapunov equation 

AP+Pk= -BE8 (57) 

Assuming the pair [A, B] to be controllable, C = - 2BP-l and D = I, 
provide a solution to the embedding problem, as it can be easily verified from 
(23) and the realization of the corresponding Z-lossless transfer function 
T(p) = I, - Z&‘(pZ, - A)- ‘B is minimal. Finally, by using the technique 
of balanced triangular models, the complete factorization of T(p) can easily 
be achieved with the help of Theorem 11. 

5. EXAMPLE 

As an example of application of the proposed theory relative to 2-lossless 
transfer functions, we will briefly discuss the standard problem of inverting a 
Toeplitz matrix as well as the ladder realization of the related Levinson 
algorithm. These classical questions will be approached via the technique of 
the displacement ranks [7]; in this context, the power of the methods 
proposed in this paper will appear in full light and should lead the way to a 
systematic treatment and a deep understanding of the generalized Levinson 
algorithms. 
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Let P be a positive definite Toeplitz matrix 

where co will be assumed to have been normalized to co = 1, and define F as 
the lower shift operator of dimension n + 1: 

0 
1 0 

F= 
1 . 

. . 
. . 

1 o_ 

(59) 

By definition, the displacement rank of P is the rank of the matrix 
P - FPF, and one has clearly 

1 Cl . . . c, 

P-FPF= “. 
0 ’ 

_ % I 

(60) 

so that the displacement rank of any nontrivial Toeplitz matrix appears to be 
2. Note that the eigenvalues of F are all at the origin .z = 0; hence, in view of 
Theorem 15 one can look for an embedding of the Lyapunov equation of 
minimum dimension. Since P - FPF has the signature (1, - l), we have to 
choose Z as the matrix 1 @ - 1, and a matrix G satisfying P - FPF = GZC? is 
easily found to be 

(61) 

The construction of the (P@Z)-unitary matrix R (52) embedding the 
Lyapunov equation considered can easily be achieved with the help of the 
coefficients (a,, a,, . . . , a,) satisfying the linear system P[u,,u,,...,u~]~= 
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[ l,O,. ,O] ‘. After some elementary calculations, one finds that a suitable 
choice for the matrices H and J is given by 

a,, ... a, an 
_ _ 
a2 ... a, I 0 ’ (62) 

(63) 

Since R is (P @ Z)-unitary; then fi is (P-r @ X)-unitary; one has in 
particular the Lyapunov equation P-r - &‘P- IF = fiZ H, and hence, as F’ = 0 
for all 2 > ra, 

p--l = i Fkfiz~~k. (64) 
k = 0 

By inserting (62) into (64) one derives directly the Gohberg-Semencul 
formula for the inverse of a Toeplitz matrix [15]: 

p-L!_ 
an 

1 _- 

an 

“0 
"1 an 

a, a,,-~ 

0 

an 0 

_ 
a1 ... 

. . an 

_ 
~7, a, .. 

_ 
a 0 

Let us now consider R as the realization of the Z-lossless transfer function 
R(Z)= J+ H(zZ,_, - F)-‘G. The polynomial a(z)= Z:+aiz” is clearly 
identified with the normalized reciprocal of the Szego orthogonal polynomial 
of the first kind relative to P; introducing the orthogonal polynomial of the 
second kind r(z) via the equation (1+2c,z + ... +2c,,z”)a(z)= T(z)+ 
O( zn+l), one easily verifies that R(z) can be written down as 

I[ a(z)+r(z) a(z) - r(z) cn ci(z)-f(z) ci(z)+P(z) 1 (66) 
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with 6(z) = z%(l/~) and t(x) = .z”~(l/~), the reciprocals of a(z) and r(z) 
respectively. 

From the theory of Schur-Szego parameters associated with P [14], the 
above matrix R(z) is known to admit the factorization 

withe,=O,e,,e, ,..., e,, the successive Schur-Szegb parameters relative to P. 
Note that the above factorization has precisely the canonical form established 
in Theorem 9. 

Besides, it is not difficult to show that this factorized form is directly 
achieved by the recursive algorithm described in Section 4. Details of this, 
which imply elementary algebraic manipulations only, are left to the reader. 

APPENDIX 1 

In this appendix, the explicit formulas will be given to derive from a 
continuous time realization a discrete time equivalent and conversely. 

The transformation p = T( x - l)/( z + 1) is well known to map the regions 
Rep>O, Rep=O, Rep<0 onto the regions ~z~>l,~x~=l,~z~<l respec- 

Z-1 -1 

tively, for any positive value of r. The matrix r __ ,+1Zn-* can then be 

written as 

Z-1 
rxz” - * 

i 
-r=(71,-A))‘+X(z) (A.1) 

provided r is not an eigenvalue of A, which is trivially always possible. The 
explicit form of the strictly proper matrix X(x) is easily found to be 

(A.2) 

Let T(p) = D + C(pZ, - A)-‘B be a state space realization of a continu- 
ous time transfer function; a discrete time copy of T(p), namely R(z) = J + 
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H(d, - F)-‘G, can immediately be deduced from (A.l),(A.2) by setting 

G=+&(rZ,-A)-%, 

H=@rC(rZ,-A)-‘, (A.31 

J=D+C(rZ,-A)-%. 

It is easily verified that if T(p) is Z-lossless, so is R(x), and moreover that 
the matrices P appearing in (3) and (4) are identical for both realizations. 
Finally, note that a minimal realization of T(p) necessarily yields a minimal 
realization of R(z). 

The same argument can obviously be used to obtain the converse 
mulas, via the transformation z = eF(l + p)/(l - p) with 8 an arbitrary 
number. After elementary computations, these formulas are found to be 

for- 
real 

C=+&~/zH(ej@Z,+ F)-l, (A.41 

D = J - H( e@Z, + F) - ‘G. 

APPENDIX 2 

The aim of this appendix is to establish a remarkable property of quadratic 
forms. 

Define 2’ and 2” as the direct sums Z’= Z,@Z, and Z” = Z,$ - Z, 
where Z, and Z, are arbitrary nonsingular Hermitian matrices. Let 

x11 x,2 
x= x 

[ 1 21 x22 
(B.1) 

be an arbitrary square matrix partitioned conformably with Z’, Z”, and 
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further assume X, to be invertible, so that the matrix 

y = Xl, - ~lJ,;fX,l I XlZXiil - &i%l Gil 1 
is well defined. 

(B.2) 

THEOREM 16. The matrices 2’ - XZ’R and Z” - YZ”f are congruent. 

Proof. Note that the matrix Y can be written as Y = WT’W, with 

and W, = 03.3) 

Hence, the congruence relation 

Z’ - xz2 = w, [Z” - YZ"P] Iv1 

is straightforward. 

(B.4) 

n 

APPENDIX 3 

Let Z, and Z, be arbitrary nonsingular Hermitian matrices of dimensions 
nr and n2 respectively. A matrix X is said to be Z-unitary with Z = Z,@Z, if 
XZX = Z. Partitioning X conformably with Z as X, = [X,,, X,s], X, = 
[X,,, X,,], one can rewrite the Z-unitarity relation as 

x,zx, = z,, W) 

x,zx, = 0, x,zR, = z,. (c4 

The purpose of this appendix is to show that given an arbitrary n 1 X (n 1 + 
n2) matrix X, satisfying (C.l), one can always find a Zunitary embedding X 
of X,, by constructing a matrix X, satisfying (C.2). Note that in the case 
where Z is positive definite, this embedding property is trivial via the 
Gram-Schmidt orthogonahzation procedure; such is not the case in general, 
however, due to the existence of Zisotropic vectors, i.e. vectors v satisfying 
BZv=Owith v==O. 
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To begin with, let us observe that X, has full rank n, by (C.l); hence. 
there exists a nonsingular matrix T of dimension n1 + n2 producing 

X,ZT = [Y,,O] cc.31 

with Y1 square nonsingular. Since X, must have full rank in view of the 
second constraint (C.2), it must have the form 

x, = [O,Y,]F cc.41 

with Yz square nonsingular, so as to satisfy X,Z-%‘, = 0. The second condition 
(C.2) then becomes 

Y,RY2 = z, (C.5) 

with R the bottom right block entry of 5?ZT. Let us then define two 
nonsingular congruence transformations M and N so as to have Z, = MAfi 
and R = Nl?fi with A = I,,@ - Zse, r = I,,@ - Ztz@ Ot,, and necessarily s1 + s2 
= t, + tz + 5 = rz2. We claim that the matrix Y, = MN- ’ is a solution of the 
problem at hand. To prove this, we have to establish in view of (C.5) the 
equality A = J? and hence t, = sl, tz = s2, and t3 = 0. First, the resulting 
matrix X is nonsingular: indeed, X, and X, both have full rank on the one 
hand, and the equality d,X, = 6,X, would imply 0 = $X,ZgI = d,X,ZxI = 
d,Z, and hence v1 = v2 = 0 on the other hand. Secondly, one has by 
construction XZR = Z,@ MTfi, which by Sylvester’s law of inertia forces 
A = r. 

The authors are pleased to express their gratitude to Ph. Delsarte for 
several discussions and various significant conttibutions. 

REFERENCES 

1 B. C. Moore, Principal component analysis in linear systems, IEEE Trans. 

Automatic Cortaol AC-26: 17-31 (1981). 

2 V. Belevitch, Classical Network Theory, Holden-Day, San Francisco, 1968. 

3 B. D. 0. Anderson and S. Vongpanitlerd, Network Analysis and Synthesis, 
Prentice-Hall, Englewood Cliffs, N.J., 1973. 

4 D. C. Youla and P. Tissi, N-port synthesis via reactance extraction-Part I, in 

IEEE International Convention Record, 1966, Part 7, pp. 183-208. 

5 A. Fettweis, Factorization of transfer matrices of lossless twcFports, IEEE Trans. 
Circuit Theory CT-17:86&94 (1970). 



6 P. Dewilde, A. Vieira, and T. Kailath, On a generalized Szegii-Levinson realiza- 
tion algorithm for optimal linear predictors based on a network synthesis ap 
preach, IEEE Trans. Circuits and Systems CAS-25:663-675 (1978). 

7 T: Kailath, S. Y. Kung, and M. Morf, Displacement ranks of matrices and linear 
equations, J. Math. Anal. Appl. 68:395-407 (1979). 

8 B. Friedlander, M. Morf, Th. Kailath, and L. Ljung, New inversion formulas for 
matrices classified in terms of their distance from Toeplitz matrices, Linear 
AZgebra Appl. 23:31-66 (1979). 

9 P. Van Dooren and P. Dewilde, Minimal cascade factorization of real and 
complex rational transfer functions, IEEE Trans. Circuits and Systems, to appear. 

10 V. Potapov, The multiplicative structure of J-contractive matrix functions, Amer. 
Math. Sot. TransE. Ser. 2 15:131-244 (1966). 

11 M. I&sic, Operators, Oscillations, Waoes (Open Systems), Amer. Math. Sot., 
Providence, R.I., 1972. 

12 M. Brodskii, Unitary operator colligations and their characteristic functions, 
Russian Math. Suroeys 33:159-191 (1978). 

13 M. Brodskii and M. Livsic, Spectral analysis of non-self adjoint operators and 
intermediate systems, Amer. Math. Sot. Trunsl. Ser. 2 13:265-346, (1958). 

14 Ph. Delsarte, Y. Genin, and Y. Kamp, Schur parametrization of positive definite 
block-Toeplitz systems, SIAM l. Appl. Math. 36:34-46 (1979). 

15 T. Kailath, A. Vieira, and M. Morf, Inverse of Toeplitz operators, innovations, and 
orthogonal polynomials, SIAM Reo. 20: 106-119 (1978). 

16 J. Bognar, It&finite inner product spaces, Springer, New York, 1974. 
17 J. M. Delosme, Y. Genin, M. Morf, and P. Van Dooren, Z-contractive embed- 

dings and interpretation of some algorithms for recursive estimation, in Proceed- 
ings of the 14th Asilamar Conference on Circuits, Systems and Computers, 1980. 

18 T. Kailath, and H. Lev-Ari, Generalized Schur parametrization of non-stationary 
second-order proceses, in Proceedings 0. Toeplitz Memorial Cbnfmence, 1981. 

19 H. Lev-Ari, and T. Kailath, On generalized Schur and Levinson-Szego algorithms 
for quasi stationary processes, in Proceedings of the 1981 IEEE CDC Confmence. 

20 Ph. Delsarte, Y. Genin, and Y. Kamp, A polynomial approach to the generalized 
Levinson algorithm, IEEE Trans. Information Theory, to appear. 

8-LOSSLESS TRANSFER FUNCTIONS 275 

Received 20 December 1981 


