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#### Abstract

In this paper we consider the computation of the modified moments for the system of Laguerre polynomials on the real semiaxis with the Hermite weight. These moments can be used for the computation of integrals with the Hermite weight on the real semiaxis via product rules. We propose a new computational method based on the construction of the null-space of a rectangular matrix derived from the three-term recurrence relation of the system of orthonormal Laguerre polynomials. It is shown that the proposed algorithm computes the modified moments with high relative accuracy and linear complexity. Numerical examples illustrate the effectiveness of the proposed method.


Keywords: Null-space, Gaussian quadrature rule, modified moments, product rule

## 1 Introduction

Integrals defined with the Hermite weight on the real semiaxis appear in many applications (see, for instance, $[1,2,7,17]$ ). Such integrals can be computed using modified moments via product rules. In [6], Gautschi observed a great loss of accuracy in computing such modified moments, having only three correct decimal digits for the size of the problem equal to 6 , and in [7] Gautschi described a way to overcome this problem by computing the modified moments with extended precision arithmetic.

In this paper, we revisit the problem of computing the modified moments for the system of orthonormal Laguerre polynomials on the real semiaxis with the Hermite weight, also called half-range Hermite weight. We propose a new method to compute these modified moments, based on the construction of the null-space of a rectangular matrix derived from the three-term recurrence relation of the system of orthonormal Laguerre polynomials. It is shown that the proposed algorithm computes the modified moments with high relative accuracy in floating point arithmetic, thereby avoiding the use of extended precision arithmetic. Numerical examples show the effectiveness of the proposed approach.

The paper is organized as follows. The basic properties of Laguerre polynomials are introduced in Section 2. The main results of the paper are in Sections 3 and 4. There we show that the modified moments can be computed via the null-space of a particular matrix, derived from the three-term recurrence formulas of the Laguerre polynomials, and we give an algorithm of linear complexity to compute them. In Section 5 we give an application of the use of modified moments based on a product rule, and show the numerical efficiency of this approach in Section 6. We then end with a few concluding remarks in Section 7, and an Appendix including the Matlab codes of the algorithms described in the manuscript.

## 2 Orthonormal Laguerre polynomials

The orthonormal Laguerre polynomials are orthogonal polynomials satisfying the following three-term recurrence relation [16, p. 101]:

$$
\left\{\begin{array}{l}
\mathcal{L}_{0}(x)=1  \tag{1}\\
\beta_{1} \mathcal{L}_{1}(x)=\left(x-\alpha_{1}\right) \mathcal{L}_{0}(x) \\
\beta_{\ell} \mathcal{L}_{\ell}(x)=\left(x-\alpha_{\ell}\right) \mathcal{L}_{\ell-1}(x)-\beta_{\ell-1} \mathcal{L}_{\ell-2}(x), \quad \ell \geq 2
\end{array}\right.
$$

with $\beta_{\ell}=-\ell$, and $\alpha_{\ell}=2 \ell-1, \ell=0,1, \ldots$
They are orthonormal in the interval $[0, \infty)$ with respect to the weight function $\omega(x)=e^{-x}$, i.e.,

$$
\int_{0}^{\infty} e^{-x} \mathcal{L}_{i}(x) \mathcal{L}_{j}(x) d x=\delta_{i, j}
$$

Let us denote by $J_{\ell}$ the symmetric tridiagonal matrix of order $\ell$,

$$
J_{\ell}=\left[\begin{array}{ccccc}
\alpha_{1} & \beta_{1} & & & \\
\beta_{1} & \alpha_{2} & \beta_{2} & & \\
& \beta_{2} & \ddots & \ddots & \\
& & \ddots & \alpha_{\ell-1} & \beta_{\ell-1} \\
& & & \beta_{\ell-1} & \alpha_{\ell}
\end{array}\right]
$$

with eigenvalue decomposition $J_{\ell}=Z_{\ell} \Lambda_{\ell} Z_{\ell}^{T}$, where $\Lambda_{\ell}=$ $\operatorname{diag}\left(\lambda_{1}^{(\ell)}, \lambda_{2}^{(\ell)}, \ldots, \lambda_{\ell}^{(\ell)}\right)$ and $Z_{\ell}=\left[z_{i, j}^{(\ell)}\right]_{i, j=1}^{\ell}$ orthogonal, i.e., $Z_{\ell} Z_{\ell}^{T}=I_{\ell}$. It turns out that $\lambda_{k}^{(\ell)}$ are the zeros of $\mathcal{L}_{\ell}(x)$, i.e., $\mathcal{L}_{\ell}\left(\lambda_{k}^{(\ell)}\right)=0$, and, denoted by $\mathbf{z}_{k}^{(\ell)}$ the $k$-th column of $Z_{\ell}, k=1,2, \ldots, \ell$, i.e.,

$$
Z_{\ell}=\left[\mathbf{z}_{1}^{(\ell)}, \mathbf{z}_{2}^{(\ell)}, \cdots, \mathbf{z}_{\ell-1}^{(\ell)}, \mathbf{z}_{\ell}^{(\ell)}\right]
$$

then $[10,11]$

$$
\mathbf{z}_{k}^{(\ell)}=\frac{\hat{\mathbf{z}}_{k}^{(\ell)}}{\left\|\hat{\mathbf{z}}_{k}^{(\ell)}\right\|_{2}}, \quad \text { with } \quad \hat{\mathbf{z}}_{k}^{(\ell)}= \pm\left[\begin{array}{c}
\mathcal{L}_{0}\left(\lambda_{k}^{(\ell)}\right)  \tag{2}\\
\mathcal{L}_{1}\left(\lambda_{k}^{(\ell)}\right) \\
\vdots \\
\mathcal{L}_{\ell-2}\left(\lambda_{k}^{(\ell)}\right) \\
\mathcal{L}_{\ell-1}\left(\lambda_{k}^{(\ell)}\right)
\end{array}\right]
$$

The eigenvector matrix $Z_{\ell}$ can be computed with multiple relative robust representation $[5,15]$.
The nodes and weights of the $\ell$-point Gaussian quadrature rule with respect to the Laguerre weight $[8,10]$ are given by $\lambda_{k}^{(\ell)}$ for $k=1, \ldots, \ell$ and since

$$
\mu_{0}:=\int_{0}^{\infty} e^{-x} d x=1
$$

the weights $\omega_{k}^{(\ell)}$ can be simplified to

$$
\begin{equation*}
\omega_{k}^{(\ell)}=\mathbf{z}_{k}^{(\ell)^{2}}(1)=\left(\sum_{j=0}^{\ell-1} \mathcal{L}_{j}^{2}\left(\lambda_{k}^{(\ell)}\right)\right)^{-1}, \quad k=1,2, \ldots, \ell \tag{3}
\end{equation*}
$$

Furthermore, the following relation holds [16, p. 102]

$$
\begin{equation*}
\frac{d}{d x} \mathcal{L}_{\ell}(x)=\frac{\ell}{x}\left(\mathcal{L}_{\ell}(x)-\mathcal{L}_{\ell-1}(x)\right) . \tag{4}
\end{equation*}
$$

## 3 Modified moments

Let us first consider the modified moments

$$
\hat{\mathcal{M}}_{\ell}=\int_{0}^{\infty} e^{-x^{2}} \hat{\mathcal{L}}_{\ell}(x) d x, \quad \ell=0,1,2, \ldots
$$

where $\hat{\mathcal{L}}_{\ell}(x)$ is the monic Laguerre polynomial of degree $\ell$. Such moments can be expressed as [7]

$$
\hat{\mathcal{M}}_{\ell}=\frac{(-1)^{\ell} \ell!}{2} \sum_{i=0}^{\ell} \hat{\sigma}_{i}^{(\ell)}, \quad \text { with } \hat{\sigma}_{i}^{(\ell)}=(-1)^{i} \frac{\ell!\Gamma\left(\frac{i+1}{2}\right)}{(\ell-i)!!^{2}}, \quad \ell=0,1,2, \ldots
$$

where $\Gamma$ is the gamma function [20], and the terms in the above sum can be generated recursively from the initial value $\hat{\sigma}_{0}^{(\ell)}=\sqrt{\pi}$ for $i$ even, and from the initial value $\hat{\sigma}_{1}^{(\ell)}=-\ell$ for $i$ odd. An algorithm for computing $\hat{\mathcal{M}}_{\ell}, \ell=0,1, \ldots$, was described in [6]. Unfortunately, a great loss of accuracy was observed, since only three correct decimal digits were obtained for $\hat{\mathcal{M}}_{6}$. In order to overcome this severe loss of accuracy, Gautschi proposed in [7] to compute the modified moments with extended precision arithmetic.

Here, we focus on the modified moments

$$
\begin{equation*}
\mathcal{M}_{\ell}=\int_{0}^{\infty} e^{-x^{2}} \mathcal{L}_{\ell}(x) d x, \quad \ell=0,1,2, \ldots \tag{5}
\end{equation*}
$$

where $\mathcal{L}_{\ell}(x)$ is the normalized Laguerre polynomial of degree $\ell$ defined in (1). Since $\mathcal{L}_{\ell}(x)$ are orthonormal polynomials, the sequence $\left\{\mathcal{M}_{\ell}\right\}_{\ell=0}^{\infty}$ goes to zero for $\ell \rightarrow \infty[6,7]$. Similarly to $\hat{\mathcal{M}}_{\ell}$, they can be expressed as

$$
\begin{equation*}
\mathcal{M}_{\ell}=\frac{1}{2} \sum_{i=0}^{\ell} \sigma_{i}^{(\ell)}, \text { with } \sigma_{i}^{(\ell)}=(-1)^{i} \frac{\ell!\Gamma\left(\frac{i+1}{2}\right)}{(\ell-i)!i!^{2}}, \quad \ell=0,1,2, \ldots \tag{6}
\end{equation*}
$$

Since

$$
\Gamma\left(\frac{i+1}{2}\right)=\left\{\begin{array}{l}
\frac{i!\sqrt{\pi}}{2^{i} \frac{i}{2}!}, \text { for } i \text { even } \\
\frac{i-1}{2}!, \text { for } i \text { odd }
\end{array}\right.
$$

it follows that

$$
\begin{equation*}
\mathcal{M}_{\ell}=\frac{1}{2} \sum_{i=0}^{\ell} \sigma_{i}^{(\ell)}=\frac{1}{2}\left(\Sigma_{1}^{(\ell)}+\Sigma_{2}^{(\ell)}\right) \tag{7}
\end{equation*}
$$

where $\Sigma_{1}^{(\ell)}$ is the sum of the $\sigma_{i}^{(\ell)}$ for $i$ even, i.e., $\Sigma_{1}^{(\ell)}=\sum_{i=0}^{\left\lfloor\frac{\ell}{2}\right\rfloor} \sigma_{2 i}^{(\ell)}$, and $\Sigma_{2}^{(\ell)}$ is the sum of the $\sigma_{i}^{(\ell)}$ for $i$ odd, i.e., $\Sigma_{2}^{(\ell)}=\sum_{i=0}^{\left\lfloor\frac{\ell-1}{2}\right\rfloor} \sigma_{2 i+1}^{(\ell)}$, with $\lfloor\eta\rfloor$ rounding $\eta \in \mathbb{R}$ to the nearest smaller or equal integer.

The even and the odd $\sigma_{i}^{(\ell)}$ are recursively and independently computed as follows:

$$
\begin{equation*}
\sigma_{i+2}^{(\ell)}=\sigma_{i}^{(\ell)} \frac{(\ell-i)(\ell-i-1)}{2(i+2)^{2}(i+1)}, \quad i=0,1 \ldots, \ell-2, \tag{8}
\end{equation*}
$$

with initial values $\sigma_{0}^{(\ell)}=\sqrt{\pi}$ and $\sigma_{1}^{(\ell)}=-\ell$.
Observe that all the terms in $\Sigma_{1}^{(\ell)}$ are positive and all the terms in $\Sigma_{2}^{(\ell)}$ are negative (with the exception of $\sigma_{1}^{(\ell)}=0$ when $\ell=0$ ). Therefore, both $\Sigma_{1}^{(\ell)}$ and $\Sigma_{2}^{(\ell)}$ can be computed with high relative accuracy.
Since $\lim _{\ell \rightarrow \infty} \mathcal{M}_{\ell}=0$, then $\lim _{\ell \rightarrow \infty} \Sigma_{1}^{(\ell)}=-\lim _{\ell \rightarrow \infty} \Sigma_{2}^{(\ell)}$. Hence, although $\Sigma_{1}^{(\ell)}$ and $\Sigma_{2}^{(\ell)}$ are computed with high relative accuracy, a great loss of accuracy occurs in computing $\mathcal{M}_{\ell}=\frac{1}{2}\left(\Sigma_{1}^{(\ell)}+\Sigma_{2}^{(\ell)}\right)$ as $\ell$ increases, due to numerical cancellation (see blue plot in Figure 1).


Fig. 1 Plot, on a logarithmic scale, of the modified moments $\mathcal{M}_{k}, k=0,1, \ldots, 400$, in absolute value, computed by using (8) (Matlab function MM_1.m in the Appendix) in double precision (denoted by ' $\times$ '), and in extended precision with 200 digits (denoted by ' $*$ ').

Below, we propose a different method to compute the modified moments in floating point arithmetic, without requiring any extended precision.

Let us define

$$
\mathcal{N}_{\ell}=\int_{0}^{\infty} e^{-x^{2}} x \mathcal{L}_{\ell}(x) d x, \quad \ell=0,1,2, \ldots
$$

Then, multiplying both sides of (1) by $e^{-x^{2}}$ and considering the integral in the interval $[0, \infty)$, and multiplying both sides of (1) by $x e^{-x^{2}}$ and considering the
integral in the interval $[0, \infty)$, the following system of recurrence relations for $\mathcal{M}_{\ell}$ and $\mathcal{N}_{\ell}$ holds,

$$
\begin{align*}
\mathcal{M}_{0} & =\frac{\sqrt{\pi}}{2}, \quad \mathcal{N}_{0}=\frac{1}{2}  \tag{9}\\
\mathcal{M}_{1} & =-\frac{1}{2}+\frac{\sqrt{\pi}}{2}, \quad \mathcal{N}_{1}=\frac{1}{2}-\frac{\sqrt{\pi}}{4}  \tag{10}\\
\ell \mathcal{M}_{\ell} & =(2 \ell-1) \mathcal{M}_{\ell-1}-\mathcal{N}_{\ell-1}-(\ell-1) \mathcal{M}_{\ell-2}, \quad \ell \geq 2  \tag{11}\\
\ell \mathcal{N}_{\ell} & =-\frac{\ell}{2} \mathcal{M}_{\ell-1}+\frac{\ell-1}{2} \mathcal{M}_{\ell-2}+(2 \ell-1) \mathcal{N}_{\ell-1}-(\ell-1) \mathcal{N}_{\ell-2} \tag{12}
\end{align*}
$$

Unfortunately, the straightforward implementation of (11) and (12) in Matlab with double precision (Matlab function MM_2.m in the Appendix) turns out to be unstable, as illustrated in Figure 2.


Fig. 2 Plot, on a logarithmic scale, of the entries, in absolute value, of the modified moments $\mathcal{M}_{k}, k=0,1, \ldots, 400$, computed by using the implementation of (11) and (12) (Matlab function MM_2.m in the Appendix) in double precision (denoted by ' $x$ '), and in extended precision with 200 digits (denoted by ' $*$ ').

We now consider a new method to compute the sequence $\left\{\mathcal{M}_{\ell}\right\}_{\ell=0}^{\infty}$. Let

$$
\mathbf{m}_{\ell}=\left[\begin{array}{c}
\mathcal{M}_{0} \\
\mathcal{M}_{1} \\
\vdots \\
\mathcal{M}_{\ell-1} \\
\mathcal{M}_{\ell}
\end{array}\right] \in \mathbb{R}^{\ell+1} \quad \text { and } \quad \mathbf{n}_{\ell}=\left[\begin{array}{c}
\mathcal{N}_{0} \\
\mathcal{N}_{1} \\
\vdots \\
\mathcal{N}_{\ell-1} \\
\mathcal{N}_{\ell}
\end{array}\right] \in \mathbb{R}^{\ell+1}, \ell=0,1,2, \ldots,
$$

and define

$$
\begin{aligned}
& A_{\ell}=\left[\begin{array}{rrrrrr}
1 & -1 & & & & \\
-1 & 3 & -2 & & & \\
& -2 & 5 & -3 & & \\
& & -3 & \ddots & \ddots & \\
& & & \ddots & 2 \ell-3-\ell+1 & \\
& & & & -\ell+1 & 2 \ell-1
\end{array}\right] \in \mathbb{R}^{\ell \times(\ell+1)}, \\
& B_{\ell}=\left[\begin{array}{rrrrc}
1 & & & & \\
-1 & 2 & & & \\
& -2 & 3 & & \\
& & -3 & \ddots & \\
& & & \ddots & \ell-1 \\
& & & & -\ell+1
\end{array}\right] \in \mathbb{R}^{\ell \times \ell} .
\end{aligned}
$$

Then, the recurrence relations (11) and (12) can be written in matrix form, respectively, as,

$$
\begin{gather*}
A_{\ell} \mathbf{m}_{\ell}=\mathbf{n}_{\ell-1}  \tag{13}\\
A_{\ell-1} \mathbf{n}_{\ell-1}=\frac{1}{2} B_{\ell-1} \mathbf{m}_{\ell-2} . \tag{14}
\end{gather*}
$$

Multiplying both sides of (13) by $A_{\ell-1}$ yields

$$
A_{\ell-1} A_{\ell} \mathbf{m}_{\ell}=A_{\ell-1} \mathbf{n}_{\ell-1}
$$

and replacing $A_{\ell-1} \mathbf{n}_{\ell-1}$ by $A_{\ell-1} A_{\ell} \mathbf{m}_{\ell}$ in (14), we obtain

$$
A_{\ell-1} A_{\ell} \mathbf{m}_{\ell}=\frac{1}{2} B_{\ell-1} \mathbf{m}_{\ell-2}
$$

i.e.,

$$
\begin{equation*}
2 B_{\ell-1}^{-1} A_{\ell-1} A_{\ell} \mathbf{m}_{\ell}=\mathbf{m}_{\ell-2} \Leftrightarrow M_{\ell-1} \mathbf{m}_{\ell}=\mathbf{0} \tag{15}
\end{equation*}
$$

where

$$
M_{\ell-1}=2 B_{\ell-1}^{-1} A_{\ell-1} A_{\ell}-\left[\begin{array}{lll}
I_{l-1} & \mathbf{0} & \mathbf{0}
\end{array}\right] .
$$

It is easy to verify that

$$
M_{\ell}=\left[\begin{array}{rrrrrr}
3 & -8 & 4 & & & \\
-2 & 9 & -14 & 6 & & \\
& -4 & 15 & -20 & 8 & \\
& & -6 & \ddots & \ddots & \ddots
\end{array}\right]
$$

Hence, by (15), $\mathbf{m}_{\ell+1}$ belongs to the right null-space of $M_{\ell}$. Since $M_{\ell}$ has full row-rank, its right null-space has dimension two. In the next section we describe how to retrieve the vector $\mathbf{m}_{\ell+1}$ from the right null-space of $M_{\ell}$.


Fig. 3 Plot of the ratio $\kappa_{2}\left(M_{k}\right) / k$ for $k=1, \ldots, 1000$, implying that $\kappa_{2}\left(M_{k}\right)$ grows linearly with $k$.

Remark 1 In Figure 3, $\kappa_{2}\left(M_{k}\right) / k$, i.e., the ratio between the condition number of $M_{k}$ in the 2 -norm, and $k$, is plotted. It can be noticed that this ratio becomes constant, which implies that $\kappa_{2}\left(M_{k}\right)$ grows linearly with $k$ for large $k$. It follows from [19] that $\kappa_{2}\left(M_{k}\right)$ is also the condition number of the right null-space of the matrix $M_{k}$, which implies that relative errors in the calculation of this null-space will be bounded by $k$ times the machine precision of the computer used. In fact, since $M_{k}$ is a structured matrix, we can expect an even smaller sensitivity when the structure is exploited in the algorithm. This will be illustrated in the numerical results shown below.

Remark 2 Defining the diagonal sign matrices $D_{k}=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{k}\right)$ for $k=\ell$ and $k=\ell+2$, where $d_{i}=(-1)^{i+1}, i \geq 1$, one can show that the matrix $M_{\ell}^{(D)}=$ $D_{\ell} M_{\ell} D_{\ell+2}$ is totally nonnegative. Therefore, its right null-space can be computed with high relative accuracy [14].

## 4 Computation of the null-space

In this section, we describe an algorithm to compute the sequence $\mathcal{M}_{k}, k=$ $0,1, \ldots, \ell$, from the right null-space of $M_{\ell}$. The null-space of $M_{\ell}$ can easily be retrieved by reducing the matrix to lower triangular form by applying two sequences of $\ell$ Givens rotations to the right. For the sake of simplicity let
$M:=M_{\ell}, \mathbf{m}:=\mathbf{m}_{\ell+1}$, and denote by $\mathbf{e}_{i}, i=1, \ldots, \ell+2$, the vectors of the canonical basis of $\mathbb{R}^{\ell+2}$.

Let us initialise $\tilde{M}^{(0)}:=M_{\ell}$ and consider the sequence of Givens rotations

$$
\tilde{G}_{i}=\left[\begin{array}{cccc}
I_{i} & & & \\
& \tilde{c}_{i} & \tilde{s}_{i} & \\
& -\tilde{s}_{i} & \tilde{c}_{i} & \\
& & & I_{\ell-i}
\end{array}\right] \in \mathbb{R}^{(\ell+2) \times(\ell+2)}, i=1,2, \ldots, \ell,
$$

such that

$$
\left[\begin{array}{cc}
\tilde{c}_{i} & \tilde{s}_{i} \\
-\tilde{s}_{i} & \tilde{c}_{i}
\end{array}\right]\left[\begin{array}{l}
\tilde{m}_{i, i+1}^{(i-1)} \\
\tilde{m}_{i, i+2}^{(i+1)}
\end{array}\right]=\left[\begin{array}{c}
\tilde{m}_{i, i+1}^{(i)} \\
0
\end{array}\right]
$$

i.e.,

$$
\tilde{c}_{i}=\frac{\tilde{m}_{i, i+1}^{(i-1)}}{\sqrt{\tilde{m}_{i, i+1}^{(i-1)^{2}}+\tilde{m}_{i, i+2}^{(i-1)^{2}}}}, \quad \tilde{s}_{i}=\frac{\tilde{m}_{i, i+2}^{(i-1)}}{\sqrt{\tilde{m}_{i, i+1}^{(i-1)^{2}}+\tilde{m}_{i, i+2}^{(i-1)^{2}}}} .
$$

Then,

$$
\tilde{M}^{(i)}:=\tilde{M}^{(i-1)} \tilde{G}_{i}^{T}
$$

has its entry $(i, i+2)$ annihilated.
Since $\tilde{G}_{i} \mathbf{e}_{1}=\mathbf{e}_{1}, i=1, \ldots, \ell$, then the accumulated product

$$
\tilde{Q}=\tilde{G}_{1} \tilde{G}_{2} \cdots \tilde{G}_{\ell-1} \tilde{G}_{\ell}
$$

satisfies also

$$
\begin{equation*}
\tilde{Q} \mathbf{e}_{1}=\mathbf{e}_{1} \tag{16}
\end{equation*}
$$

Moreover, the last column of $\tilde{M}^{(\ell)}=\tilde{M}^{(0)} \tilde{Q}^{T}$ is zero. Therefore, the last column of $\tilde{Q}$, given by

$$
\tilde{Q} \mathbf{e}_{\ell+2}=\left[\begin{array}{c}
0 \\
(-1)^{\ell} \prod_{i=1}^{\ell} \tilde{s}_{i} \\
(-1)^{\ell-1} \tilde{c}_{\ell} \prod_{i=2}^{\ell} \tilde{s}_{i} \\
\vdots \\
-\tilde{c}_{n-3} \tilde{s}_{n} \tilde{s}_{n-1} \tilde{s}_{n-2} \\
\tilde{c}_{n-2} \tilde{s}_{n} \tilde{s}_{n-1} \\
-\tilde{c}_{n-1} \tilde{s}_{n} \\
\tilde{c}_{n}
\end{array}\right],
$$

belongs to the right null-space of $M^{(0)}$.
To compute a second vector of an orthogonal basis of the null-space of $M$, let $\hat{M}^{(0)}:=\tilde{M}^{(\ell)}$. Hence, a second sequence of Givens rotations is chosen

$$
\hat{G}_{i}=\left[\begin{array}{cccc}
I_{i-1} & & & \\
& \hat{c}_{i} & \hat{s}_{i} & \\
& -\hat{s}_{i} & \hat{c}_{i} & \\
& & & I_{\ell-i+1}
\end{array}\right] \in \mathbb{R}^{(\ell+2) \times(\ell+2)}, i=1,2, \ldots, \ell,
$$

with

$$
\left[\begin{array}{cc}
\hat{c}_{i} & \hat{s}_{i} \\
-\hat{s}_{i} & \hat{c}_{i}
\end{array}\right]\left[\begin{array}{l}
\hat{m}_{i, i}^{(i-1)} \\
\hat{m}_{i, i+1}^{(i-1)}
\end{array}\right]=\left[\begin{array}{c}
\hat{m}_{i, i}^{(i)} \\
0
\end{array}\right],
$$

and

$$
\hat{c}_{i}=\frac{\hat{m}_{i, i}^{(i-1)}}{\sqrt{\hat{m}_{i, i}^{(i-1)^{2}}+\hat{m}_{i, i+1}^{(i-1)^{2}}}}, \quad \hat{s}_{i}=\frac{\hat{m}_{i, i+1}^{(i-1)}}{\sqrt{\hat{m}_{i, i}^{(i-1)^{2}}+\hat{m}_{i, i+1}^{(i-1)^{2}}}} .
$$

The above sequence is applied to the right of the matrices $\hat{M}^{(i)}$, such that,

$$
\hat{M}^{(i)}=\hat{M}^{(i-1)} \hat{G}_{i}^{T}
$$

has its entry $(i, i+1)$ annihilated.
Since $\hat{G}_{i} \mathbf{e}_{\ell+2}=\mathbf{e}_{\ell+2}, i=1, \ldots, \ell$, then the accumulated product

$$
\hat{Q}=\hat{G}_{1} \hat{G}_{2} \cdots \hat{G}_{\ell-1} \hat{G}_{\ell}
$$

satisfies also

$$
\begin{equation*}
\hat{Q} \mathbf{e}_{\ell+2}=\mathbf{e}_{\ell+2} . \tag{17}
\end{equation*}
$$

Hence, the last two columns of $\hat{M}^{(\ell)}=\hat{M}^{(0)} \hat{Q}^{T}$ are zero and thus, the last two columns of $Q:=\tilde{Q} \hat{Q}$, are an orthogonal basis for the right null-space of $M$. By (16) and (17),
is an orthogonal basis of the right null-space of $M_{\ell}$.
In Figure 4, the absolute values of the entries of $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$, for $\ell=400$, are plotted on a logarithmic scale.
Since $\lim _{\ell \rightarrow \infty} \mathbf{v}_{1}(\ell)=0$ and $\lim _{\ell \rightarrow \infty} \mathbf{v}_{2}(\ell)=\infty$, then $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ are the minimal and the dominant solutions of (15), respectively [9]. Moreover, $\mathbf{v}_{1}$ is unique up to a constant multiplicative factor [9].

On the other hand, $\mathcal{M}_{\ell}$ goes to 0 as $\ell$ goes to $\infty$. Hence,

$$
\left\{\mathcal{M}_{\ell}\right\}_{\ell=0}^{\infty}=\frac{\mathcal{M}_{0}}{\mathbf{v}_{1}(0)}\left\{\mathbf{v}_{1}\right\}_{\ell=0}^{\infty}
$$

The vector $\mathbf{v}_{1}$ is computed with $O(\ell)$ floating point operations by the Matlab function MM_3.m given in the Appendix.


Fig. 4 Plot, on a logarithmic scale, of the entries, in absolute value, of the basis vectors $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$, denoted respectively by ' $*$ ' and ' $\times$ ', of the null-space of $M_{400}$.

Furthermore, if we denote by $\mathbf{v}_{3}$ the solution computed by implementing straightforwardly the recurrence relations (11) and (12) (function MM_2.m in the Appendix), then it belongs to the right null-space of $M_{\ell}$ (see Figure 5), as

$$
\operatorname{svd}\left(\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right]\right)=\left[\begin{array}{l}
1.046203719403972 \times 10^{10} \\
9.909635450807446 \times 10^{-1} \\
1.379989783205324 \times 10^{-14}
\end{array}\right]
$$

Moreover,

$$
\mathbf{v}_{3} \approx \alpha_{2} \mathbf{v}_{1}+\beta_{2} \mathbf{v}_{2}
$$

where $\alpha_{2}=9.999997323206090 \times 10^{-1}$ and $\beta_{2}=-1.046203719403972 \times 10^{10}$ are computed by solving the following least squares problem

$$
\left[\mathbf{v}_{1} \mathbf{v}_{2}\right]\left[\alpha_{2}, \beta_{2}\right]^{T} \approx \mathbf{v}_{3}
$$

with a relative error of the order of $\mathcal{O}\left(10^{-12}\right)$.

Remark 3 A different approach to compute the null-space of $M_{\ell}$ is to compute the $R Q$ factorization of $M_{\ell}$ :

$$
M_{\ell}=\left[\begin{array}{lll}
\mathbf{0} & \mathbf{0} & \check{R}
\end{array}\right] \check{Q},
$$

with $\check{R} \in \mathbb{R}^{\ell \times \ell}$ nonsingular upper triangular and $\check{Q} \in \mathbb{R}^{(\ell+2) \times(\ell+2)}$ orthogonal. Since the features of this algorithm are similar to the one described earlier, we omit the details.


Fig. 5 Plot, on a logarithmic scale, of the entries, in absolute value, of $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}$, denoted, respectively, by ' $*$ ', ' $x$ ' and ' + '.

## 5 Product rule

In this section we briefly describe how the integral

$$
\begin{equation*}
\mathcal{I}(f)=\int_{0}^{\infty} e^{-x^{2}} f(x) d x \tag{18}
\end{equation*}
$$

with $f$ a continuous function in $[0, \infty)$, can be computed by a product rule of interpolatory type [4]. Let $\mathcal{P}_{\ell-1}(f, x)$ be the Lagrange polynomial of degree $\ell-1$ interpolating the function $f$ on the zeros of $\mathcal{L}_{\ell}(x)$, the Laguerre polynomial of degree $\ell$. Let $\lambda_{k}^{(\ell)}$ and $\omega_{k}^{(\ell)}, k=1, \ldots, \ell$, be the nodes and the weights of the $\ell$-point Gauss-Laguerre quadrature rule. They can be computed by solving a symmetric tridiagonal eigenvalue problem [10, 11]. Then

$$
\begin{aligned}
\mathcal{P}_{\ell-1}(f, x) & =\sum_{j=0}^{\ell-1} \mathcal{L}_{j}(x) \int_{0}^{\infty} e^{-x} \mathcal{P}_{\ell-1}(f, x) \mathcal{L}_{j}(x) d x \\
& =\sum_{j=0}^{\ell-1} \mathcal{L}_{j}(x) \sum_{k=1}^{\ell} \omega_{k}^{(\ell)} \mathcal{P}_{\ell-1}\left(f, \lambda_{k}^{(\ell)}\right) \mathcal{L}_{j}\left(\lambda_{k}^{(\ell)}\right) \\
& =\sum_{j=0}^{\ell-1} \mathcal{L}_{j}(x) \sum_{k=1}^{\ell} \omega_{k}^{(\ell)} f\left(\lambda_{k}^{(\ell)}\right) \mathcal{L}_{j}\left(\lambda_{k}^{(\ell)}\right) \\
& =\sum_{k=1}^{\ell} \omega_{k}^{(\ell)} f\left(\lambda_{k}^{(\ell)}\right) \sum_{j=0}^{\ell-1} \mathcal{L}_{j}\left(\lambda_{k}^{(\ell)}\right) \mathcal{L}_{j}(x)
\end{aligned}
$$

Hence, to compute (18), the function $f$ is replaced by the Lagrange polynomial $\mathcal{P}_{\ell-1}(f, x)$, obtaining the product rule,

$$
\begin{aligned}
P_{\ell}(f)=\int_{0}^{\infty} e^{-x^{2}} \mathcal{P}_{\ell-1}(f, x) d x & =\int_{0}^{\infty} e^{-x^{2}} \sum_{k=1}^{\ell} \omega_{k}^{(\ell)} f\left(\lambda_{k}^{(\ell)}\right) \sum_{j=0}^{\ell-1} \mathcal{L}_{j}\left(\lambda_{k}^{(\ell)}\right) \mathcal{L}_{j}(x) d x \\
& =\sum_{k=1}^{\ell} \omega_{k}^{(\ell)} f\left(\lambda_{k}^{(\ell)}\right) \sum_{j=0}^{\ell-1} \mathcal{L}_{j}\left(\lambda_{k}^{(\ell)}\right) \int_{0}^{\infty} e^{-x^{2}} \mathcal{L}_{j}(x) d x \\
& =\sum_{k=1}^{\ell} \omega_{k}^{(\ell)} f\left(\lambda_{k}^{(\ell)}\right) \sum_{j=0}^{\ell-1} \mathcal{L}_{j}\left(\lambda_{k}^{(\ell)}\right) \mathcal{M}_{j} \\
& =\sum_{k=1}^{\ell} \bar{\omega}_{k}^{(\ell)} f\left(\lambda_{k}^{(\ell)}\right),
\end{aligned}
$$

where

$$
\begin{equation*}
\mathcal{M}_{k}=\int_{0}^{\infty} e^{-x^{2}} \mathcal{L}_{k}(x) d x, \quad k=0,1, \ldots \tag{19}
\end{equation*}
$$

are the modified moments, and

$$
\begin{equation*}
\bar{\omega}_{k}^{(\ell)}:=\omega_{k}^{(\ell)} \sum_{j=0}^{\ell-1} \mathcal{L}_{j}\left(\lambda_{k}^{(\ell)}\right) \mathcal{M}_{j}, \quad k=1, \ldots, \ell \tag{20}
\end{equation*}
$$

Let $E_{\ell}(f, x)=\left|\mathcal{I}(f)-P_{\ell}(f)\right|$ be the error approximating $\mathcal{I}(f)$ by the product rule $P_{\ell}(f)$. Then $E_{\ell}(f, x)=0$, if $f$ is a polynomial of degree up to $\ell-1$ [4].

The sums $\sum_{j=0}^{\ell-1} \mathcal{L}_{j}\left(\lambda_{k}^{(\ell)}\right) \mathcal{M}_{j}, k=1, \ldots, \ell$, in (20) can be computed by means of Clenshaw's algorithm [3], that has been shown to be backward stable in [18]. To improve the results obtained by Clenshaw's algorithm, one step of iterative refinement can be applied [12]. The Matlab function implementing Clenshaw's algorithm with one step of iterative refinement for computing the nodes and the weights of the product rule, called Clenshaw_PR.m, is reported in the Appendix.

Let us denote by $\tilde{P}_{\ell}$ the $\ell$-point product rule implemented by using Clenshaw's algorithm, and by $\hat{P}_{\ell}$ the $\ell$-point product rule implemented by using Clenshaw's algorithm with one step of iterative refinement.

In Example 1, we show that the latter algorithm performs better than the former one. Therefore, we will use $\hat{P}_{\ell}$, the $\ell$-point product rule implemented by using Clenshaw's algorithm with one step of iterative refinement, for the numerical experiments in Section 6.

Example 1 In this example we compute approximations of the integral

$$
\begin{equation*}
\mathcal{I}\left(x^{5}\right)=\int_{0}^{\infty} e^{-x^{2}} x^{5} d x=1, \tag{21}
\end{equation*}
$$

by the $\ell$-point product rules $\tilde{P}_{\ell}$ and $\hat{P}_{\ell}$, for different values of $\ell$.

Since $f(x)=x^{5}$ is a polynomial of degree 5 , the product rules $\tilde{P}_{\ell}$ and $\hat{P}_{\ell}$ are exact for $\ell \geq 6$. The results are reported in Table 1. We can see that one step of iterative refinement improves the accuracy of the computed integral by about one digit.

| $\mathcal{I}(f)=1$ |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: |
| $\ell$ | $\tilde{P}_{\ell}(f)$ | $\frac{\left\|\mathcal{I}(f)-P_{\ell}(f)\right\|}{\|\mathcal{I}(f)\|}$ | $\hat{P}_{\ell}(f)$ | $\frac{\left\|\mathcal{I}(f)-\hat{P}_{\ell}(f)\right\|}{\|\mathcal{I}(f)\|}$ |  |
| 6 | 1.000000000000210 | $2.09 \times 10^{-13}$ | 1.000000000000238 | $2.38 \times 10^{-13}$ |  |
| 8 | $9.999999999999909 \times 10^{-1}$ | $9.10 \times 10^{-15}$ | $9.99999999999983 \times 10^{-1}$ | $1.26 \times 10^{-14}$ |  |
| 16 | 1.000000000000044 | $4.44 \times 10^{-14}$ | 1.000000000000018 | $1.84 \times 10^{-14}$ |  |
| 32 | 1.000000000000032 | $3.24 \times 10^{-14}$ | 1.000000000000019 | $1.93 \times 10^{-14}$ |  |
| 62 | 1.000000000000014 | $1.39 \times 10^{-14}$ | 1.000000000000008 | $7.99 \times 10^{-15}$ |  |
| 128 | 1.000000000000012 | $1.15 \times 10^{-14}$ | 1.000000000000008 | $8.21 \times 10^{-15}$ |  |
| 256 | 1.000000000000016 | $1.62 \times 10^{-14}$ | 1.000000000000008 | $8.21 \times 10^{-15}$ |  |

Table 1 Results obtained by computing the integral (21) by $\tilde{P}_{\ell}$ (column 2 ) and $\hat{P}_{\ell}$ (column 4) for different values of $\ell$ (column 1). The values of the corresponding relative errors are reported in columns 3 and 5 , respectively.

## 6 Numerical Examples

In this section, the $\ell$-point product rule $\hat{P}_{\ell}(f)$, described in Section 5 , is used to compute (18) for different functions $f(x)$, and compared to the $\ell$-point Gauss-Laguerre quadrature rule, denoted by $G_{\ell}(f)$, applied to

$$
\mathcal{I}(f)=\int_{0}^{\infty} e^{-x^{2}} f(x) d x=\int_{0}^{\infty} e^{-x} \hat{f}(x) d x
$$

with $\hat{f}(x)=e^{-x^{2}+x} f(x)$, and to the $\ell$-point Gaussian quadrature rule associated tho the half-range Hermite weight, denoted by $G H_{\ell}[7]$.

In order to compute $G H_{\ell}$, the eigenvalue decomposition of the associated Jacobi matrix is computed [10]. Observe that the entries of the latter matrix, i.e., the coefficients of the three-term recurrence relation of the half-range Hermite polynomials, are computed by the classical Chebyshev algorithm in high-precision arithmetic, as described in [7]. These coefficients are listed in the file "ab_hrhermite" to 32-digit accuracy and available as supplementary material of [7].

For each numerical example, we report the results obtained by $\hat{P}_{\ell}(f), G_{\ell}(f)$ and $G H_{\ell}(f)$, for $\ell=10,20,30, \ldots, 100$, in two tables. Specifically, in the first table, the value of $\ell$ is displayed in the first column; the computed integral by $\hat{P}_{\ell}(f), G_{\ell}(f)$ and $G H_{\ell}(f)$, are reported in columns 2,3 , and 4 , respectively. In the second table, the value of $\ell$ is displayed in the first column; the relative error of the integral computed by $\hat{P}_{\ell}(f), G_{\ell}(f)$ and $G H_{\ell}(f)$, are reported in columns 2,3 , and 4 , respectively.

For all the considered examples, $G H_{\ell}(f)$ converges faster than $\hat{P}_{\ell}(f)$ to the considered integral, since $G H_{\ell}(f)$ and $\hat{P}_{\ell}(f)$ have degree of exactness $2 \ell-1$ and $\ell-1$, respectively, and both converge faster than $G_{\ell}(f)$.

However, as already mentioned, $G H_{\ell}$ relies on the computation of the coefficients of the associated Jacobi matrix in high-precision arithmetic, whereas $\hat{P}_{\ell}(f)$ relies only on floating point arithmetic.

All the computations are performed in Matlab R2022a with machine precision $\epsilon \approx 2.22 \times 10^{-16}$.

Example 2 In this example the integral [7]

$$
\begin{equation*}
\mathcal{I}(f(t, n))=\int_{0}^{\infty} e^{-x^{2}} t^{n} e^{-2 t x} d x \tag{22}
\end{equation*}
$$

is computed for some values of $n$ and $t$. The value of (22) is known [20] and given by $t^{n}(\sqrt{\pi} / 2) e^{t^{2}} \operatorname{erfc}(t)$, with $\operatorname{erfc}(t)$ the complementary error function [20]:

$$
\operatorname{erfc}(t)=\frac{2}{\sqrt{\pi}} \int_{t}^{\infty} e^{-x^{2}} d x
$$

The results, for $t=0.1$ and $n=10$, and for $t=0.5$ and $n=20$, are reported in Tables 2-3 and 4-5, respectively.

| $n=10, t=0.1, \mathcal{I}(f(0.1,10))=7.944643131587042 \times 10^{-11}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $\ell$ | $\hat{P}_{\ell}(f)$ | $G_{\ell}(f)$ | $G H_{\ell}(f)$ |
| 10 | $7.944643133334907 \times 10^{-11}$ | $7.954320866373177 \times 10^{-11}$ | $7.944643131587038 \times 10^{-11}$ |
| 20 | $7.944643131587042 \times 10^{-11}$ | $7.944598086162397 \times 10^{-11}$ | $7.944643131587047 \times 10^{-11}$ |
| 30 | $7.944643131587051 \times 10^{-11}$ | $7.944646489519083 \times 10^{-11}$ | $7.944643131587044 \times 10^{-11}$ |
| 40 | $7.944643131587045 \times 10^{-11}$ | $7.944643623217692 \times 10^{-11}$ | $7.944643131587049 \times 10^{-11}$ |
| 50 | $7.944643131587045 \times 10^{-11}$ | $7.944643140283216 \times 10^{-11}$ | $7.944643131587044 \times 10^{-11}$ |
| 60 | $7.944643131587052 \times 10^{-11}$ | $7.944643129491703 \times 10^{-11}$ | $7.944643131587053 \times 10^{-11}$ |
| 70 | $7.944643131587045 \times 10^{-11}$ | $7.944643131647662 \times 10^{-11}$ | $7.944643131587044 \times 10^{-11}$ |
| 80 | $7.944643131587040 \times 10^{-11}$ | $7.944643131595562 \times 10^{-11}$ | $7.944643131587040 \times 10^{-11}$ |
| 90 | $7.944643131587038 \times 10^{-11}$ | $7.944643131585473 \times 10^{-11}$ | $7.944643131587048 \times 10^{-11}$ |
| 100 | $7.944643131587036 \times 10^{-11}$ | $7.944643131587206 \times 10^{-11}$ | $7.944643131587040 \times 10^{-11}$ |

Table 2 Results obtained by computing the integral (22), for $t=0.1$ and $n=10$, by $\hat{P}_{\ell}(f), G_{\ell}(f)$ and $G H_{\ell}(f)$, for different values of $\ell$. The exact value of $\mathcal{I}(f(0.1,10))$, is computed in Matlab as $t^{n}(\sqrt{\pi} / 2) t^{t^{2}} \operatorname{erfc}(t)$.

Example 3 In this example, the integrand function $f$ in (18) is $f(x)=\log (x+10)$. The exact value $\mathcal{I}(f)=2.088549149913451$ is computed by Mathematica ver. 13. The results are reported in Table 6-7.

Example 4 We consider here the integrand function $f(x)=\sin (x)$ in (18). Also in this case, the exact value $\mathcal{I}(f)=4.244363835020223 \times 10^{-1}$, is computed by Mathematica ver. 13. The results are displayed in Table 8-9.

| $\begin{gathered} n=10, t=0.1 \\ \mathcal{I}(f(0.1,10))=7.944643131587042 \times 10^{-11} \\ \hline \end{gathered}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| I | $\frac{\left\|\mathcal{I}(f)-\hat{P}_{\ell}(f)\right\|}{\|\mathcal{I}(f)\|}$ | $\underline{\left\|\mathcal{I}(f)-G_{\ell}(f)\right\|}$ | $1 \mathrm{I}(f)-G H_{l}(f)$ |
| $\ell$ | $\mathcal{I}(f)$ |  |  |
| 10 | $2.20 \times 10$ | $1.21 \times 10$ | $1.30 \times 10$ |
| 20 | 0 | $5.66 \times 10^{-06}$ | $1.62 \times 10^{-16}$ |
| 30 | $1.13 \times 10^{-15}$ | $4.22 \times 10^{-07}$ | $4.88 \times 10^{-16}$ |
| 40 | $4.88 \times 10^{-16}$ | $6.18 \times 10^{-08}$ | $1.62 \times 10^{-16}$ |
| 50 | $4.88 \times 10^{-16}$ | $1.09 \times 10^{-09}$ | $4.88 \times 10^{-16}$ |
| 60 | $1.30 \times 10^{-15}$ | $2.63 \times 10^{-10}$ | $6.50 \times 10^{-16}$ |
| 70 | $4.88 \times 10^{-16}$ | $7.63 \times 10^{-12}$ | $4.88 \times 10^{-16}$ |
| 80 | $1.62 \times 10^{-16}$ | $1.07 \times 10^{-12}$ | $9.76 \times 10^{-16}$ |
| 90 | $4.88 \times 10^{-16}$ | $1.97 \times 10^{-13}$ | 0 |
| 100 | $6.50 \times 10^{-16}$ | $2.06 \times 10^{-1}$ | $9.76 \times 10^{-16}$ |

Table 3 Relative errors obtained by computing the integral (22), for $t=0.1$ and $n=10$, by $\hat{P}_{\ell}(f), G_{\ell}(f)$ and $G H_{\ell}(f)$, for different values of $\ell$. The exact value of $\mathcal{I}(f(0.1,10))$, is computed in Matlab as $t^{n}(\sqrt{\pi} / 2) e^{t^{2}} \operatorname{erfc}(t)$.

| $n=20, t=0.5, \mathcal{I}(f(0.5,20))=5.203641517305822 \times 10^{-7}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $\ell$ | $\hat{P}_{\ell}(f)$ | $G_{\ell}(f)$ | $G H_{\ell}(f)$ |
| 10 | $5.203811344522166 \times 10^{-7}$ | $5.212141640324599 \times 10^{-7}$ | $5.203641517305820 \times 10^{-07}$ |
| 20 | $5.203641475039164 \times 10^{-7}$ | $5.203764322313433 \times 10^{-7}$ | $5.203641517305825 \times 10^{-07}$ |
| 30 | $5.203641517323896 \times 10^{-7}$ | $5.203643721827632 \times 10^{-7}$ | $5.203641517305823 \times 10^{-07}$ |
| 40 | $5.203641517305818 \times 10^{-7}$ | $5.203641441812595 \times 10^{-7}$ | $5.203641517305825 \times 10^{-07}$ |
| 50 | $5.203641517305824 \times 10^{-7}$ | $5.203641511437634 \times 10^{-7}$ | $5.203641517305825 \times 10^{-07}$ |
| 60 | $5.203641517305830 \times 10^{-7}$ | $5.203641517717577 \times 10^{-7}$ | $5.203641517305828 \times 10^{-07}$ |
| 70 | $5.203641517305824 \times 10^{-7}$ | $5.203641517304023 \times 10^{-7}$ | $5.203641517305821 \times 10^{-07}$ |
| 80 | $5.203641517305821 \times 10^{-7}$ | $5.203641517303713 \times 10^{-7}$ | $5.203641517305823 \times 10^{-07}$ |
| 90 | $5.203641517305820 \times 10^{-7}$ | $5.203641517306110 \times 10^{-7}$ | $5.203641517305823 \times 10^{-07}$ |
| 100 | $5.203641517305823 \times 10^{-7}$ | $5.203641517305795 \times 10^{-7}$ | $5.203641517305822 \times 10^{-07}$ |

Table 4 Results obtained by computing the integral (22), for $t=0.5$ and $n=20$, by $\hat{P}_{\ell}(f), G_{\ell}(f)$ and $G H_{\ell}(f)$, for different values of $\ell$. The exact value $\mathcal{I}(f(0.5,10))$, is computed in Matlab as $t^{n}(\sqrt{\pi} / 2) e^{t^{2}} \operatorname{erfc}(t)$.

Example 5 In this example $f(x)=\cos (x)$. The exact value $\mathcal{I}(f)=$ $6.901942235215714 \times 10^{-1}$, is computed by Mathematica ver. 13. The results are displayed in Table 10-11.

Since $\cos (x)$ is an even function, then

$$
\begin{equation*}
\int_{0}^{\infty} e^{-x^{2}} \cos (x) d x=\frac{1}{2} \int_{-\infty}^{\infty} e^{-x^{2}} \cos (x) d x \tag{23}
\end{equation*}
$$

Therefore, an approximation of the integral (23) can be obtained dividing the result of the $\ell$-point Gauss-Hermite quadrature rule $H_{\ell}(f)$, by 2 .

We can observe that the speed of convergence of $H_{\ell}(f)$ is similar to the one of $G H_{\ell}(f)$.

## 7 Conclusions and future work

In this work, an algorithm to compute the modified moments for the system of orthonormal Laguerre polynomials on the real semiaxis with the Hermite weight is described.

| $n=20, t=0.5$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathcal{I}(f(0.5,20))=5.203641517305822 \times 10^{-7}$ |  |  |  |  |
| $\ell$ | $\frac{\left\|\mathcal{I}(f)-\hat{P}_{\ell}(f)\right\|}{\|\mathcal{I}(f)\|}$ | $\frac{\left\|\mathcal{I}(f)-G_{\ell}(f)\right\|}{\|\mathcal{I}(f)\|}$ | $\frac{\left\|\mathcal{I}(f)-G H_{\ell}(f)\right\|}{\|\mathcal{I}(f)\|}$ |  |
| 10 | $3.26 \times 10^{-5}$ | $1.63 \times 10^{-3}$ | $4.06 \times 10^{-16}$ |  |
| 20 | $8.12 \times 10^{-9}$ | $2.35 \times 10^{-5}$ | $6.10 \times 10^{-16}$ |  |
| 30 | $3.47 \times 10^{-12}$ | $4.23 \times 10^{-7}$ | $2.03 \times 10^{-16}$ |  |
| 40 | $8.13 \times 10^{-16}$ | $1.45 \times 10^{-8}$ | $6.10 \times 10^{-16}$ |  |
| 50 | $4.06 \times 10^{-16}$ | $1.12 \times 10^{-9}$ | $6.10 \times 10^{-16}$ |  |
| 60 | $1.42 \times 10^{-15}$ | $7.91 \times 10^{-11}$ | $1.01 \times 10^{-15}$ |  |
| 70 | $4.06 \times 10^{-16}$ | $3.45 \times 10^{-13}$ | $2.03 \times 10^{-16}$ |  |
| 80 | $2.03 \times 10^{-16}$ | $4.05 \times 10^{-13}$ | $2.03 \times 10^{-16}$ |  |
| 90 | $4.06 \times 10^{-16}$ | $5.53 \times 10^{-14}$ | $2.03 \times 10^{-16}$ |  |
| 100 | $2.03 \times 10^{-16}$ | $5.29 \times 10^{-15}$ | 0 |  |

Table 5 Relative errors obtained by computing the integral (22), for $t=0.5$ and $n=20$, by $\hat{P}_{\ell}(f), G_{\ell}(f)$ and $G H_{\ell}(f)$, for different values of $\ell$. The exact value $\mathcal{I}(f(0.5,10))$, is computed in Matlab as $t^{n}(\sqrt{\pi} / 2) e^{t^{2}} \operatorname{erfc}(t)$.

| $\mathcal{I}(f)=2.088549149913451$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $\ell$ | $\hat{P}_{\ell}(f)$ | $G_{\ell}(f)$ | $G H_{\ell}(f)$ |
| 10 | 2.088549148171673 | 2.088936273112783 | 2.088549149913450 |
| 20 | 2.088549149913582 | 2.088480163499814 | 2.088549149913452 |
| 30 | 2.088549149913452 | 2.088548028299200 | 2.088549149913452 |
| 40 | 2.088549149913452 | 2.088549262068462 | 2.088549149913453 |
| 50 | 2.088549149913451 | 2.088549159184301 | 2.088549149913451 |
| 60 | 2.088549149913453 | 2.088549149405690 | 2.088549149913454 |
| 70 | 2.088549149913452 | 2.088549149883956 | 2.088549149913451 |
| 80 | 2.088549149913451 | 2.088549149919626 | 2.088549149913450 |
| 90 | 2.088549149913451 | 2.088549149912933 | 2.088549149913452 |
| 100 | 2.088549149913450 | 2.088549149913470 | 2.088549149913451 |

Table 6 Results obtained by computing the integral (22), for $f(x)=\log (x+10)$, by $\hat{P}_{\ell}(f), G_{\ell}(f)$ and $G H_{\ell}(f)$, for different values of $\ell$.

It is shown that these moments can be efficiently retrieved from the nullspace of a particular totally nonnegative matrix. Therefore, their computation can be carried out in floating point arithmetic with high relative accuracy. The modified moments are then used to compute integrals on the real semiaxis with the Hermite weight by a product rule.

The numerical experiments confirm the effectiveness of the proposed approach.
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| $\mathcal{I}(f)=2.088549149913451$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $\ell$ | $\frac{\left\|\mathcal{I}(f)-\hat{P}_{\ell}(f)\right\|}{\|\mathcal{I}(f)\|}$ | $\frac{\left\|\mathcal{I}(f)-G_{\ell}(f)\right\|}{\|\mathcal{I}(f)\|}$ | $\frac{\left\|\mathcal{I}(f)-G H_{\ell}(f)\right\|}{\|\mathcal{I}(f)\|}$ |
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Table 7 Relative errors obtained by computing the integral (22), for $f(x)=\log (x+10)$, by $\hat{P}_{\ell}(f), G_{\ell}(f)$ and $G H_{\ell}(f)$, for different values of $\ell$.

| $\mathcal{I}(f)=4.244363835020223 \times 10^{-1}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $\ell$ | $\hat{P}_{\ell}(f)$ | $G_{\ell}(f)$ | $G H_{\ell}(f)$ |
| 10 | $4.241937287214931 \times 10^{-1}$ | $4.224971865832609 \times 10^{-1}$ | $4.244363835020221 \times 10^{-01}$ |
| 20 | $4.244346394183932 \times 10^{-1}$ | $4.243017987824790 \times 10^{-1}$ | $4.244363835020226 \times 10^{-01}$ |
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| 50 | $4.244363835023258 \times 10^{-1}$ | $4.244364088632842 \times 10^{-1}$ | $4.244363835020224 \times 10^{-01}$ |
| 60 | $4.244363835020442 \times 10^{-1}$ | $4.244363799253345 \times 10^{-1}$ | $4.244363835020229 \times 10^{-01}$ |
| 70 | $4.244363835020219 \times 10^{-1}$ | $4.244363835643365 \times 10^{-1}$ | $4.244363835020222 \times 10^{-01}$ |
| 80 | $4.244363835020224 \times 10^{-1}$ | $4.244363835291677 \times 10^{-1}$ | $4.244363835020222 \times 10^{-01}$ |
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Table 8 Results obtained by computing the integral (22), with $f(x)=\sin (x), \hat{P}_{\ell}(f)$, $G_{\ell}(f)$ and $G H_{\ell}(f)$, for different values of $\ell$.
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## Appendix

The Matlab codes of the algorithms described in the manuscript are displayed in the sequel.

```
Function computing the modified moments by formulae (7) and (8).
function [mom] = MM_1(n)
% Computation of the first $n+1$ modified moments
% $M_k=\int_{0}^{\infty}e^{-x^2} L_{k}(x)dx, k=0,1,2,\ldots,n,$
% $L_k$ the orthonormal Laguerre polynomial of degree $k$
% input: n, the number of moments to be computed
% output: mom, the modified moments $M_k,k=0,1,2,\ldots,n,$
% stored in mom(1:n+1)
    mom=zeros(n+1,1);
for k=0:n,
    mt=zeros(k+1,1);
    mt(1)=sqrt(pi);
    mt (2) =-k;
    sum=mt(1)+mt(2);
    for i=0:k-2,
        mt(i+3)=mt(i+1)*((k-i)*(k-i-1))/(2*(i+2)^2*(i+1));
        sum=sum+mt(i+3);
    end
    mom(k+1)=(sum)/2;
end
```

Function computing the modified moments by formulae (9)-(12).
function [mM]=MM_2(n)
\% Computation of the first $\$ \mathrm{n}+1$ \$ modified moments
$\%$ \$M_k=\int_\{0\}^\{\infty\}e^\{-x^2\} L_\{k\}(x)dx, k=0,1,2,···,n,\$
\% \$L_k\$ the orthonormal Laguerre polynomial of degree $\$ \mathrm{k} \$$
\% input: n , the number of moments to be computed
\% output: mM, the modified moments $\$ \mathrm{M}$ _k, $\mathrm{k}=0,1,2, \backslash$ ldots, $\mathrm{n}, \$$
$\% \quad$ stored in $\mathrm{mM}(1: \mathrm{n}+1)$
$m M=(\operatorname{zeros}(n, 1))$;
mN=(zeros (n,1));
mM(1) $=($ sqrt (pi)/2) ;
$\mathrm{mM}(2)=(-1 / 2+$ sqrt $(\mathrm{pi}) / 2)$;
$\mathrm{mN}(1)=1 / 2$;
$\mathrm{mN}(2)=(1 / 2-\mathrm{sqrt}(\mathrm{pi}) / 4)$;
for $k=2: n$,
$\mathrm{mM}(\mathrm{k}+1)=((2 * \mathrm{k}-1) * \mathrm{mM}(\mathrm{k})-(\mathrm{k}-1) * \mathrm{mM}(\mathrm{k}-1)-\mathrm{mN}(\mathrm{k})) / \mathrm{k}$;
$m N(k+1)=(-k / 2 * m M(k)+(k-1) / 2 * m M(k-1)+(2 * k-1) * m N(k)-(k-1) * m N(k-1)) / k ;$
end

```
Function computing the modified moments by the algorithm described in
Section 4.
function [mom] = MM_3(n)
% Computation of the first $n+1 $ modified moments
% $M_k=\int_{0}^{\infty}e^{-x^2} L_{k}(x)dx, k=0,1,2,\ldots,n,$
% $L_k$ the orthonormal Laguerre polynomial of degree $k$
% input: n, the number of moments to be computed
% output: mom, the modified moments $M_k, k=0,1,2,\ldots,n,$
% stored in mom(1:n+1)
% construction of the matrix $M$
M=zeros(n,n+2);
d0=[3:6:6*n-3]; dm1=-[2:2:2*n-2]; dp1=-[8:6:6*n+2]; dp2=[4:2:2*n+2];
for i=1:n,
    M(i,i)=d0(i); M(i,i+1)=dp1(i); M(i,i+2)=dp2(i);
end
for i=1:n-1,
    M(i+1,i)=dm1(i);
end
% end construction matrix
% computation of the Givens rotations needed
% to compute the vector of the modified moments
j1=0;
for j=1:-1:0,
    j1=j1+1;
    for i=1:n,
                                    G=givens(M(i,i+j),M(i,i+j+1));
                                    c(i,{\color{blue}j1})=G(1,1);s(i,{\color{blue}j1})=G(1,2);
                                    M(:,i+j:i+j+1)=M(:,i+j:i+j+1)*G';
    end
end
    % computation of the vector of modified moments
mom=zeros(n+2,1);
mom(n+1)=c(n,2);
pr=-s(n,2);
for i=n-1:-1:1,
    mom(i+1)=c(i,2)*pr;
    pr=-pr*s(i,2);
end
mom(1)=pr;
for i=n:-1:1,
    mom(i+1:i+2)=[c(i,1) -s(i,1); s(i,1) c(i,1)]*mom(i+1:i+2);
end
% normalization of the vector
mom=mom/mom(1)*sqrt(pi)/2;
end
```

```
Function computing the nodes and weights of the product rule by the Clenshaw's
algorithm described in Section 4.
function [x,wpr,wpr1] = Clenshaw_PR(n)
\% computation of the nodes and weights of the product rule
\% by means of the Clenshaw's algorithm (PRCA)
\% with one step of iterative refinement (PRCAI)
\% input: n , number of nodes and weights of the product rule
\% output: \(x\), nodes of the product rule
\% wpr, weights (PRCA)
\% wpr1, weights (PRCAI)
\% external functions: Mod_Mom_3.m. It computes the modofied moments.
\%
\% of the n-point Gauss-Laguerre quadrature rule
[ \(\mathrm{x}, \mathrm{w}, \mathrm{a} 1, \mathrm{~b} 1, \mathrm{mu} 1]=\operatorname{gaussq}(6, \mathrm{n}, 0,0,0,0)\);
[mm] = Mod_mm_3(1200);
\(\mathrm{y}=\mathrm{zeros}(\mathrm{n}, 1)\);
    wpr=zeros(n,1); wpr1=zeros(n,1);
    for \(\mathrm{i}=1: \mathrm{n}-1\),
        al(i) \(=2 *\) i-1;
        be(i)=i;
    end
for \(k=1: n\),
        \% Clenshaw's algorithm
        \(y(n)=m m(n) / b e(n-1)\);
        \(\mathrm{y}(\mathrm{n}-1)=(\mathrm{mm}(\mathrm{n}-1)+(\mathrm{al}(\mathrm{n}-1)-\mathrm{x}(\mathrm{k})) * \mathrm{y}(\mathrm{n})) / \mathrm{be}(\mathrm{n}-2)\);
        for \(i=n-2:-1: 2\),
            \(y(i)=(m m(i)+(a l(i)-x(k)) * y(i+1)-b e(i) * y(i+2)) / b e(i-1) ;\)
        end
        \(\mathrm{y}(1)=(\mathrm{mm}(1)+(\mathrm{al}(1)-\mathrm{x}(\mathrm{k})) * \mathrm{y}(2)-\mathrm{be}(1) * \mathrm{y}(3))\);
        wpr (k) \(=\mathrm{w}(\mathrm{k}) * \mathrm{y}(1)\);
        \% one step of iterative refinement
        r=zeros( \(\mathrm{n}, 1\) );
        \(r(1)=m m(1)-(y(1)-(a l(1)-x(k)) * y(2)+b e(1) * y(3))\);
        for \(i=2: n-2\),
        \(r(i)=m m(i)-(b e(i-1) * y(i)-(a l(i)-x(k)) * y(i+1)+b e(i) * y(i+2))\);
    end
    \(\mathrm{r}(\mathrm{n}-1)=\mathrm{mm}(\mathrm{n}-1)-(\mathrm{be}(\mathrm{n}-2) * \mathrm{y}(\mathrm{n}-1)-(\mathrm{al}(\mathrm{n}-1)-\mathrm{x}(\mathrm{k})) * \mathrm{y}(\mathrm{n}))\);
    \(r(n)=m m(n)-(b e(n-1) * y(n))\);
    y1=zeros (n,1);
    y1 (n) \(=\mathrm{r}(\mathrm{n}) / \mathrm{be}(\mathrm{n}-1)\);
    \(y 1(n-1)=(r(n-1)+(a l(n-1)-x(k)) * y 1(n)) / b e(n-2)\);
    for \(i=n-2:-1: 2\),
        \(y 1(i)=(r(i)+(a l(i)-x(k)) * y 1(i+1)-b e(i) * y 1(i+2)) / b e(i-1) ;\)
    end
    \(y 1(1)=(r(1)+(a l(1)-x(k)) * y 1(2)-b e(1) * y 1(3)) ;\)
```

$y=y+y 1$;
wpr1 (k) $=\mathrm{w}(\mathrm{k}) * \mathrm{y}(1)$;
end

