Abstract—A cascade factorization $R(\lambda) = R_1(\lambda) \cdot R_2(\lambda) \cdot \ldots \cdot R_n(\lambda)$ of an $n \times n$ nonsingular rational matrix $R(\lambda)$ is said to be minimal when the McMillan degrees of the factors add up to the McMillan degree of the original matrix. In this paper we give necessary and sufficient conditions for such a factorization to exist in terms of a state-space realization for $R(\lambda)$. Next, we focus on numerical and algorithmic aspects. We discuss the numerical conditioning of the problem and we give algorithms to compute degree one factorizations and real degree two factorizations. Finally, we discuss the special case where $R(\lambda)$ is a para J-unitary matrix.

I. INTRODUCTION

The problem of factorization of an $n \times n$ rational matrix $R(\lambda)$ into two factors $R(\lambda) = R_1(\lambda) \cdot R_2(\lambda)$ has recently received a lot of attention. In [10] sufficient conditions for the factorization to exist are given and it is shown by example that, in general, nontrivial factorizations (i.e., where the factors are not constant) may not exist. Independently, Van Dooren [25] and Bart et al. [2] gave necessary and sufficient conditions in terms of a state-space realization for $R(\lambda)$ [3]. The mathematical factorization theory is further elaborated in [2]. The work of Vandewalle [24] also deserves attention. There necessary and sufficient conditions are derived for a matrix $R(\lambda)$ to be a minimal factor of $R(\lambda)$ in terms of the parameters of the matrix itself.
In the past, cascade factorization has received a great deal of attention in circuit theory because of its theoretical and practical importance both in analysis and synthesis of networks [4], [9], [11]. While the solution of the problem of cascade factorization for special types of transfer functions has already been known for quite some time, it is only recently that one focused on the general case.

In this paper we give a complete solution of the cascade factorization problem using state-space techniques, thereby reviewing some recent results and streamlining the theory. During the elaboration of this paper, our attention has been drawn to the work of Sachnovic [17], which contains some of the results of this paper. Sachnovic, however, does not give proofs. We shall give simple proofs and next focus on numerical and algorithmic aspects of the problem.

Notations will be as follows. We reserve upper case for matrices and lower case for vectors and scalars. Script is used for operators and spaces. With $\mathbb{X} \cap \mathbb{Y}$ and $\mathbb{X} \oplus \mathbb{Y}$ we denote the intersection and the direct sum, respectively, of the spaces $\mathbb{X}$ and $\mathbb{Y}$. In the coordinate system used, $\mathbb{X}^⊥$ denotes the orthogonal complement of $\mathbb{X}$ and $\mathbb{X} \subset \mathbb{Y}$ means $\mathbb{X}$ is included in $\mathbb{Y}$. We use $\| \cdot \|_2$ and $\| \cdot \|_\infty$ for the 2-norm and $\infty$-norm of vectors and also for the corresponding induced matrix norms. $\mathbb{R}$ and $\mathbb{C}$ are the fields of real and complex numbers. The conjugate transpose of a matrix $A$ is denoted by $A^*$ and its largest and smallest singular values by $\sigma_{\max}(A)$ and $\sigma_{\min}(A)$, respectively. When quantities are defined in an equality we use $\triangleq$.

In the next section we briefly review the geometrical results of [3] for minimal factorizations of the type $R(\lambda) = R_1(\lambda) \cdot R_2(\lambda)$. In Section III we show how to extend these results to general factorizations involving an arbitrary number of factors. In Section IV we discuss the computational aspects of the problem and give numerical algorithms to perform the factorization for real and complex transfer functions (see also [25], [26]). Finally, in the last section, we connect our results with earlier work [6], [11] on para $J$-unitary transfer functions and show how they reduce to the classical theory due to Livsic [11].

II. Factorization Theory

Let $R(\lambda)$ be an $n \times n$ invertible rational matrix with coefficients in $\mathbb{C}$ or $\mathbb{R}$. The degree of the matrix is understood to be the Smith–McMillan degree and may be defined in terms of the poles of $R(\lambda)$ [12], [16]

**Definition 1**

The McMillan degree of a rational matrix is its number of poles, multiplicities counted.

There is some discussion as to how multiplicities must be counted. The conventional definition in dynamic system theory is the number of free modes of the system; this is also the definition adopted by McMillan. In this paper we shall assume that $R(\lambda)$ is given by a minimal state-space realization:

$$R(\lambda) = D + C(\lambda I_n - A)^{-1}B$$

whereby we tacitly assume that $R(\lambda)$ has no pole at infinity. Moreover, we shall take $D$ to be nonsingular, so that $R(\lambda)$ does not have zeros at infinity as well. These assumptions do not restrict generality because a bilinear transformation on $\lambda$ can always produce the desired form (1) and does not affect the factorizability. Under the assumptions made, a minimal realization for $R^-(\lambda)$ is given by (see [16])

$$R^-(\lambda) = \hat{D} + \hat{C}(\lambda I_\delta - \hat{A})^{-1}\hat{B}$$

$$\triangleq D^{-1} - D^{-1}C(\lambda I_n - A + BD^{-1}C)^{-1}BD^{-1}.$$ (2)

The eigenvalues of $A$ are the poles of $R(\lambda)$. The eigenvalues of $\hat{A}$ are the poles of $R^-(\lambda)$ and thus the zeros of $R(\lambda)$. Poles and zeros are both $\delta$ in number, which is also the degree of $R(\lambda)$. The minimal state space realization (1) will be denoted by the quadruple $\{A, B, C, D\}$. It is known (see, e.g., [16]) that all minimal realizations for $R(\lambda)$ are then given by $(T^{-1}AT, T^{-1}B, CT, D)$ with $T$ an invertible transformation (also called a state-space transformation). We shall call realizations $\{A, B, C, D\}$ and $\{\hat{A}, \hat{B}, \hat{C}, \hat{D}\}$ corresponding when they satisfy the relation (7). Under a state-space transformation $T$, corresponding realizations are transformed simultaneously as $(T^{-1}AT, T^{-1}B, CT, D)$ and $(T^{-1}\hat{A}T, T^{-1}\hat{B}, \hat{C}T, \hat{D})$. Hence we may consider coordinate-free operators $\mathcal{A}$ and $\mathcal{B}$ acting in a state-space $\mathbb{K}$, which is either $\mathbb{C}^\delta$ or $\mathbb{R}^\delta$, and for which the poles and zeros of $R(\lambda)$ are the respective spectra. To any representation $A$ and $\hat{A}$ of these operators in a given coordinate system, there correspond realizations $\{A, B, C, D\}$ and $\{\hat{A}, \hat{B}, \hat{C}, \hat{D}\}$ for $R(\lambda)$ and $R^-(\lambda)$ which are related as in (2). We call $\mathcal{A}$ and $\mathcal{B}$ the pole operator and zero operator, respectively, of $R(\lambda)$.

**Definition 2**

The factorization

$$R(\lambda) = R_1(\lambda) \cdot R_2(\lambda)$$

is said to be minimal when the degrees $\delta_i$ of $R_i(\lambda)$ for $i = 1, 2$ add up to the degree $\delta$ of $R(\lambda)$.

It is well known (see, e.g., [16]) that for arbitrary factorizations of the type (3), one has

$$\delta = \delta_1 + \delta_2.$$ (4)

The difference between the two sides is the number of pole-zero cancellations between $R_1$ and $R_2$. Minimality of a factorization is thus equivalent to the absence of cancellations between the two factors. The poles and zeros of both factors then constitute together the poles and zeros of the product $R(\lambda)$. This implies that both factors of the minimal factorization (3) have no poles nor zeros at infinity and that they must have minimal realizations:

$$R_1(\lambda) \triangleq D_1 + C_1(\lambda I_{\delta_1} - A_{11})^{-1}B_1$$

$$R_2(\lambda) \triangleq D_2 + C_2(\lambda I_{\delta_2} - A_{22})^{-1}B_2$$

with $D_1$ and $D_2$ constant and invertible. For notational convenience we use the so-called system matrices [16] to
denote these realizations:
\[
R_i(\lambda) \equiv \begin{bmatrix} \lambda I_{g_i} - A_{11} & B_1 \\ -C_1 & D_1 \end{bmatrix}
\]
(7a)
\[
R_2(\lambda) \equiv \begin{bmatrix} \lambda I_{g_2} - A_{22} & B_2 \\ -C_2 & D_2 \end{bmatrix}
\]
(7b)

The following is readily verified.

**Lemma 1** (see, e.g., [7])

Let \( R_i(\lambda) \) be realized as in (7). Then a realization for the product \( R_i(\lambda) \cdot R_2(\lambda) \) is given by
\[
R_i(\lambda) \cdot R_2(\lambda) \equiv \begin{bmatrix} \lambda I_{g_i} - A_{11} & -B_1C_2 & B_1D_2 \\ -C_1 & \lambda I_{g_2} - A_{22} & B_2D_2 \\
-C_1 & -D_1C_2 & D_1D_2 \end{bmatrix}
\]
(8)

The following theorem is a corner stone for the rest of the paper (see also [3]):

**Theorem 1**

A rational matrix \( R(\lambda) \) can be factorized minimally into factors of degree \( \delta_1 \) and \( \delta_2 \) iff it has a minimal realization in which the pole and zero matrices have the upper and lower block-triangular forms
\[
\begin{align*}
A_f &= \begin{bmatrix} A_{11} & A_{12} \\
0 & A_{22} \end{bmatrix} \delta_1 \\
0 & \delta_2
\end{align*}
\]
(9a)
\[
\begin{align*}
\hat{A}_f &= \begin{bmatrix} \hat{A}_{11} & 0 \\
\hat{A}_{21} & \hat{A}_{22} \end{bmatrix} \delta_1 \\
0 & \delta_2
\end{align*}
\]
(9b)

**Proof:** Only if: Since there exists a minimal factorization, suppose that the factors \( R_i(\lambda) \) are given by (7a) and (7b). Then (8) is a minimal realization for \( R(\lambda) \), which is of the form (9a). It is readily verified that the zero matrix of (8) has the form (9b). Notice that \( A_{ii} = -B_iD_i^{-1}C_i \), so that \( A_{ii} \) and \( \hat{A}_{ii} \) for \( i = 1, 2 \) are also the corresponding pole and zero matrices of (7a) and (7b).

If: Let the realization of \( R(\lambda) \) corresponding to (9) be partitioned as
\[
R(\lambda) \equiv \begin{bmatrix} \lambda I_{g_i} - A_{11} & -B_1 \\ 0 & \lambda I_{g_2} - A_{22} \end{bmatrix} \begin{bmatrix} B_1 & B_2 \\ -C_1 & -C_2 \end{bmatrix}
\]
(10)

Then because \( \hat{A}_{12} = 0 \) in (9b), we have that \( A_{12} - B_1D_1^{-1}C_2 = 0 \). The following matrix then has rank \( n \) and can be factorized as
\[
\begin{bmatrix} -A_{12} & B_1 \\ -C_2 & D \end{bmatrix} \equiv \begin{bmatrix} B_1 \\ D_1 \end{bmatrix} \begin{bmatrix} B_2 \\ -C_2 \end{bmatrix} n.
\]
(11)

Using Lemma 1 and (11) one can check that the factors
\[
\begin{align*}
R(\lambda) &= \begin{bmatrix} \lambda I_{g_i} - A_{11} & B_1 \\ -C_1 & D_1 \end{bmatrix} \\
\delta_2 & \delta_2
\end{align*}
\]
(12a)
\[
\begin{align*}
R(\lambda) &= \begin{bmatrix} \lambda I_{g_2} - A_{22} & B_2 \\ -C_2 & D_2 \end{bmatrix} \\
\delta_2 & \delta_2
\end{align*}
\]
(12b)
yield the realization (10) for the product \( R_i(\lambda) \cdot R_2(\lambda) \). This factorization is minimal because the realization (10) is minimal; hence \( \delta = \delta_1 + \delta_2 \).

**Remark 1**

The constant matrix factorization (11) is not unique. The matrix \( D_1 \) (or \( D_2 \)) can be chosen arbitrarily but must be invertible since \( \hat{D} = D_1D_2 \). The other three matrices then are defined by (11). This means that a constant (matrix) scaling factor can still be chosen arbitrarily between \( R_i(\lambda) \) and \( R_2(\lambda) \). For all possible factorizations (11), though, we still have that \( A_{ii} \) and \( \hat{A}_{ii} \) are corresponding pole and zero matrices of the two factors (see only if part).

In the sequel, we call a realization for \( R(\lambda) \) factorable when \( A_f \) and \( \hat{A}_f \) have the forms (9a) and (9b), since then realizations for the two factors are easily obtained by (11) and (12). The existence of such factorable realizations can geometrically be described by the invariant subspaces of the operators \( \circ \) and \( \hat{\circ} \) of \( R(\lambda) \).

**Theorem 2** (see also [3])

If \( \circ \) and \( \hat{\circ} \) are the pole and zero operators of \( R(\lambda) \), then there exists a factorable realization for \( R(\lambda) \) iff there exist independent subspaces \( \mathcal{X} \) and \( \mathcal{Y} \) of \( \mathcal{X} \) such that:
\[
\begin{align*}
& (i) \, \circ \mathcal{X} \subset \mathcal{X} \\
& (ii) \, \hat{\circ} \mathcal{Y} \subset \mathcal{Y} \\
& (iii) \, \mathcal{X} \oplus \mathcal{Y} = \mathcal{X}.
\end{align*}
\]
(13)

**Proof:** If: Because of (iii) we can choose a coordinate system such that the columns of
\[
\begin{bmatrix} I_{g_i} \\ 0 \end{bmatrix}
\]
form a basis for \( \mathcal{X} \) and the columns of
\[
\begin{bmatrix} 0 \\ I_{g_2} \end{bmatrix}
\]
a basis for \( \mathcal{Y} \). In this coordinate system \( \circ \) and \( \hat{\circ} \) are represented by matrices of the type (9a),(9b).

Only if: Let (9a),(9b) be the pole and zero operators of a factorable realization. In this coordinate system, the columns of
\[
\begin{bmatrix} I_{g_i} \\ 0 \end{bmatrix}
\]
and
\[
\begin{bmatrix} 0 \\ I_{g_2} \end{bmatrix}
\]
are bases for invariant subspaces \( \mathcal{X} \) and \( \mathcal{Y} \) for \( \circ \) and \( \hat{\circ} \), respectively. Clearly condition (iii) is then also satisfied.

**Corollary 1**

If \( R(\lambda) \) has a realization \( \{ A, B, C, D \} \) and if the columns of \( X \) and \( Y \) are bases for subspaces \( \mathcal{X} \) and \( \mathcal{Y} \) satisfying Theorem 2, then \( \{ T^{-1}AT, T^{-1}B, CT, D \} \) is a factorable...
realization when \( T = [X | Y] \), and only when \( T \) is of that type.

The factorization problem clearly is a combinatorial problem. For each pair of invariant subspaces \( \mathcal{X} \) and \( \mathcal{Y} \) of \( \mathcal{X} \) and \( \mathcal{Y} \) one can check for factorizability (condition (iii) in Theorem 2). The number of possible pairs is finite when \( \mathcal{X} \) and \( \mathcal{Y} \) do not have repeated eigenvalues but can be infinite otherwise (when \( \mathcal{X} \) or \( \mathcal{Y} \) has more than one Jordan block associated with a certain eigenvalue). The spaces \( \mathcal{X} \) and \( \mathcal{Y} \) also determine which will be the spectra of \( A_{ii} \) and \( \tilde{A}_{ii} \), after applying the transformation \( T = [X | Y] \) of Corollary 1 that reduces the pole and zero matrices to the form (9). While \( \mathcal{X} \) thus chooses which poles will belong to \( R_1 \) and \( R_2 \), \( \mathcal{Y} \) performs the choice for the zeros. Hence for each pair of subspaces \( \mathcal{X} \) and \( \mathcal{Y} \) there corresponds a certain distribution of poles and zeros over the two factors. Condition (iii) in Theorem 2 is a compatibility condition for the spaces \( \mathcal{X} \) and \( \mathcal{Y} \) saying whether or not there exists a factorization with such a distribution of poles and zeros. In the sequel we always work with one specific choice of \( \mathcal{X} \) and \( \mathcal{Y} \) and we discuss factorizability of \( R(\lambda) \) in terms of that pair only.

When two bases \( X \) and \( Y \) of spaces \( \mathcal{X} \) and \( \mathcal{Y} \) with appropriate dimensions are thus put together in a matrix \( T = [X | Y] \) then condition (iii) is satisfied if and only if \( T \) is invertible. In practice this condition is almost always satisfied. This has the rather annoying side-effect that any algorithm running on computer will not recognize un-factorable matrices since almost any small perturbation—caused by rounding errors in the computer—will make the matrix \( T \) invertible. However, closeness to an unfactorable matrix can still be detected. Indeed if the bases \( X \) and \( Y \) are very skew to each other as well as to the considered pair \( \mathcal{X}, \mathcal{Y} \) is concerned.

(iii) When \( X \) and \( Y \) are orthonormal bases in this coordinate system, this lower bound is met.

The optimal transformation to bring a state-space realization to factorable form is thus \( T_0 = [X_0 | Y_0] \) where the columns of \( X_0 \) and \( Y_0 \) are orthonormal bases for \( \mathcal{X} \) and \( \mathcal{Y} \), respectively.

The problem here is to obtain a cascade factorization

\[
R(\lambda) = R_1(\lambda) \cdot R_2(\lambda) \cdots R_k(\lambda)
\]

where all \( R_i(\lambda) \) are of small degree, and the factorization is minimal in the following sense.

**Lemma 2**

Let the factors \( R_i(\lambda) \) be realized by (17) for \( i = 1, \ldots, k \) and define

\[
A_{ij} \triangleq B_i D_{i+1} \cdots D_{i-1} C_j, \quad B_{jj} \triangleq B_j D_{j+1} \cdots D_k
\]

\[
C_{jj} \triangleq D_1 \cdots D_{j-1} C_j, \quad D_{kk} \triangleq D_1 \cdots D_k.
\]
Then the product (16) is realized by \{A, B, C, D\} with
\[
A \triangleq \begin{bmatrix} A_{11} & \cdots & A_{1k} \\ \vdots & \ddots & \vdots \\ 0 & \cdots & A_{kk} \end{bmatrix}, \quad \delta_1
\]
\[
R \triangleq \begin{bmatrix} B_{11} \\ \vdots \\ B_{kk} \end{bmatrix}, \quad \delta_k
\]
\[
C \triangleq \begin{bmatrix} C_{11} \\ \vdots \\ C_{kk} \end{bmatrix} \delta_1^{\top}, \quad \delta_k
\]
\[
D \triangleq [D_{kk}]. \quad \delta_1
\]

Proof: We prove the lemma by induction.

Lemma 1 proves the result for \(k=2\). Assuming that the lemma is true for \(k\), we prove now it also holds for \(k' = k+1\). Since \(R(\lambda)\) is realized by \(\{A, B, C, D\}\) as in (19) and \(R_{k'}(\lambda)\) by \(\{A_{k'k'}, B_{k'k}, C_{k'k}, D_{k'k}\}\), a realization \(\{A', B', C', D'\}\) for their product \(R'(\lambda) = R(\lambda) \cdot R_{k'}(\lambda)\) can be obtained by Lemma 1 as follows:

\[
A' \triangleq \begin{bmatrix} A_{11} & BC_{k'} \\ 0 & A_{k'k} \end{bmatrix}
\]
\[
B' \triangleq \begin{bmatrix} BD_{k'} \\ -B_{k'} \end{bmatrix} \delta \triangleq \sum_{i=1}^{k} \delta_i
\]
\[
C' \triangleq \begin{bmatrix} C_{11} & DC_{k'} \\ \vdots & \vdots \end{bmatrix} \delta^{\top}, \quad \delta_k
\]
\[
D' \triangleq [DD_{k'}]. \quad \delta_1
\]

This verifies (18) and (19) for \(k\) updated to \(k'\).

This leads to the following generalization of Theorem 1.

**Theorem 4**

A rational matrix has a minimal cascade factorization (16) into factors of degrees \(\delta_i, i=1, \ldots, k\) iff it has a minimal realization in which the pole and zero matrices have the upper and lower block-triangular forms:

\[
A_c \triangleq \begin{bmatrix} A_{11} & X & \cdots & X \\ A_{22} & \ddots & \ddots & \vdots \\ \vdots & \cdots & \ddots & \cdots \\ 0 & \cdots & \cdots & \delta_k \\ \delta_1 & \delta_2 & \cdots & \delta_k \end{bmatrix}, \quad \delta_1
\]
\[
\hat{A}_c \triangleq \begin{bmatrix} \hat{A}_{11} & 0 & \cdots & \hat{A}_{1k} \\ X & \hat{A}_{22} & \cdots & \vdots \\ \vdots & \cdots & \ddots & \cdots \\ X & \cdots & \cdots & \delta_k \\ \delta_1 & \delta_2 & \cdots & \delta_k \end{bmatrix}, \quad \delta_1
\]

Proof: Only if: Let \(R(\lambda)\) have a minimal factorization (16), then (19) gives a minimal realization for \(R(\lambda)\). It is easy to see that (18) yields the identities
\[
A_{ij} - B_{ij} D_{kk}^{-1} C_{ij} = 0, \quad \text{for } i < j
\]
which are exactly the upper diagonal blocks \(\hat{A}_{ij}\) of the zero matrix \(\hat{A} = A - BD^{-1}C\) of (19).

If: Let \(\{A, B, C, D\}\) be a realization such that \(A = \hat{A} = A - BD^{-1}C\) have the form (20). Then we can partition this realization as in (19). One can always construct factors \(R_i(\lambda)\) with realizations \(\{A_{ii}, B_i, C_i, D_i\}\) satisfying (18), (19) as follows. Choose \(k\) invertible factors \(D_i\) that satisfy (18d) and solve for \(B_i\) and \(C_i\) (for \(j=1, \ldots, k\)) from (18b) and (18c); finally (18a) is also satisfied because of (21), indicating that \(A\) is lower triangular. This factorization is minimal because the realization \(\{A, B, C, D\}\) is minimal and thus
\[
\delta = \sum_{i=1}^{k} \delta_i.
\]

**Remark 2**

Just as in the case of single factorizations we can choose \((k-1)\) of the matrices \(D_i\) arbitrarily (if nonsingular) in (18d). This is equivalent to saying that \((k-1)\) constant scaling factors can arbitrarily be chosen between the pairs \(R_i, R_{i+1}\) (for \(i=1, \ldots, k-1\)). Yet, for any such choice we still have from (18) that
\[
\hat{A}_{ii} = A_{ii} - B_i D_i^{-1} C_i
\]
which means that the diagonal blocks \(A_{ii}\) and \(\hat{A}_{ii}\) of (20) are the pole and zero matrices of the factors \(\{A_{ii}, B_i, C_i, D_i\}\).

To avoid too much computations one should choose, e.g., \(D_1 = D\) and the other \(D_i = I\) which then gives the following construction for the factors of \(R(\lambda)\) realized by (19):

\[
\begin{align*}
R_i(\lambda) \text{ is realized by } \{A_{11}, B_{11}, C_{11}, D\} \\
R_i(\lambda) \text{ is realized by } \{A_{ii}, B_i, D_i^{-1} C_i, I\}, \quad \text{for } i = 2, \ldots, k.
\end{align*}
\]

Since the factors \(R_i(\lambda)\) can easily be obtained from the realization of \(R(\lambda)\) when it has the property (20), we will call such a realization cascaded. Necessary and sufficient conditions for the existence of such cascaded realizations are given by:

**Theorem 5**

If \(\hat{A}\) and \(\hat{C}\) are the pole and zero operators of \(R(\lambda)\), then there exists a cascaded realization (20) for \(R(\lambda)\) iff there exist \((k-1)\) pairs of independent subspaces \(\mathfrak{X}_i, \mathfrak{I}_i\), nested as follows:
\[
\{0\} \subset \mathfrak{X}_1 \subset \cdots \subset \mathfrak{X}_{k-1} \subset \mathfrak{X}
\]
and such that the following conditions are satisfied for each pair:
\[
(i) \ (\hat{A} \mathfrak{X}_i) \subset \mathfrak{X}_i \\
(ii) \ (\hat{C} \mathfrak{I}_i) \subset \mathfrak{I}_i \\
(iii) \ \mathfrak{X}_i \cap \mathfrak{I}_i = \{0\}
\]

\[
(23)
\]

\[
(22a)
\]

\[
(22b)
\]
Proof: If: Let us define $X_k \triangleq \emptyset_0 \triangleq \emptyset$, $X_0 \triangleq \emptyset_k \triangleq (0)$, and $S_i \triangleq X_i \cap \emptyset_{i-1}$ for $i = 1, \ldots, k$. It follows then from (22) and (23ii) that

$$
\begin{align*}
\mathcal{X}_i = & \mathcal{X}_{i-1} \oplus S_i, \\
\emptyset_i = & \emptyset_{i+1} \oplus \emptyset_{i+1},
\end{align*}
$$

and hence, by induction, that

$$
\begin{align*}
\mathcal{X}_i = & \mathcal{X}_1 \oplus \cdots \oplus S_i, \\
\emptyset_i = & \emptyset_{i+1} \oplus \cdots \oplus \emptyset_k,
\end{align*}
$$

for $i = 1, \ldots, k - 1$. (24)

Let $\xi_i$, $\eta_i$, and $\delta_i$ be the dimensions of $X_i$, $\emptyset_i$, and $S_i$, respectively. It follows from (23ii) that

$$
S_i \oplus S_2 \oplus \cdots \oplus S_k = \emptyset.
$$

We thus can choose a coordinate system in which $S_i$ is spanned by the columns of

$$
\begin{pmatrix}
0 \\
I_{\delta_i} \\
0
\end{pmatrix} \xi_{i-1},
$$

for $i = 1, \ldots, k$ (25)

whence $\mathcal{X}_i$ and $\emptyset_i$ are spanned by the columns of

$$
\begin{pmatrix}
I_{\delta_i} \\
0
\end{pmatrix}
$$

respectively.

In this coordinate system the pole and zero matrices $A$ and $\hat{A}$ have the required form (20) because of conditions (23i) and (23ii).

Only if: In the coordinate system of (20) the spaces $\mathcal{X}_i$ and $\emptyset_i$ defined as in (24),(25) clearly satisfy all conditions.

Corollary 2

If $R(\lambda)$ has a realization $\{A, B, C, D\}$ and if in this coordinate system the columns of $S_i$ are bases for the subspaces $\mathcal{S}_i$ of Theorem 5, then $\{T^{-1}A, T^{-1}B, CT, D\}$ is a cascaded realization when $T = [S_1 | \cdots | S_k]$, and only when $T$ is of that type.

Proof: Under this transformation new bases for $S_i$ are given by (25) as required in Theorem 5 (if and only if).

Note that the obtained factors $R_i(\lambda)$ will be nontrivial ($\delta_i \neq 0$) if and only if the inclusions in (22) are strict. This is always assumed in the sequel. The combinatorial aspect of the problem is obvious again. Each pair of chains (22) of subspaces $\mathcal{X}_i, \emptyset_i$, invariant under $\mathcal{X}$ and $\emptyset$, respectively—i.e., satisfying (23i) and (23ii)—partitions the poles and zeros of $R(\lambda)$ over the factors $R_i(\lambda)$. Condition (23iii), finally, says whether or not a cascade factorization can be obtained using the subspaces $\{\mathcal{X}_i, \emptyset_i\}_{i = 1, \ldots, k}$. As in Section II we replace this last condition by a quantitative measure which is a more realistic criterion for numerical practice. This is done as follows. For a given chain of invariant subspaces (22), (23i), (23ii) we can construct the spaces $S_i$ of Theorem 5. Condition (23iii) is then satisfied if and only if these spaces are linearly independent and span the whole space $\mathcal{X}$. When, in a given metric, some of the $S_i$ are too skew to each other, we may say that condition (23iii) is "almost" not satisfied. This is again reflected in the condition number of the transformation $T = [S_1 | \cdots | S_k]$ required by Corollary 2. Although one would expect from Theorem 3 that cond. $T$ is minimal when the bases $S_i$ are chosen orthonormal, this does not hold anymore when $k > 2$ (see [22]). Yet, a straightforward construction of a transformation of the type $T = [S_1 | \cdots | S_k]$ with minimal condition number is not known [22]. The following theorem shows that using orthonormal bases $S_i$ gives a relatively low condition number.

Theorem 6

Let $T_0 = [S_0 | \cdots | S_k]$ be an invertible matrix where the columns of $S_0$ are an orthonormal basis for $\emptyset$. Let $\theta_{\min}$ be the minimal angle between any two of the subspaces $S_i$, and let $\emptyset_k$ be the class of nonsingular block diagonal matrices partitioned conforming to $T_0$. Then

$$
\text{cond. } T_0 \leq \sqrt{1 + (k-1) \cos \theta_{\min}} \inf_{\emptyset \in \emptyset_k} \text{cond. } T_0 D.
$$

Proof: Let $D \triangleq \text{diag} \{D_1, \ldots, D_k\}$ be an arbitrary matrix in $\emptyset_k$. Then the following is readily checked:

$$
\|T_0 D\|_2 \geq \max_j \|S_j D_j\|_2 = \|D_j\|_2 = \|D\|_2
$$

and, therefore,

$$
\text{cond. } (T_0 D) = \|T_0 D\|_2 \|D^{-1} T_0^{-1}\|_2 \\
\quad \geq \|D\|_2 \|D^{-1} T_0^{-1}\|_2 \geq \|T_0^{-1}\|_2.
$$

Next, let $x$ be any vector of unit norm partitioned conforming to $T_0$:

$$
x' = (x'_1, \ldots, x'_k)
$$

Then

$$
\|T_0 x\|_2^2 = \left\| \sum_{j=1}^k S_j^0 x_j \right\|_2^2 = \left\| \sum_{i=1}^k x_i^* S_i^0 \sum_{j=1}^k S_j^0 x_j \right\|_2^2
$$

$$
\leq \sum_{i=1}^k |x_i^* x_i| + \sum_{i=1}^k \sum_{j=1}^k \|x_i\|_2 \|x_j\|_2 \cos \theta_{\min}
$$

$$
= 1 + \left\{ \sum_{i=1}^k \sum_{j=1}^k \|x_i\|_2 \|x_j\|_2 \right\} \cos \theta_{\min}
$$

$$
= 1 + \left\{ \sum_{i=1}^k \sum_{j=1}^k \|x_i\|_2 \|x_j\|_2 \right\} - 1 \cos \theta_{\min}
$$

$$
= 1 + \left\{ \sum_{i=1}^k \|x_i\|_2^2 \right\} - 1 \cos \theta_{\min}.
$$

Notice now that the sum in the last expression reaches its maximum when all $\|x_i\|_2$ are equal to $1/\sqrt{k}$, so that
have that (see, e.g., [5])

\[
\begin{align*}
\sigma_{\max}\{V_i^*U_i\} &= \sigma_{\max}\{V_j^*U_j\} = \cos \theta_{\min}^{(i)} \\
\sigma_{\min}\{V_i^*U_i\} &= \sigma_{\min}\{V_j^*U_j\} = \sin \theta_{\min}^{(i)}
\end{align*}
\]

where \( \theta_{\min}^{(i)} \) is the minimal angle between \( \mathcal{S}_i \) and \( \mathcal{Q}_i \). Hence, if (23iii) is satisfied, then \( \theta_{\min}^{(i)} > 0 \) and the leading principal minors \( Q_{i,ij} = V_i^*U_i^* \) of \( Q \) are nonsingular. This implies that there exists a LU factorization (see, e.g., [28], p. 204):

\[
Q \triangleq Q_i \cdot Q_u
\]

where \( Q_i \) and \( Q_u \) are lower and upper triangular, respectively. Moreover, we can always normalize the columns of \( Q_i \), and, e.g., require that its diagonal elements are positive real, which makes the decomposition unique. Then, after the state-space transformation

\[
T \triangleq V \cdot Q_i = U \cdot Q_u^{-1}
\]

it is easy to see that the new pole and zero matrices are upper and lower triangular, respectively,

\[
\begin{align*}
A_e &\triangleq T^{-1}AT = Q_u U^*AUQ_u^{-1} = Q_u A_s Q_u^{-1} = \begin{bmatrix} \bullet & \bullet \\ \bullet & \bullet \end{bmatrix} \\
\hat{A}_e &\triangleq T^{-1}\hat{A}T = Q_i^{-1}V^*\hat{A}VQ_i = Q_i^{-1}\hat{A}_s Q_i = \begin{bmatrix} \bullet & \bullet \\ \bullet & \bullet \end{bmatrix}
\end{align*}
\]

Note that the diagonal elements of (34a), (34b) are those of (28a), (28b) and that (34) indicates that \( \{T^{-1}AT, T^{-1}B, CT, D\} \) is in cascaded form. When also reversing the above reasoning we finally obtain:

**Theorem 7**

A minimal cascade factorization (27) with given ordering of poles and zeros exists iff there exists an LU decomposition for the matrix \( Q = V^*U \) where \( U \) and \( V \) are the unitary matrices which transform \( A \) and \( \hat{A} \) to their Schur form (28) with the prescribed ordering of poles and zeros.

Moreover, according to (33) and the normalization of \( Q_i \), we have that the columns of \( T \) are normalized, whence \( T \) satisfies the conditions of Theorem 6. It is superfluous to prove that the columns of \( T \) indeed span the \( \mathcal{S}_i \) spaces of Theorem 5 since \( \{T^{-1}AT, T^{-1}B, CT, D\} \) is in cascaded form. The decompositions (28) and (32) thus yield a simple construction for a near optimal transformation \( T \) to reduce a realization to cascaded form. The condition number of \( T \) yet depends on the chosen Schur decompositions and hence on the ordering of the poles and zeros over the factors \( R_i(\lambda) \). This is illustrated by the following simple example (here we have only two factors and an optimal \( T \) can be constructed for each pole-zero ordering):

**Example 1**

The transfer function

\[
R(\lambda) = \begin{bmatrix} \lambda & 0 \\ \lambda^{-1} & \lambda \end{bmatrix}
\]
has the minimal realization

\[ R(\lambda) = \begin{bmatrix} \lambda & 0 & 0 \\ 0 & \lambda - 1 & 1 \\ 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix}. \]

The pole and zero operators are

\[ A = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}, \quad \hat{A} = \begin{bmatrix} 1 & 0 \\ 0 & -2 \end{bmatrix}. \]

Their Schur decompositions are (with \( c = 2/\sqrt{5}; s = 1/\sqrt{5} \))

\[ A = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \hat{A} = \begin{bmatrix} 1 & 0 \\ 0 & -2 \end{bmatrix}. \]

For different orderings of poles \( \{a_i\} \) and zeros \( \{\hat{a}_i\} \), we give below the matrix \( Q \) to be factored as in (32) and the state-space transformation \( T \) derived therefrom

\[
\begin{array}{cccc}
\alpha_{11} & \alpha_{22} & \hat{\alpha}_{11} & \hat{\alpha}_{22} \\
1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\end{array}
\]

For the last combination, \( T \) does not exist. Constructing \( T \) as in Corollary 2 would indeed yield a singular \( T \) (i.e., cond. \( T = \infty \)) which is unacceptable.

Algorithms to perform the decompositions described above, can be found in the literature [18], [29]. The Schur decompositions (28a) and (28b) are obtained by the QR and QL algorithms, respectively, which are known to be numerically stable [28]. In order to obtain all possible orderings of poles and zeros in these decompositions, one can make use of an efficient and stable updating of these decompositions [21]. The LU factorization (32) is obtained by Gaussian elimination, but without pivoting. This is the only step that could be numerically unstable since no pivoting is allowed, but instability can only occur when cond. \( T \) is large, hence when the factorization becomes "essentially" impossible. As mentioned above, only transformations \( T \) with "reasonable" condition number should be allowed, say with cond. \( T \) smaller than some given \( K \) (e.g., cond. \( T \leq 100 \)). Since

\[ \text{cond. } Q_i = \text{cond. } Q_u = \|Q_i\|_2 \leq K \quad \text{(35)} \]

the factorization \( Q = Q_i \cdot Q_u \) is also well conditioned in such a case and numerical stability can be ensured for its computation. The pivots \( q_{ii} \) in \( Q_i \) can then be bounded from below (ensuring the numerical stability):

\[ |q_{ii}^l| \geq \sigma_{\text{min}}(Q_i) \geq \|Q_i\|_2 \|Q_u\|_2 \leq K \]

since they are the eigenvalues of \( Q_i \). Note also that cond. \( T \leq K \) is satisfied when (see, e.g., [19] p. 183)

\[ \|Q_i\|_\infty \|Q_u\|_\infty < K/\delta \]

which is easily checked while computing the factorization of \( Q \). In some cases it is preferable to compute a cascade factorization

\[ R(\lambda) = R_i(\lambda) \cdot R(\lambda) \cdots R_u(\lambda) \quad \text{(36)} \]

where the separate factors \( R_i(\lambda) \) have degrees larger than one; e.g., when \( R(\lambda) \) is real one would prefer the factors to be real also and these will have degree at least \( 2 \) in general [23]. To compute the chains of invariant subspaces (22) we use the "block" Schur decompositions:

\[ U^* A U \equiv A_s \equiv \begin{bmatrix} B_{11} \\ 0 \end{bmatrix} \begin{bmatrix} 0 \\ B_{kk} \end{bmatrix} \quad \text{(37a)} \]

\[ V^* A V \equiv A_s \equiv \begin{bmatrix} \hat{B}_{11} \\ 0 \end{bmatrix} \begin{bmatrix} 0 \\ \hat{B}_{kk} \end{bmatrix} \quad \text{(37b)} \]

where \( U \) and \( V \) are unitary and \( B_{ii}, \hat{B}_{ii} \) have dimensions \( \delta_i \times \delta_i \). Here we choose \( Y_i \) and \( \hat{Y}_i \) to be the spaces spanned by the first \( i \) "block" columns of \( U \) and by the last \( (k - i) \) "block" columns of \( V \), respectively. By similar arguments to (28)-(34) we have that this choice of spaces \( Y_i, \hat{Y}_i \), \( i = 1, \cdots, k - 1 \) satisfies the factorizability condition (23iii) if and only if the leading principal minors of \( Q = V^* U \) that correspond to the block partitioning of (37), are nonsingular. We then decompose \( Q \), analogously to (32), in a product of respectively lower and upper block triangular matrices partitioned conformably with (37):

\[ Q \equiv Q_i \cdot Q_u. \quad \text{(38)} \]

By analogy to (33)-(34), the state-space transformation

\[ T \equiv V^* \cdot Q_i = U^* \cdot Q_u^{-1} \quad \text{(39)} \]

is then shown to reduce \( A \) and \( \hat{A} \) to \( A_s \) and \( \hat{A}_s \), respectively, which have the required block triangular forms of Theorem 4. Note that the corresponding diagonal blocks of \( A \) and \( A_s \) (resp. \( \hat{A} \) and \( \hat{A}_s \)) are similar and thus have the same spectrum. Similarly to Theorem 7, this leads to:

**Theorem 8**

A minimal cascade factorization (36) with specified block ordering of poles and zeros exists if and if there exists a "block" LU decomposition of \( Q = V^* U \) where \( U \) and \( V \) are the unitary matrices which transform \( A \) and \( \hat{A} \) to their block Schur form (37) with the prescribed block ordering of poles and zeros.

Moreover, if the block columns of \( Q_i \) are normalized in the decomposition (38), this also holds for \( T \) in (39), whence \( T \) satisfies the conditions of Theorem 6.

In practice the decompositions (37) are computed using the QR and QL algorithms [29], yielding \( 1 \times 1 \) diagonal
blocks when working in complex arithmetic and 1×1 and 2×2 diagonal blocks when working in real arithmetic. If larger blocks are requested, this is obtained by appropriate block partitioning of \( A_2 \) and \( A_3 \). The distribution of eigenvalues over the diagonal blocks \( B_{ij} \) and \( B_{ij} \) can be obtained by reordering the QR and QL decompositions [21]. Numerically stable software is available for these two steps [21], [18]. The block LU decomposition (38) is performed by Gaussian elimination but with pivoting only allowed within the \( \delta_j \times \delta_j \) blocks. In practice one would aim for a cascade factorization with as small as possible degrees \( \delta_j \) for each factor (i.e., \( \delta_j = 1 \) in complex arithmetic and \( \delta_j = 1 \) or 2 in real arithmetic if complex conjugate eigenvalues occur). If within these constraints the pivots of the LU decomposition are too small—i.e., cond. \( Q_L \) will be too large—then larger \( \delta_j \times \delta_j \) blocks are considered so as to allow more flexibility in the pivot choice.

**Example 2**

Let

\[
R(\lambda) \triangleq \begin{bmatrix}
\lambda - 3 & 0 & 2 & -1 & 1 & 0 \\
0 & \lambda - 2 & 2 & 1 & 1 & 0 \\
0 & 0 & \lambda & 1 & 1 & 0 \\
0 & 0 & -1 & \lambda & 0 & 0 \\
-1 & 0 & 2 & -1 & 1 & 2 \\
0 & -1 & 1 & 0 & 0 & -1 \\
\end{bmatrix}
\]

(40)

The pole and zero operators of \( R(\lambda) \) in this coordinate system are

\[
A = \begin{bmatrix}
3 & 0 & 2 & -1 & 1 & 0 \\
0 & 2 & -2 & -1 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
-1 & 1 & 1 & 0 & 0 & 0 \\
1 & 2 & 4 & 2 & 0 & 0 \\
\end{bmatrix}
\]

\[
\hat{A} = \begin{bmatrix}
2 & -2 & 2 & 0 \\
-1 & 1 & 1 & -2 \\
1 & 2 & 4 & 2 \\
0 & 1 & 0 & 0 \\
\end{bmatrix}
\]

\( A \) is already in the so-called "real" Schur form and has eigenvalues \( \{3, 2, i, -i\} \). Hence we can take \( A_2 = A \) and \( U = I \). A possible Schur decomposition for \( \hat{A} \), with eigenvalues ordered in decreasing norm, is (with \( d = \sqrt{2} \)):

\[
\hat{A}_2 \triangleq V^* \hat{A} V = \begin{bmatrix}
3 & -2d & - \cdots & - \cdots \\
-2d & 2 & - \cdots & - \cdots \\
\cdots & - \cdots & - \cdots & - \cdots \\
1/d & 0 & 1/d & 0 \\
\end{bmatrix}
\]

and with eigenvalues \( \{3, 2, 1 + i, 1 - i\} \). The matrices \( A_2 \) and \( \hat{A}_2 \) are partitioned conformably (\( \delta_j = 1, \delta_j = 1, \delta_j = 2 \) and will lead to a cascade factorization with corresponding degrees \( \delta_j \) if and only if the matrix \( Q = V^* \) has a conformable block LU decomposition. Unfortunately, the element \( q_{11} \), supposed to be the first pivot in this decomposition, is zero. Using a larger block partitioning (\( \delta_j = 2, \delta_j = 2 \) we obtain

\[
Q - Q_L \cdot Q_u \triangleq \begin{bmatrix}
0 & 1/d & 1 & 0 \\
1 & 0 & 1/d & 1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix} \cdot \begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & -1 & 0 \\
1/d & 0 & 1 & 0 \\
\end{bmatrix}
\]

Here \( Q_L \) has orthonormal block columns and cond. \( Q_L = \sqrt{2} \). After applying the transformation \( T = V^* \cdot Q_L \) to the state-space system (40), we obtain the factorable form:

\[
R(\lambda) \triangleq \begin{bmatrix}
\lambda - 3 & 0 & d & -1 & 1 & 0 \\
0 & \lambda - 2 & 0 & 0 & 0 & 1 \\
0 & 0 & \lambda & d & 0 & 0 \\
0 & 0 & -1/d & \lambda & 0 & 1 \\
-1 & 0 & d & -1 & 1 & 2 \\
0 & -1 & 0 & 0 & 0 & -1 \\
\end{bmatrix}
\]

which decomposes in the factors (we choose \( D_2 = I \)):

\[
R_1(\lambda) \triangleq \begin{bmatrix}
\lambda - 3 & 0 & 1 & 0 \\
0 & \lambda - 2 & 0 & 1 \\
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1 \\
\end{bmatrix}
\]

\[
R_2(\lambda) \triangleq \begin{bmatrix}
\lambda & d & d & 0 \\
-1/d & \lambda & 0 & 1 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

One can check that a factorization with degrees \( \delta_j = 1, \delta_j = 1, \delta_j = 2 \), is possible when using a Schur decomposition \( \hat{A}_2 \) where the order of the eigenvalues 3 and 2 is reversed, but this is left out here.

The reader must be warned at this point that a real transfer function may be cascaded in complex first degree factors and yet be unfactorable in real degree 2 factors. This has been pointed out in [23] where a counterexample is given.

The computation of the factors \( \{A_i, B_i, C_i, D_i\} \) thus involves the following steps (between brackets we give an estimate of the number of multiplications and additions involved in each step):

**Step 1:** Construction of \( \hat{A} = A - BD^{-1}C \) \((n^3 + n^2\delta + n^2 \delta^2 \) operations). This step involves the inversion of \( D \), which is well conditioned when cond. \( D \) is close to 1. If cond. \( D \gg 1 \), then the computed \( \hat{A} \) may not be accurate.

**Step 2:** Computing the Schur decompositions \( U_0^* \) and \( V_0 \) \((2 \times 15\delta^3 \) operations). Backward stable software is available for this step [29].

**Step 3:** Construction of \( Q = V^* \) and its LU decomposition \((\delta^2 \) and \( 1/36 \) operations). Backward stability is ensured when appropriate bounds for acceptability are imposed on cond. \( Q \).

**Step 4:** Construction of \( T = AT \) and of the cascaded realization \( \{A_i, B_i, C_i, D_i\} \) \((T^{-1}A_T, T^{-1}B_T, C_T, D_T \) \((\delta^2 + 2(n+\delta) \delta^2 \) operations). Stability is again ensured since \( T = \text{cond.} \cdot Q \).

**Step 5:** Construction of the factors \( \{A_i, B_i, C_i, D_i\} \) from \( \{A_i, B_i, C_i, D_i\} \) \((n^2 \delta \) operations). According to Remark 2 we choose \( D_i = D \) and the other \( D_i = I \). Then we only have
to compute $D^{-1}C$, and partition $A_c$, $B_c$, and $D^{-1}C_c$. Here again cond. $D$ determines the accuracy of the results.

The number of operations correspond to complex computations or real computations depending on the data. In general $\delta > n$ and then clearly the (complex or real) Schur decompositions will demand most of the computing time. When a chosen ordering of poles and zeros does not yield a requested LU decomposition, an updating of the Schur decomposition with another ordering of the eigenvalues will be performed using the previous decompositions. An efficient algorithm to reorder the eigenvalues in $A_\delta$ and $A_{\delta}'$ [21] requires only about $8\delta$ operations for each permuted pair of eigenvalues. As already mentioned above this may lead to a combinatorial problem.

Remark 3

The possible had conditioning of $D$ may seriously affect the reliability of the obtained factorization. In such a case one can avoid the inversion of $D$ in Steps 1 and 5 by using generalized eigenvalue routines on the pencil (see [25], [32]):

$$\lambda \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} - \begin{bmatrix} A & -B \\ C & -D \end{bmatrix} = 0 \quad \text{or} \quad \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} - \begin{bmatrix} A & B \end{bmatrix} = 0.$$ 

Considering this extension one may say that in general the factorization problem can be solved in a stable way. This of course does not mean that the factors are always well defined. Even though we have control on the errors performed in the computations (i.e., numerical stability), these errors may yield total different answers for the computed factors. This is, e.g., reflected by the sensitivity of the Schur decompositions: small perturbations in $A$ and $A'$ may cause large deviations in both their eigenvalues and invariant subspaces [19], [20], [28]. This will, e.g., occur when eigenvalues are clustered or repeated. If one is only interested in a synthesis of $R(\lambda)$ then this sensitivity is not important, since the backward numerical stability ensures that the computed factorization corresponds to a transfer function "close" to $R(\lambda)$.

VI. CONNECTIONS WITH THE CLASSICAL FACTORIZATION THEORY

In the mathematical literature [6], [11], [15] and in circuit theory [4], [9], [31] special attention has been paid to factorizations of "para $J$-unitary" and "para $J$-contractive" transfer functions. Especially the work of Livsic is relevant in this context because he was the first to use and prove the factorizability conditions for this special case. In [4], [9] the relation between factoring these types of matrices and the Darlington synthesis is discussed. Let

$$J \triangleq \begin{bmatrix} I_p & 0 \\ 0 & -I_q \end{bmatrix}, \quad p + q = n$$

be a signature matrix. Let us define the lower star operation by

$$R_*(s) \triangleq \left[R(-s)\right]^*.$$ 

A matrix $R(s)$ is said to be para $J$-unitary and para $J$-contractive if

$$R(s) \cdot J \cdot R_*(s) = J \quad \text{and} \quad R(s) \cdot J \cdot \left[R(s)\right]^* \leq J,$$

for $\Re(s) > 0$.

It can be shown, using [11], [15], that any para $J$-unitary and para $J$-contractive matrix can be realized as

$$R(s) - D[I_n - B^*(sI_n - A)]^{-1}BJ$$

where

$$D^* JD = J, \quad A + A^* = -BJB^*.$$ 

The above state-space model is also "J-balanced." It is easy to check that the zero operator of this model is given by

$$\hat{A} \triangleq A + BJD^{-1}DB^* = -A^*$$

so that any upper Schur form for $\hat{A}$ is a lower Schur form for $A$, and the matrices $U$ and $V$ in (28) are equal. The subspaces $\mathcal{X}_i$ and $\mathcal{Z}_i$ can, therefore, be chosen orthogonal. The matrix $R(s)$ is thus factorable for any ordering $\{a_i\}$ of poles and corresponding ordering $\{\tilde{a}_i\}$ of zeros. Moreover the condition number of $T$ becomes one and no numerical difficulty is encountered to perform the factorization. For the discrete time case similar results hold, and they can be derived from the above using a bilinear transformation (see [6] for the case $J = I$).

VI. CONCLUSION

In this paper we have discussed the problem of cascade factorization from a computational point of view. Necessary and sufficient conditions have been derived for the existence of a cascade factorization with factors of arbitrary degree and a numerically sound criterion to check this condition has been given. A relatively simple algorithm to compute the (real or complex) factors has been derived.

The material is based on an approach developed in earlier work [2], [3], [11] and [15], [26]. From this theory other related results can be retrieved, such as the classical factorization theory for para $J$ unitary transfer functions [4], [6], [9], [11], [15], [31] (see Section V), spectral factorization methods [1], [13], [30] (see [3]) and the conditions for factorizability using the parameters of the transfer function [10], [23]. Using realizations of the type discussed in [77].

An important issue in cascade synthesis is the sensitivity of certain properties of the transfer function (poles, zeros, impulse response) with respect to perturbations in the parameters of the factors. Assuming that one starts out with a realization with low sensitivity, then the sensitivity of the cascaded realization will be proportional to the condition number of the required state-space realization $T$. For this reason one wants to find the ordering of poles and zeros that minimizes cond. $T$. This also shows the importance of choosing an original state-space model with low sensitivity (e.g., balanced realization [14]). We conclude by mentioning some open problems in factorization theory. It is known that prime factors—i.e., factors which cannot be minimally factored themselves—of degree two and three exist [10], [24]. It is not known whether prime factors of
any dimension larger than or equal to two and any degree exist. It is also known that some matrices have two or more minimal factorizations into prime factors for which the degrees of the factors do not match up. This is in contrast to factorizations in a ring or module where prime factors can be different but their degrees will match. It is not known for a given matrix, which and how many factorizations exist.
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