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Abstract—A theoretical analysis is made of the error propagation due to numerical roundoff for four different Kalman filter implementations: the conventional Kalman filter, the square root covariance filter, the square root information filter, and the Chandrasekhar square root filter. An experimental analysis is performed to validate the new insights gained by the theoretical analysis.

I. INTRODUCTION

Since the appearance of Kalman’s 1960 paper [1], the so-called Kalman filter (KF) has been applied successfully to many practical problems, especially in aeronautical and aerospace applications. As applications became more numerous, some pitfalls of the KF were discovered such as the problem of divergence due to the lack of reliability of the numerical algorithm or to inaccurate modeling of the system under consideration [2].

Therefore, several modified implementations of the KF were presented in an effort to avoid these numerical problems. Many of these modifications were based on heuristics (as in the stabilized KF [3], or the conventional KF with lower bounding [4]) which often require much experience in order to implement them effectively. Later, more reliable KF implementations were described such as the square root filter (SRF) proposed by Potter in 1963 [5]. For this filter the reliability of the filter estimates is expected to be better because of the use of numerically stable orthogonal transformations for each recursion step. On the other hand, the SRF implementation required more computations than the conventional KF [6]. This problem of cost efficiency gave rise to the development of modified versions of the SRF such as the UDU-algorithms [7] and the Chandrasekhar form [9]. These implementations can be made as efficient as the conventional KF, or for the Chandrasekhar SRF even more efficient for some special experimental conditions.

In this paper we reconsider the numerical robustness of existing KF’s and derive some results giving new and/or better insights into their numerical performance. Here we investigate four “basic” KF implementations: the conventional Kalman filter (CKF), the square root covariance filter (SRCF), the square root information filter (SRIF). (The implementations chosen come from [12]; these differ substantially from the forms described in [7] with the same names!) This certainly does not cover all possible implementations encountered in practice, but insights gained for these general cases are very useful in judging variants such as the efficient KF algorithms based on the sequential processing technique [7] or the “condensed form” versions [10], [11]. After a brief description of the above filters in Section II, we perform in Section III a detailed first-order perturbation study of the error propagation due to roundoff for the above four KF implementations. In Section IV a realistic simulation study is performed in order to validate the results of the theoretical analysis. Section V then outlines a comparison between the different filter implementations using the results of the theoretical error analysis and the simulation study. We end with some concluding remarks in Section VI.

II. NOTATION AND PRELIMINARIES

In this section we introduce our notation and list the different Kalman filter types that are discussed in the paper. We consider the discrete time-varying linear system

\[ x_{k+1} = A_k x_k + B_k w_k + D_k u_k \]  

and the linear observation process

\[ y_k = C_k x_k + v_k \]

where \( x_k \), \( u_k \), and \( y_k \) are, respectively, the state vector to be estimated, the deterministic input vector, and the measurement noise vector. The process noise vector \( w_k \) and \( v_k \) are the process noise and measurement noise, respectively.

The assumption that \( Q_k \) is nonsingular does not restrict the generality of the system description, since for the case of singular \( Q_k \), the linearly dependent components in \( w_k \) can always be removed first [12]. On the other hand, the regularity of \( R_k \) rules out the possibility of including perfect measurements not corrupted by noise. In the particular case of perfect measurements, special adaptations are required for some of the KF implementations, such as the use of the Moore–Penrose inverse for the CKF [12]. Such special implementations are not considered here except for a few comments in the concluding remarks.

The SRF algorithm uses the Choleski factors of the covariance matrices or their inverse in order to solve the optimal filtering problem. Since the process noise covariance matrix \( Q_k \) and the measurement noise covariance matrix \( R_k \) are assumed to be positive definite, the following Choleski factorizations exist:

\[ Q_k = Q_k^{1/2} (Q_k^{1/2})^* \]
\[ R_k = R_k^{1/2} (R_k^{1/2})^* \]

with nonsingularity required for the SRF.

Notice that historically \( Q_k^{1/2} \) and \( R_k^{1/2} \) have erroneously been called “square roots” instead of “Choleski factors.” However, we will maintain the adjective “square root” as far as the names of the filters are concerned because of the familiarity that they have acquired.
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where the factors $Q_{i}^{1/2}$ and $R_{j}^{1/2}$ may be chosen upper or lower triangular. This freedom of choice is exploited in the development of the fast KF implementations presented in Section II. The problem is now to compute the minimum variance estimate of the stochastic variable $x_{k}$, provided $y_{j}$ up to $y_{j}$ have been measured

$$\hat{x}_{k|j} = \hat{x}_{k|j-1} + K_{k} (y_{k} - H_{k} \hat{x}_{k|j-1})$$

(6)

When $j = k$ this estimate is called the filtered estimate and for $j = k - 1$ it is referred to as the one-step predicted or, shortly, the predicted estimate. The above problem is restricted here to these two types of estimates except for a few comments in the concluding remarks. Kalman filtering is a recursive method to solve this problem. This is done by computing the variances $P_{k|k}$ and/or $P_{k|k-1}$ and the estimates $\hat{x}_{k|k}$ and/or $\hat{x}_{k|k-1}$ from their previous values, this for $k = 1, 2, \ldots$. Thereby one assumes $P_{0|0}$ (i.e., the covariance matrix of the initial state $x_{0}$) and $\hat{x}_{0|0}$ (i.e., the mean of the initial state $x_{0}$) to be given.

A. The Conventional Kalman Filter (CKF)

The above recursive solution can be computed by the CKF equations, summarized in the following "covariance form" [12]:

$$R_{k} = H_{k} P_{k|k-1} H_{k}^{T} + R_{k}$$

(7)

$$K_{k} = H_{k} P_{k|k-1} H_{k}^{T} [R_{k}]^{-1}$$

(8)

$$P_{k+1|k} = A_{k} P_{k|k-1} A_{k}^{T} [R_{k}]^{-1}$$

(9)

$$\hat{x}_{k+1|k} = A_{k} \hat{x}_{k|k-1} - K_{k} (C_{k} \hat{x}_{k|k-1} - y_{k}) + D_{k} u_{k}$$

(10)

This set of equations has been implemented in various forms; see [12]. An efficient implementation that exploits the symmetry of the different matrices in (7)-(10) requires per step $3n^{2}/2 + n^{3}(3p + m/2) + n(3p^{2}/2 + m^{2}) + p^{3}/6$ "flops" (where 1 flop = 1 multiplication + 1 addition). By not exploiting the symmetry of the matrices in (7)-(10) one requires $(n^{2}/2 + n^{3}m/2 + np^{2})$ more flops. In the error analysis, it is this "costly" implementation that is initially denoted as the CKF for reasons that are explained there. In Section II-E we also give some other variants that lead to further improvements in the number of operations.

B. The Square Root Covariance Filter (SRCF)

Square root covariance filters propagate the Choleski factors of the error covariance matrix $P_{k|k-1}$

$$P_{k|k-1} = S_{k} \cdot S_{k}^{T}$$

(11)

where $S_{k}$ is chosen to be lower triangular. The computational method is summarized by the following scheme [12]:

$$ \begin{bmatrix} R_{k}^{1/2} & C_{k} S_{k} & 0 & 0 \\ 0 & A_{k} S_{k} & B_{k} Q_{k}^{1/2} & 0 \\ \end{bmatrix} \cdot U_{j} = \begin{bmatrix} R_{k}^{1/2} & C_{k} S_{k} & 0 & 0 \\ 0 & A_{k} S_{k} & B_{k} Q_{k}^{1/2} & 0 \\ \end{bmatrix} \cdot U_{j} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \end{bmatrix}$$

(12)

$$\hat{x}_{k+1|k} = A_{k} \hat{x}_{k|k-1} - G_{k} R_{k}^{-1/2} (C_{k} \hat{x}_{k|k-1} - y_{k}) + D_{k} u_{k}$$

(13)

where $U_{j}$ is an orthogonal transformation that triangularizes the prearray. Such a triangularization can, e.g., be obtained using Householder transformations [13]. This recursion is now initiated with $\hat{x}_{0|0}$ and the Choleski factor $S_{0}$ of $P_{0|0}$ as defined in (11). The number of flops needed for (12) and (13) is $7n^{2}/6 + n^{3}(5p/2 + m) + n(p^{2} + m^{2}/2)$. In order to reduce the amount of work, we only compute here the diagonal elements of the covariance matrix $P_{k+1|k}$ since usually $\text{diag}(P_{k+1|k})$ carries enough information about the estimate $\hat{x}_{k+1|k}$ (namely the variance of the individual components). For this reason our operation counts differ, e.g., from those of [6]. In Section II-E we shortly discuss some other variants that lead to further improvements in the number of operations.

C. The Chandrasekhar Square Root Filter (CSRF)

If the system model (1), (2) is time-invariant, the SRCF described in Section II-B may be simplified to the Chandrasekhar square root filter, described in [14], [9]. Here one formulates recursions for the increment of the covariance matrix, defined as

$$\Delta P_{k} = P_{k+1|k} - P_{k|k-1}$$

(14)

In general, this matrix can be factored as

$$\Delta P_{k} = L_{k} \cdot \begin{bmatrix} I_{n} & 0 \\ 0 & -I_{n} \\ \end{bmatrix} \cdot L_{k}^{T}$$

(15)

where the rank of $P_{k}$ is $n_{1} + n_{2}$ and $\Sigma$ is called its signature matrix. The CSRF propagates recursions for $L_{k}$ and $\hat{x}_{k+1|k}$ using [14]:

$$\begin{bmatrix} (R_{k}^{1/2}) & C_{k} \hat{x}_{k|k-1} \\ G_{k} & A L_{k} \end{bmatrix} \cdot U_{2} = \begin{bmatrix} (R_{k}^{1/2}) & 0 \\ G_{k} & L_{k} \end{bmatrix}$$

(16)

$$\hat{x}_{k+1|k} = A_{k} \hat{x}_{k|k-1} - G_{k} R_{k}^{-1/2} (C_{k} \hat{x}_{k|k-1} - y_{k}) + D_{k} u_{k}$$

(17)

where the factors $L_{k}$ and $L_{k} \Sigma L_{k}^{T}$ are $P_{0|0} - P_{0|0-1}$. Here $U_{2}$ is a $\Sigma_{p}$-unitary transformation, i.e., $U_{2} \Sigma_{p} U_{2}^{T} = \Sigma_{p}$ with

$$\Sigma_{p} = \begin{bmatrix} I_{p} & 0 \\ 0 & \Sigma \end{bmatrix}$$

(18)

Such transformations are easily constructed using "skew Householder" transformations (using an indefinite $\Sigma_{p}$-norm) and require as many operations as the classical Householder transformations [14]. (Later, it is noted that numerically they are not always well behaved.) For this implementation the operation count is $(n_{1} + n_{2}) (n^{2} + 3np + p^{2})$ flops.

D. The Square Root Information Filter (SRIF)

The information filter accentuates the recursive least-squares nature of filtering [7], [12]. The SRIF propagates the Choleski factor of $P_{k|k}$ using the Choleski factor of the inverse of the process- and measurement-noise covariance matrices

$$P_{k|k}^{-1} = T_{k}^{T} \cdot T_{k}$$

(19)

$$Q_{k}^{-1} = [Q_{k}^{-1/2}]^{T} \cdot Q_{k}^{-1/2}$$

(20)

$$R_{k}^{-1} = [R_{k}^{-1/2}]^{T} \cdot R_{k}^{-1/2}$$

(21)

where the right factors are all chosen upper triangular. We now present the Dyer and McReynolds formulation of the SRIF (except for the fact that the time and measurement updates are combined here as in [12]) which differs from the one presented by Bierman (see [7] for details). One recursion of the SRIF algorithm
is given by [12]:

\[ U \cdot \begin{pmatrix} Q_{k}^{-1/2} & 0 & 0 \\ T_{k}A_{k}^{-1}B_{k} & R_{k+1} & T_{k}z_{k|k} \\ 0 & R_{k+1}C_{k+1} & R_{k+1}C_{k+1}y_{k+1} \end{pmatrix} \]

\[(prearray)\]

\[ = \begin{pmatrix} Q_{k}^{-1} & * & * \\ 0 & T_{k+1} & z_{k+1} \\ 0 & 0 & r_{k+1} \end{pmatrix} \]

\[(postarray)\]

and the filtered state estimate is computed by

\[ \hat{x}_{k+1|k+1} = T_{k+1}(z_{k+1|k+1}) + D_{k}u_{k}. \]  

(23)

An operation count of this filter is \(7n^{3}/6 + n^{2}(p + 7m/2) + n(p^{2}/2 + m^{2})\) flops. Here we did not count the operations needed for the inversion and/or factorization of \(Q_{k}, R_{k}, A_{k}\) (for the time-invariant case, e.g., these are computed only once) and again (as for the SRCF) only the diagonal elements of the information matrix \(P_{k}\) are computed at each step.

E. Efficient Implementations

Variants of the above basic KF implementations have been developed which mainly exploit some particular structure of the given problem in order to reduce the amount of computations; e.g., when the measurement noise covariance matrix \(R_{k}\) is diagonal, it is possible to perform the measurement update in \(p\) scalar updates. This is the so-called sequential processing technique, a feature that is exploited by the \(UDU'\)-algorithm to operate for the multivariable output case. A similar processing technique for the time update can be formulated when the process noise covariance matrix \(Q_{k}\) is diagonal, which is then exploited in the SRCF algorithm. Notice that no such technique can be used for the CSRIF. The \(UDU'\)-algorithm also saves operations by using unit triangular factors \(U\) and a diagonal matrix \(D\) in the updating formulas for which then special versions can be obtained [7]. By using modified Givens rotations [15] one could also obtain similar savings for the updating of the usual Choleski factors, but these variants are not reported in the sequel.

For the time-invariant case, the matrix multiplications and transformations that characterize the described KF implementations can be made more efficient when the system matrices \(A, B, C\) are first transformed by unitary similarity transformations to so-called condensed forms, whereby these system matrices \(A, B, C\) contain many zeros. From the point of view of reliability, these forms are particularly interesting here because no loss of accuracy is incurred by these unitary similarity transformations [10]. The following types of condensed forms can be used to obtain considerable savings in computation time in the subsequent filter recursions [10]: the Schur form, where \(A_{i}\) is in upper or lower Schur form, the observer-Hessenberg form, where the compound matrix \((A', B')\) is upper trapezoidal, and the controller-Hessenberg form, where the compound matrix \((A_{c}, B_{c})\) is upper trapezoidal. In [10], an application is considered were these efficient implementations are also valid for the time-varying case. Note that the use of condensed forms and "sequential processing" could very well be combined to yield even faster implementations.

The operation counts for particular mechanizations of these variants are all given in Table I and indicated by, respectively, the "seq," "Schur," "o-Hess" and "c-Hess" abbreviations, while "full" refers to the implementations described in previous sections.3

III. Error Analysis

In this section we analyze the effect of rounding errors on Kalman filtering in the four different implementations described above. The analysis is split in three parts: 1) what bounds can be obtained for the errors performed in step \(k\); 2) how do errors performed in step \(k\) propagate in subsequent steps; and 3) how do errors performed in different steps interact and accumulate. Although this appears to be the logical order in which one should treat the problem of error buildup in KF, we first look at the second aspect, which is also the only one that has been studied in the literature so far. Therefore, we first need the following lemma which is easily proved by inspection.

Lemma 1: Let \(A\) be a square nonsingular matrix with smallest singular value \(\sigma_{\min}\) and let \(E\) be a perturbation of the order of \(\delta = \|E\|_{2} \ll \sigma_{\min}(A)\) with \(\|E\|_{2}\) denoting the 2-norm. Then

\[ (A + E)^{-1} = A^{-1} + \Delta_{1} = A^{-1} - A^{-1}EA^{-1} + \Delta_{2} \]  

where

\[ \|\Delta_{1}\|_{2} \leq \delta/\sigma_{\min}(\sigma_{\min} - \delta) = O(\delta) \]  

(25)

\[ \|\Delta_{2}\|_{2} \leq \delta^{2}/\sigma_{\min}^{2}(\sigma_{\min} - \delta) = O(\delta^{2}). \]  

(26)

Notice that when \(A\) and \(E\) are symmetric, these first- and second-order approximations (25) and (26) are also symmetric.

We now thus consider the propagation of errors from step \(k\) to step \(k + 1\) when no additional errors are performed during that update. We denote the quantities in computer with an "approx" sign. The analysis is split in three parts: 1) what bounds can be obtained for the errors performed in step \(k\); 2) how do errors performed in step \(k\) propagate in subsequent steps; and 3) how do errors performed in different steps interact and accumulate. Although this appears to be the logical order in which one should treat the problem of error buildup in KF, we first look at the second aspect, which is also the only one that has been studied in the literature so far. Therefore, we first need the following lemma which is easily proved by inspection.
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From this, one then derives

\[ K_k = A_k P_{k|k-1} C_k^T R_k^{-1} \]

\[ \delta K_k = A_k \delta P_{k|k-1} C_k^T R_k^{-1} \]

\[ -A_k P_{k|k-1} C_k^T R_k^{-1} C_k \delta P_{k|k-1} C_k^T R_k^{-1} + O(\delta^2) \]

\[ = F_k \delta P_{k|k-1} C_k^T R_k^{-1} + O(\delta^2) \]

where

\[ F_k = A_k (I - P_{k|k-1} C_k^T R_k^{-1} C_k) = A_k - K_k C_k \]

and (assuming \( \hat P_{k|k-1} \) is not necessarily symmetric, which would, e.g., occur when applying (9) bluntly)

\[ \delta P_{k+1|k} = A_k \delta P_{k|k-1} - \delta P_{k|k-1} A_k^T + B_k Q_k B_k^T \]

\[ \delta P_{k+1|k} + P_{k|k-1} C_k^T R_k^{-1} C_k \delta P_{k|k-1} P_{k|k-1} \]

\[ = (A_k - K_k C_k) \delta P_{k|k-1} (A_k - C_k K_k) + O(\delta^2) \]

\[ + (A_k - K_k C_k) \delta P_{k|k-1} C_k K_k + O(\delta^2) \]

\[ = F_k \delta P_{k|k-1} F_k^T + A_k \delta P_{k|k-1} A_k^T \]

\[ - A_k \delta P_{k|k-1} F_k^T + O(\delta^2). \]

(31)

For the estimate \( \hat x_{k+1|k} \), we have:

\[ \delta \hat x_{k+1|k} = \hat F_k \delta x_{k|k} + K_k y_k + D_k h_k \]

\[ \delta \hat x_{k+1|k} = \delta F_k \delta x_{k|k} + \delta K_k y_k + \delta D_k h_k + O(\delta^2) \]

\[ \delta \hat x_{k+1|k} = \delta F_k \delta x_{k|k} + \delta K_k y_k + O(\delta^2) \]

\[ = \hat F_k \delta x_{k|k} + \delta K_k y_k + O(\delta^2). \]

(32)

When on the other hand, \( \delta P_{k|k} \) and \( \delta \hat x_{k|k} \) are given, one derives analogously,

\[ \delta P_{k+1|k} = F_k \delta P_{k|k} F_k^T + A_k \delta P_{k|k} A_k^T \]

\[ -A_k \delta P_{k|k} A_k^T + O(\delta^2) \]

\[ \delta \hat x_{k+1|k} = \hat F_k \delta x_{k|k} + \delta K_k y_k + O(\delta^2). \]

(33)

where \( \hat F_k = (I - P_{k+1|k} C_{k+1}^T R_{k+1}^{-1} C_{k+1}) A_k \) has the same spectrum as \( F_k \) in the time-invariant case, since \( F_{k+1} A_k = A_{k+1} \hat F_k \) [16].

We thus find that when \( \delta P_{k|k-1} \) or \( \delta \hat x_{k|k} \) is symmetric, only the first term in (31) or (33) remains and the error propagation behaves roughly as

\[ \|\delta P_{k+1|k}\|_2 \approx \|F_k^T\|_2 \cdot \|\delta P_{k|k-1}\|_2 = \gamma_k^2 \cdot \|\delta P_{k|k-1}\|_2 \]

\[ \|\delta P_{k+1|k}\|_2 \approx \|F_k^T\|_2 \cdot \|\delta P_{k|k-1}\|_2 = \gamma_k^2 \cdot \|\delta P_{k|k-1}\|_2 \]

which are decreasing in time when \( F_k \) and \( \hat F_k \) are contractions (i.e., when \( \gamma_k \) and \( \gamma_k^2 < 1 \)). The latter is usually the case when the matrices \( A_k, B_k, C_k, Q_k, \) and \( R_k \) do not vary too wildly in time [12]. For the time-invariant case one can improve on this by saying that \( F_k \) and \( \hat F_k \) tend to the constant matrices \( F_w \) and \( \hat F_w \), respectively, with (equal) spectral radius \( \rho_w < 1 \) and one then has for some appropriate matrix norm [17]:

\[ \|\delta P_{k+1|k}\|_2 \approx \rho_w^2 \cdot \|\delta P_{k|k-1}\|_2 \]

\[ \|\delta P_{k+1|k}\|_2 \approx \rho_w^2 \cdot \|\delta P_{k|k-1}\|_2 \]

(37)

(38)

for sufficiently large \( k \). Notice that \( \rho_w \) is smaller than \( \gamma_w \) or \( \gamma_{w_0} \), hence, (37), (38) are better bounds than (35), (36). Using this, it then also follows from (37), (38) that all three errors \( \delta P_{k|k-1}, \delta \hat x_{k|k}, \) and \( \delta \hat x_{k|k} \) are decreasing in time when no additional errors are performed. The fact that past errors are weighted in such a manner is the main reason why many Kalman filters do not diverge in presence of rounding errors.

The property (35)-(38) was already observed before [2], but for symmetric \( \delta P_{k|k-1} \). However, if symmetry is removed, divergence may occur when \( A_k \) (i.e., the original plant) is unstable. Indeed, from (31), (33) we see that when \( A_k \) is unstable the larger part of the error is skew symmetric:

\[ \delta P_{k+1|k} = A_k \cdot \delta P_{k|k-1} \cdot A_k^T \]

(39)

\[ \delta P_{k+1|k} = A_k \cdot \delta P_{k|k-1} \cdot A_k^T \]

(40)

and the lack of symmetry diverges as \( k \) increases. This phenomenon is well known in the extensive literature about Kalman filtering and experimental experience has led to a number of different "remedies" to overcome it. The above first-order perturbation analysis in fact explains why they work.

1) A first method to avoid divergence due to the loss of symmetry when \( A_k \) is unstable, is to symmetrize \( \hat P_{k|k-1} \) or \( P_{k|k} \) at each recursion of the CKF by averaging it with its transpose. This makes the errors on \( P \) symmetric, and hence the largest terms in (31), (33) disappear.

2) A second method to make the errors on \( P \) symmetric, simply computes only the upper (or lower) triangular part of these matrices, such as indicated by the implementation in Table I.

3) A third technique to avoid the loss of symmetry is the so-called Joseph's stabilized KF [3]. In this implementation, the set of equations for updating \( P \) are rearranged as follows:

\[ P_{k+1|k} = \hat F_k \delta P_{k|k} \cdot F_k^T + K_k R_k K_k^T + B_k Q_k B_k^T \]

(41)

A similar first-order perturbation study as for the CKF above, learns that no symmetrization is required in order to avoid divergence since here the error propagation model becomes:

\[ \delta P_{k+1|k} = \delta F_k \delta P_{k|k} \cdot F_k^T + O(\delta^2) \]

(42)

where there are no terms anymore related to the loss of symmetry.

Since for the moment we assume that no additional errors are performed in the recursions, one inherently computes the same equations for the SRCP as for the CKF. Therefore, starting with errors \( \delta S_{k} \) and \( \delta \hat x_{k|k-1} \) (29), (31), (32), (35), and (37) still hold, whereby now

\[ \delta P_{k|k-1} = S_k + \delta S_k + \delta S_k + \delta S_k + \delta S_k \]

(43)

is clearly symmetric by construction. According to (31) this now ensures the convergence to zero of \( \delta P_{k|k-1} \), and hence of \( \delta S_k, \delta K_k \) and \( \delta \hat x_{k|k} \) if \( \delta x_k \) is sufficiently bounded in the time-varying case.

For the SRIF we start with errors \( \delta T_k \) and \( \delta \hat x_{k|k} \) and use the identity

\[ \delta P_{k+1|k} = T_k^T \cdot \delta T_k + \delta T_k^T \cdot T_k + \delta T_k^T \cdot \delta T_k \]

(44)

\[ \delta \hat x_{k+1|k} = (T_k + \delta T_k)^{-1} \delta \hat x_{k|k} \]

(45)

to relate this problem to the CKF as well. Here one apparently does not compute \( \hat x_{k+1|k-1} \) from \( \hat x_{k|k} \) and therefore one would expect no propagation of errors between them. Yet, such a propagation is present via the relation (45) with the errors on \( \delta \hat x_{k+1|k-1} \) and \( \delta \hat x_{k|k} \), which do propagate from one step to another. This fact is reflected in the recurrence (34) derived earlier. Since the SRIF update is inherently equivalent to an update of \( \hat P_{k|k} \) and \( \hat x_{k|k} \) as in the CKF, the equations (33), (36) still hold where now the symmetry of \( \delta P_{k|k} \) is ensured because of (44). From this it follows that \( \delta P_{k|k} \) and \( \delta \hat x_{k|k} \), and therefore also \( \delta T_k \)
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and $\delta \hat{X}_{k}$ converge to zero as $k$ increases, provided $\gamma$ is sufficiently bounded in the time-varying case.

Finally, for the CSRF we start with errors $\delta L_{k-1}$, $\delta G_{k-1}$, $\delta R_{k-1}$, and $\delta X_{k-1|k-1}$. Because of these errors, (16) is perturbed exactly as follows:

$$
\begin{pmatrix}
R_{k-1} + \delta R_{k-1} & CR_{k-1} + \delta R_{k-1} \\
G_{k-1} + \delta G_{k-1} & A(L_{k-1} + \delta L_{k-1})
\end{pmatrix}
= U_2
$$

where $U_2$ is also $\Sigma$-unitary. When $\lambda = \|C \cdot L_{k-1}\| \ll \|R_{k-1}\|$ (which is satisfied when $k$ is sufficiently large), Lemma A.3 yields after some manipulations

$$
(\delta R_{k-1}^2) C(L_{k-1} + \delta L_{k-1}) + U_2(\delta \cdot \lambda).
$$

Now the $(1, 1)$ and $(1, 2)$ blocks of $U_2'$ are easily checked to be given by $R_{k-1}^{-1/2} \cdot R_{k-1}^2$ and $R_{k-1}^{-1/2} \cdot C \cdot L_{k-1} \cdot \Sigma$, respectively. From this, one then derives that for $k$ sufficiently large

$$
\delta R_{k}^2 = \delta R_{k-1}^2 + [R_{k-1}^{-1/2} \cdot R_{k-1}^2] \cdot \Sigma' \cdot \delta L_{k-1} + O(\delta \cdot \lambda).
$$

Here again thus the errors $\delta R_{k-1}^2$ and $\delta G_{k-1}$ are multiplied by the matrix $[R_{k-1}^{-1/2} \cdot R_{k-1}^2]'$ at each step. When the identity matrix (i.e., when $P_k$ is nonnegative) this is a contraction since $R_k = R_k^2 + C \cdot L_{k-1} \cdot \Sigma'$. From this, we then derive similar formulas for the propagation of $\delta X_k$ and $\delta X_{k-1|k}$. Using Lemma 1 for the perturbation of the inverse in $K_k = G_k \cdot R_k^{-1/2}$, we find

$$
\delta K_k = \delta G_k \cdot R_k^{-1/2} - G_k \cdot R_k^{-1/2} \cdot \delta R_k^{1/2} \cdot R_k^{-1/2} + O(\delta^2)
$$

Using (49), (50) and the fact that for large $k$, $K_k = K_{k-1} + O(\lambda)$, we then obtain

$$
\delta K_k = \delta G_k - R_k^{-1/2} \cdot R_k^{-1/2} \cdot \delta R_k^{1/2} \cdot R_k^{-1/2} + O(\delta^2).
$$

which becomes of (50) decremented by 1 becomes

$$
\delta K_k = \delta K_{k-1} \cdot [R_{k-1}^{-1/2} \cdot R_{k-1}^2] + O(\delta \cdot \lambda).
$$

Using (17) we then also obtain from this

$$
\delta X_{k-1|k} = F_k \cdot \delta X_{k-1|k-1} + B_k \cdot (y_k - C \cdot \delta X_{k-1|k-1}) + O(\delta^2).
$$

For the same reason as above, the matrix $[R_{k-1}^{-1/2} \cdot R_{k-1}^2]$ is a contraction when $\Sigma = I$, which guarantees the convergence to zero of $\delta K_k$ and $\delta X_{k-1|k}$. Notice, however, that here the contraction becomes closer to the identity matrix as $k$ increases, which suggests that the inherent decaying of errors performed in previous steps will be less apparent for this filter. Besides that, nothing is claimed about $\delta L_k$ or $\delta P_k+1$ or $A$, but apparently these are less important for this implementation of the KF since they do not directly affect the precision of the estimate $\hat{X}_{k+1|k}$. Moreover, when $\Sigma$ is not the identity matrix, the above matrix has norm larger than 1 and divergence may be expected. This has also been observed experimentally as shown in Section IV.

We now turn our attention to the numerical errors performed in one single step $k$. Bounds for these errors are derived in the following theorem.

Theorem 1: Denoting the norms of the absolute errors due to roundoff during the construction of $P_{k+1|k}$, $K_k$, $\delta X_{k+1|k}$, $S_k$, $T_k$, $P_{k+1|k+1}$, and $\delta X_{k+1|k}$ by $\Delta_p$, $\Delta_k$, $\Delta_s$, $\Delta_t$, $\Delta_{pinv}$, and $\Delta_x$, respectively, we obtain the following upper bounds (where all norms are 2-norms):

1) CKF

$$
\Delta_p \leq \varepsilon_1 \cdot \sigma_k^2 / \sigma_p^2 \cdot \|P_{k+1|k}\|
$$

$$
\Delta_k \leq \varepsilon_2 \cdot \sigma_k^2 / \sigma_p^2 \cdot \|K_k\|
$$

$$
\Delta_x \leq \varepsilon_3 \cdot ([F_k \cdot \|\delta X_{k+1|k-1}\| + \|K_k\| \cdot \|y_k\| + \|D_k\| \cdot \|u_k\|])
+ \Delta_k \cdot ([C_k \cdot \|\delta X_{k+1|k-1}\| + \|y_k\|])
$$

2) SRCF

$$
\Delta_k \leq \varepsilon_4 \cdot (1 + \sigma_k / \sigma_p) \cdot \|S_k\|/\cos \phi
$$

$$
\Delta_p \leq \varepsilon_5 \cdot (1 + \sigma_k / \sigma_p) \cdot \|P_{k+1|k}\|/\cos \phi
$$

$$
\Delta_t \leq \varepsilon_6 \cdot (\sigma_k / \sigma_p) \cdot \|S_{k+1}\| + \varepsilon_1 \cdot \|G_k\| + \|S_{k+1}\|/\cos \phi
$$

$$
\Delta_x \leq \varepsilon_7 \cdot (\|F_k\| \cdot \|\delta X_{k+1|k-1}\| + \|K_k\| \cdot \|y_k\| + \|D_k\| \cdot \|u_k\|)
+ \Delta_k \cdot ([C_k \cdot \|\delta X_{k+1|k-1}\| + \|y_k\|])
$$

3) CSRF

$$
\Delta_k \leq \varepsilon_8 \cdot (\kappa(U_2) / \sigma_k \cdot \|G_k\| + \|L_k\|)
+ \varepsilon_1 \cdot \|G_k\| + \|L_k\|/\cos \phi
$$

$$
\Delta_x \leq \varepsilon_9 \cdot (\|F_k\| \cdot \|\delta X_{k+1|k-1}\| + \|K_k\| \cdot \|y_k\| + \|D_k\| \cdot \|u_k\|)
+ \Delta_k \cdot ([C_k \cdot \|\delta X_{k+1|k-1}\| + \|y_k\|])
$$

4) SRIF

$$
\Delta_t \leq \varepsilon_{10} \cdot \{\kappa(A_k) + \kappa(R_k^{-1/2}) + \tau_1 / \tau_m \cdot \|Q_k^{-1/2}\|
+ \kappa(A_k)\} \cdot \|T_{k+1}\|/\cos \phi
$$

$$
\Delta_{p_{inv}} \leq \varepsilon_{11} \cdot \{\kappa(A_k) + \kappa(R_k^{-1/2}) + \tau_1 / \tau_m \cdot \|Q_k^{-1/2}\|
+ \kappa(A_k)\} \cdot \|P_{k+1|k}\|/\cos \phi
$$

$$
\Delta_p \leq \Delta_{p_{inv}} \cdot \|P_{k+1|k}\|/\cos \phi
$$

$$
\Delta_t \leq \varepsilon_{12} \cdot \|D_k\| \cdot \|u_k\|
+ \Delta_t \cdot \kappa(T_k^{-1}) \cdot \|r_{k+1}\| + \kappa(T_k+1) \cdot \|\delta X_{k+1|k+1}\|
+ \|P_{k+1|k}\|/\cos \phi
$$

where $\sigma_k$ and $\tau_k$ are the $k$th singular value of $R_k^{-1/2}$ and $Q_k^{-1/2}$, respectively, $\varepsilon_k$ are constants close to the machine precision $\varepsilon$ and $\cos \phi_k$ are defined as follows:

$$
\cos \phi_k = \|S_k\|/\|G_k | S_k + 1\|
$$

$$
\cos \phi_k = \|L_k\|/\|G_k | L_k\|
$$
\[ \cos \phi_3 = \| T_{k+1} \| \left\| \left( T_k A_k^{-1} \right) \right\| \]
\[ \cos \phi_4 = \| r_{k+1} \| \left\| \left( \xi_k + t_{k+1} \right) \right\| \]

and are usually close to 1.

**Proof:**

1) **CKF:** Using Lemma A.1 the errors performed when constructing the matrix \( R_k^2 \) can be bounded by \( \epsilon \| R_k^2 \| \) and those for its inverse by \( \epsilon \cdot \kappa(R_k^2) \| R_k^2 \| \). By again applying Lemma A.1 several times one finally obtains all bounds for \( \Delta_p \), \( \Delta_s \), and \( \Delta_x \) as given above.

2) **SRFC:** The bounds for \( \Delta_p \) and \( \Delta_s \) follow directly from Lemma A.2 since \( K_k \) and \( S_{k+1} \) are the least-squares solution and the residual, respectively, of the problem \( [A|B] \) where \( A' \) and \( B' \) are the top and bottom block rows of the prearray (12). The matrix \( A_1 \) of Lemma A.2 is here the matrix \( R_k^{1/2} \). The bound for \( \Delta_s \) then follows directly from the bound for \( \Delta_k \) using (43) and the fact that \( \| S_k \| = \| F_k + 1 \| \). Finally, the bound from \( \Delta_s \) is obtained from the one for \( \Delta_k \) and from using Lemma A.1 several times.

3) **CSRF:** For the case \( \Sigma = I \), one obtains the bound for \( \Delta_k \) as for the SRF, from the observation that \( K_k \) is the least-squares solution of the problem \( [A|B] \) where \( A' \) and \( B' \) are the top and bottom block rows of the prearray (16). The matrix \( A_1 \) of Lemma A.2 is here also the matrix \( R_k^{1/2} \). When \( \Sigma \neq I \), this bound is multiplied by \( \kappa(U_k) \) from the following observation. We can use Lemma A.1 to bound the errors in constructing the prearray (which we call \( M_k \)) by \( \epsilon \| U_k \| \cdot \| M_k \| \cdot \| U_k \| \cdot \| N_k \| \cdot U_k^2 \| \leq \epsilon \| U_k \| \cdot \| M_k \| \cdot \| U_k \| \cdot \| N_k \| \). In terms of \( N_k \), we are now again in a problem of classical least-squares and errors in \( M_k \) and \( N_k \) are related by a factor \( \kappa(U_k) \), hence the bound for \( \Delta_k \) for general \( \Sigma \). The bound for \( \Delta_k \) is then obtained by repeatedly using Lemma A.1 as for the SRF.

4) **SRIF:** As above \( T_{k+1} \) is the residual of a least-squares problem where \( A \) and \( B \) are the first and second block columns of the prearray (22). The relative backward errors \( \delta_{p}, \delta_{s} \) and \( \delta_{x} \) in the Appendix) in these matrices \( A \) and \( B \) are, according to Lemma A.1, bounded by \( \kappa(R_k^{1/2}) \) \( + \kappa(A_1) \) and \( \kappa(Q_k^{1/2}) \) \( + \kappa(A_1) \), respectively. Using this and Lemma A.2 we then obtain the bound for \( \Delta_k \). The bound for \( \Delta_{p_{1+m}} \) is then obtained from that for \( \Delta_k \) using (44) and the fact that \( \| T_{k+1} \| = \| P_k + 1 \| \). The bound for \( \Delta_k \) is then on its turn obtained from that for \( \Delta_k \) using Lemma 1. Finally, \( T_{k+1,l+1} \) is the least-squares solution of the bottom 2 \( \times 2 \) block in the postarray, which on itself is a residue (much as \( T_{k+1} \)) and is therefore only known with \( \Delta_k \) precision. Using Lemma A.2 we thereby obtain the bounds for \( \Delta_k \).

Here again we should point out that all bounds hold for several norms when appropriately adapting the constants \( \epsilon \) (see the Appendix).

These bounds are crude simplifications of the complicated process of rounding errors in linear algebra, but are often a good indication of what can go wrong in these problems (see, e.g., \[18\] and [19]). This will be investigated more precisely in the experimental analysis of Section IV. It is interesting to note here that the bounds derived in Theorem 1 disprove in a certain sense a result that was often used to claim the numerical supremacy of the SRF’s, namely that the singular values of the SRF’s, namely that the sensitivity of the same quantities computed via the CKF (see, e.g., [6], end of Section III). As far as the error analysis is concerned, this can only be claimed for \( P_{k+1,l+1} \) and not for \( K_k \) or \( \xi_{k+1,l+1} \) as follows from a quick comparison of the CKF and the SRF’s in Theorem 1.

Therefore, we conclude that for situations that allow the application of the CKF, the SRF’s do not necessarily improve the calculations of the Kalman gain or filtered estimates, although such a behavior is often observed. Counterexamples are given in Section IV.

Note also that when \( \kappa(R_k^2) = 1 \) all quantities are computed with roughly the same accuracy in the CKF and the SRF. This particular situation arises, e.g., when appropriately scaling the output measurements (this is also a known technique [3] to improve the performance of the CKF) or when using the "sequential processing" technique [8], described in the Introduction. This is also investigated in Section IV.

**Corollary 1:** The above theorem also gives bounds on the errors due to model deviations \( \delta_{A_k}, \delta_{B_k}, \delta_{C_k}, \delta_{D_k}, \delta_{Q_k}, \delta_{R_k} \), assuming that the latter are sufficiently small, as follows. Let \( \eta \) be the relative size of these errors, i.e., \( \| \delta M \| \leq \eta \| M \| \) for \( M \) equal to each of the above model matrices, then the above bounds hold when replacing the \( \epsilon \) by numbers \( \eta \), which are now all of the order of \( \eta \).

**Proof:** The model errors can indeed be interpreted as backward errors on the matrices \( A_k, \ldots \), but then on a machine of precision \( \eta \). The same analysis then holds, but with \( \epsilon \) replaced by \( \eta \). ■

Note that other modeling errors, such as bias errors on the input signals, discretization errors, etc., do not fall under this category and a separate analysis or treatment is required for each of them (see, e.g., [10], [7]).

The above theorem is now used together with the analysis of the propagation of errors through the recursion of the KP to yield bounds on the total error of the different filters at a given step \( k \), which we denote by the prefix \( \delta_{A_k} \) instead of \( \delta \).

For this we first turn to the (symmetrized) CKF. For the total error \( \delta_{A_k} P_{k+1,l+1} \) we then have according to (29), (31), (33), (35) and Theorem 1 (for any consistent norm [21]):

\[ \| \delta_{A_k} P_{k+1,l+1} \| \leq \gamma_k \cdot \| \delta_{A_k} P_{k,l+1} \| + \Delta_{p} \]
\[ \| \delta_{A_k} K_k \| \leq \gamma_k \cdot \| \delta_{A_k} P_{k,l+1} \| + \Delta_{k} \]
\[ \| \delta_{A_k} X_{k+1,l+1} \| \leq \gamma_k \cdot \| \delta_{A_k} X_{k,l+1} \| + \gamma_k \cdot C_l \cdot \| \delta_{A_k} P_{k+1,l+1} \| + \Delta_{x} \]

Here the upperbar on the \( \Delta \)'s indicate that these are not the exact bounds of Theorem 1 (which are derived under the assumption that the computations up to step \( k \) are exact), but analogous bounds derived for the perturbed results stored in computer at step \( k \). Under the assumption that at step \( k \) the accumulated errors are still of the order of the local errors performed in one step (i.e., those estimated in Theorem 1), one easily finds that the \( \Delta \) and \( \Delta \)-quantities are \( O(\delta^2) \)-close to each other. It is thus reasonable to assume that they are equal to each other. Denoting by \( \Delta_{A_k} \) the norm of the corresponding matrix \( \delta_{A_k} \), then finally yields

\[ \left( \begin{array}{c} \Delta_{A_k} P_{k+1,l+1} \\ \Delta_{A_k} K_k \\ \Delta_{A_k} X_{k+1,l+1} \\ \Delta_{A_k} \xi_{k+1,l+1} \end{array} \right) \leq \gamma_k \cdot \left( \begin{array}{c} \Delta_{p} \\ \Delta_{k} \\ C_l \cdot \Delta_{p} \\ \Delta_{x} \end{array} \right) \]

where the inequality is meant elementwise. From this one then easily sees that the total errors will remain of the order of the local errors as long as the norms \( \gamma_k \) do not remain too large for a long period of time. This is also confirmed by the experimental results of the next section. For a time-invariant system, \( \gamma_k \) can be replaced by \( \gamma_{o} \) if the norm is chosen appropriately as discussed in (37)—which then becomes eventually smaller than 1. Comparability results can also be stated about the \( \gamma_k \) if the time variations in the model are sufficiently smooth.

Using the above inequality recursively from 0 to \( \infty \), one finally
if $\gamma < 1$, where $\gamma$ is the largest of the $\gamma_k$'s. When $\gamma_k$ tends to a fixed value $\gamma_w$, it is easily shown that $\gamma$ can be replaced by $\gamma_w$ in (59), since the contributing terms to the summation are those with growing index $k$. For a time-invariant system, finally, this can then be replaced by $\rho_m$ as was remarked earlier, and the condition $\gamma = \rho_m < 1$ is then always satisfied.

For the SRFC, one uses the relation to the CKF (as far as the propagation of errors from one step to another is concerned) to then be replaced by (58), where $\alpha$ is appropriately adapted for the SRCF as in Theorem 1. For the CSRF, $\rho$ is then always satisfied.

For the SRCF, one uses the relation to the CKF (as far as the propagation of errors from one step to another is concerned) to replace (58) in an analogous fashion, but now with $\Delta_\alpha, \Delta_k$, and $\Delta_e$ appropriately adapted for the SRCF as in Theorem 1. For the SRIF one also obtains analogously the top and bottom inequalities of (57) for $\Delta_\beta$ and $\Delta_e$, appropriately adapted for the SRIF as in Theorem 1 and where now $\gamma$ is the largest of the $\gamma_k$'s. Upon convergence, the same remarks hold as above for replacing $\gamma$ by $\gamma_w$ and $\rho_m$. Finally, for the CSRF, we can only derive from (52), (53) a recursion of the type

\[
\begin{pmatrix}
\Delta_\alpha K_k \\
\Delta_\alpha K_{k+1} + 1 \kappa_k
\end{pmatrix} 
\leq 
\begin{pmatrix}
\beta_k & 0 \\
\gamma_k & 1
\end{pmatrix} 
\cdot 
\begin{pmatrix}
\Delta_\alpha K_{k-1} \\
\Delta_\alpha K_{k-1} + 1 \kappa_{k-1}
\end{pmatrix} 
\cdot 
\begin{pmatrix}
\Delta_k & \Delta_e \\
0 & 1
\end{pmatrix}
\]

(58)

where $\beta_k = \|R_{x_{k-1}, x_{k-1}}\|_2$. Recursive summation of these inequalities as was done to obtain (58), only converge here—for both $\Delta_\alpha K_k$ and $\Delta_\alpha K_{k-1}$—when the $\beta_k$ increase sufficiently slow to $1$ as $k$ grows. We remark here that these are only upper bounds (just as the bounds for the other filters), but the fact that they may diverge does indeed indicate that for the CSRF numerical problems are more likely to occur.

Notice that the first-order analysis of the section collapses when $\gamma = 0$, and it is observed from Fig. 1(a) that the error on $\gamma$ grows. We remark here that these are only upper bounds (just as the bounds for the other filters), but the fact that they may diverge does indeed indicate that for the CSRF numerical problems are more likely to occur.

Notice that the first-order analysis of the section collapses when $\gamma = 0$, and it is observed from Fig. 1(a) that the error on $\gamma$ grows. We remark here that these are only upper bounds (just as the bounds for the other filters), but the fact that they may diverge does indeed indicate that for the CSRF numerical problems are more likely to occur.

\[\Delta_\alpha P_{[k|k-1]} = \|P_{[k|k-1] - P_{[k|k-1]}\| = \|\delta_\alpha P_{[k|k-1]}\|;\]

2) on the Kalman gain $K$, denoted by $\Delta_\alpha K_k = \|K_k - \tilde{K}_k\| = \|\delta_\alpha K_k\|$

3) on the reconstructed state quantities $\tilde{x}_{[k|k-1]}$ or $\tilde{x}_{[k|k-1]}$, denoted by

\[\Delta_\alpha x_k = \|\tilde{x}_{[k|k-1]} - \tilde{x}_{[k|k-1]}\| \text{ or } \|\tilde{x}_{[k|k-1]} - \tilde{x}_{[k|k-1]}\|.\]

In the experiments, the total roundoff error $\Delta_\alpha$ in (57) and (59) is approximated by the Frobenius norm of the difference between the single and double precision quantities, which are, respectively, denoted by $\bar{\cdot}$ and $\bar{\cdot}$. The roundoff error covariance matrix $P_{[k|k] - 1}$ this approximation becomes $\Delta_\alpha P_{[k|k-1]} = \|P_{[k|k-1]} - P_{[k|k-1]}\| = \|\delta_\alpha P_{[k|k-1]}\|.$ It is noted that the SRIF does not require the Kalman gain $K_k$ explicitly to compute the filtered state quantities. Therefore, the second parameter will not be considered for this implementation.

Since the accuracy of the first two quantities determines the accuracy of the reconstructed state, a first analysis can be restricted to these quantities. If conditions can be formulated under which accuracy degradation of these two quantities occurs, extensive simulation tests with input and output time histories of the real (or simulated) system become obsolete.

Because of the inclusion of the CSRF, only the time-invariant case will be considered here. The SRFC and the SRIF algorithms are closely related from a numerical point of view. They are, therefore, first compared to the CKF and second to the CSRF.

B. Comparing the SRFC/SRIF with the CKF

The experimental conditions of the different tests are listed in Table II. From the theoretical analysis of Section III it follows that the relevant parameters that influence the reliability of the CKF are $\kappa(R)$ and $\rho(F)$, the spectral radius of $F$. Two tests were performed to analyze their effect. The magnitudes of the variables $\kappa(R^2)$ and $\rho(F)$ are very close to the values of $\kappa(R)$ and $\rho(A)$ given in Table II. Two tests were performed to analyze their effect. The results of these tests are plotted in Fig. 1. From this figure the following observations are made.

1) Test 1—Fig. 1(a): $\rho(A) = 1.0$ and $\kappa(R) = 10^3$.

Since symmetry of the error state covariance matrix $P$ is not preserved by the CKF, the roundoff error propagation model for the local error $\delta P_{[k|k-1]}$, given by (31), learns that divergence of roundoff errors on $P$, and hence on $K$ will occur if the original system is unstable. This experiment confirms this divergence phenomenon also when $\rho(A) = 1.0$, as is the case for the considered flight-path reconstruction problem [10]. Furthermore, it is observed from Fig. 1(a) that the error on $P$ with the CKF is almost completely determined by the loss of symmetry, computed by $\|P_{[k|k-1]} - P_{[k|k-1]}\| = \Delta_\alpha P_{[k|k-1]}.$

As indicated in the previous section, different methods have been proposed to solve this problem. One particular class of methods consists of forcing the error on the state covariance...
TABLE II

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>TEST CONDITIONS TO EVALUATE THE DIFFERENT KF IMPLEMENTATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>quantity</td>
<td>Test 1</td>
</tr>
<tr>
<td>(\kappa(A))</td>
<td>1.46 (10^3)</td>
</tr>
<tr>
<td>(\kappa(Q))</td>
<td>1.0</td>
</tr>
<tr>
<td>(\kappa(B))</td>
<td>9.00 (10^3)</td>
</tr>
<tr>
<td>(\kappa(\sigma^2))</td>
<td>7.33</td>
</tr>
<tr>
<td>(\epsilon_0)</td>
<td>1.0</td>
</tr>
<tr>
<td>(|P_0|)</td>
<td>9.90 (10^{-1})</td>
</tr>
<tr>
<td>(|\Delta P_1|)</td>
<td>2.06 (10^{-3})</td>
</tr>
<tr>
<td>(|K_1|)</td>
<td>4.37 (10^{-1})</td>
</tr>
<tr>
<td>(|\Delta K_1|)</td>
<td>1.56 (10^{-1})</td>
</tr>
</tbody>
</table>

| quantity | Test 4 | Test 5 | Test 6 |
|---------------------------------|---------------------------------|
| \(\kappa(A)\)          | 1.46 \(10^3\) | 1.46 \(10^3\) | 1.46 \(10^3\) |
| \(\kappa(Q)\)          | 1.5 | 1.5 | 1.5 |
| \(\kappa(B)\)          | 1.02 | 1.02 | 1.02 |
| \(\epsilon_0\)        | 1.0 | 1.0 | 1.0 |
| \(\|P_0\|\)           | 9.90 \(10^{-1}\) | 9.90 \(10^{-1}\) | 9.90 \(10^{-1}\) |
| \(\|\Delta P_1\|\)   | 0 | 0 | 0 |
| \(\|K_1\|\)           | 6.96 \(10^{-3}\) | 1.84 \(10^{-3}\) | 3.38 \(10^{-3}\) |
| \(\|\Delta K_1\|\)   | 1.29 \(10^{-1}\) | 1.21 | 1.81 \(10^{-1}\) |
| \(\|\Delta P_2\|\)   | 2.14 \(10^{-3}\) | 4.45 \(10^{-3}\) | 6.09 \(10^{-3}\) |

matrix to become symmetric, which is done here by averaging the off-diagonal elements of \(P\) after each recursion. The behavior of \(\Delta_{\text{out}}P_{k+1|k}\) for this implementation, denoted by CKF(S) in Fig. 1(a), clearly indicates that this implementation becomes competitive, even when the original system is unstable. A similar effect has also been observed when computing only the upper triangular part of \(P\). On the other hand, the behavior of \(\Delta_{\text{out}}P_{k+1|k}\) for Joseph's stabilized CKF, denoted by (J)CKF in Fig. 1(a), confirms that the roundoff errors do not diverge even when the symmetry of \(P\) is not retained. We also observe from Fig. 1(a) that the roundoff error on \(P\) with these modified CKF remains higher (a factor 10) than the SRCF/SRIF.

2) Test 2—Fig. 1(b): \((\rho(A) = 0.9 \text{ and } \kappa(R) = 10^2)\).

If we make the original system stable, the CKF is numerically stable. Moreover, the accuracy with which the Kalman gain is computed is of the same order as that of the SRCF. This is in contrast with a general opinion that SRF's improve the calculations of the Kalman gain or filtered estimates [6], [3]. We can state that they do not make accuracy poorer. From Fig. 1(b) it is observed that only the error covariance matrix \(P\) is computed more accurately, which confirms the upperbounds for the roundoff errors as given in Section III. Summarizing these bounds, we obtained in Section II the following recurrences:

\[
\Delta_{\text{out}}P_{k+1|k} \leq \gamma_k \cdot \Delta_{\text{out}}P_{k-1|k} + \Delta_P \tag{60}
\]

\[
\Delta_{\text{out}}K_k \leq c \cdot \gamma_k \cdot \Delta_{\text{out}}P_{k-1|k} + \Delta_k \tag{61}
\]

where the upperbounds for the local errors \(\Delta_{L} \text{ and } \Delta_{L}\) are given in Theorem 1, parts 1 and 2, for the CKF and the SRCF.

A comparison of the (a) and (b) bounds indicates that when the accuracy of the Kalman gain is considered no preference should exist for the SRF's to the CKF when \(A_k\) is stable and time-invariant. (For situations where \(A_k\) has eigenvalues on or outside the unit circle, the CKF has to be changed, e.g., to the CKF(S) implementation.) However, the experimental results demonstrate that for the latter conditions the loss of accuracy with a CKF(S) is still higher than the SRF's. This is also generally observed for other SRF variants such as the UDU' filters [7]. Here we only want to draw attention to the clear difference to be expected (and also reflected by the experiments) between the accuracy of \(P_{k+1|k}\) and \(K_k\) in the CKF(S) implementation with respect to those of SRF filters.

C. Comparison SRCF/SRIF with CSRf

The upperbound for the roundoff errors of the Kalman gain and the state estimate \(\hat{x}_{k+1|k}\) computed by the CSRf for (large \(k\)) can be summarized as follows:

\[
\Delta_{\text{out}}K_k \leq \beta_k \cdot \Delta_{\text{out}}K_{k-1} + \Delta_k \tag{62}
\]

\[
\Delta_{\text{out}}\hat{x}_{k+1|k} \leq c \cdot \Delta_{\text{out}}K_{k-1} + \gamma_k \Delta_{\text{out}}P_{k-1|k} + \Delta_k \tag{63}
\]

with the upperbounds for the local errors \(\Delta_{L} \text{ and } \Delta_{L}\) given in Theorem 1, part 3. This model indicates that the error propagation is convergent when \(\beta_k = \|P_{k-1|k}(R_k^*)^{-1}\| < 1\), which is the case only if the signature matrix \(S\) is the identity matrix \(I\). Note that the error variation \(\Delta_{\text{out}}K_k\) is now weighted by \(\beta_k\) (instead of \(\gamma_k\) for the other filters), which even for \(S = I\) becomes very close to 1 for large \(k\). This is also the main reason of the poor numerical behavior of this filter. When \(S \neq I\) (which depends on the choice of \(P_{0|k-1} \neq 0\) \(\beta_k\) is larger than 1 and \(\kappa(U_k)\) may also become large. Both these phenomena have a negative influence on the above bounds and may eventually cause divergence. In addition to the numerical sensitivity introduced by the choice of \(P_{n+1|n}\), it also influences the efficiency of the CSRf implementation. This is indicated by the parameter \((n_1 + n_2)\) in Table I, which lies in the interval \([n_1, \min(m, p)]\).

The influence of the choice of \(P_{0|k-1}\) is analyzed by the following two tests.

1) Test 3—Fig. 2(a) \((P_{0|k-1} \neq 0, \rho(A) = 1.0 \text{ and } \kappa(R) = 1.0)\).

The choice of \(P_{0|k-1} \neq 0\) influences the CSRf implementation negatively. First, in this experiment the computational efficiency decreases in comparison to the case \(P_{0|k-1} = 0\), discussed in the following test. This is because \((n_1 + n_2)\) in Table I becomes greater than \(p\) or \(m\). This was the case for all the tests performed with \(P_{0|k-1} \neq 0\).

Second, the transformations used in each recursion to triangularize the prearray become \(\Sigma\)-unitary, i.e., having a condition number \(> 1\). This is due to the fact that inc \(P_0\) is not definite. From Fig. 2(a) this negative effect is clearly observed. Both the error levels on \(P\) and \(K\) are a factor \(10^2\) larger than for the SRCF or SRIF. For the covariance type algorithms considered here, it is observed that the error on the Kalman gain is always higher than the error on the state error covariance matrix. This is partly due to the extra calculation \(G_k(R_k^*)^{-1/2}\) needed for the Kalman gain, where the condition number of \((R_k^*)^{1/2}\) determines the loss of accuracy.

2) Test 4—Fig. 2(b) \((P_{0|k-1} = 0, \rho(A) = 1.0 \text{ and } \kappa(R) = 1.0)\).

For this case inc \(P_0 = B \cdot Q \cdot B^*\) is positive definite, causing the transformations used in each recursion to be unitary. On the other
hand ($n_1 + n_3$) in Table I is equal to $m$, what makes the CSRF "slightly" more efficient compared to the new SRCF/SRIF implementation based on the "condensed" system representations.

From the experimental results in Fig. 2(b) we observe that the error on $P$ is very small, while the error on $K$ is much higher than for the SRCF calculations. Furthermore, the errors on $K$ with the CSRF increase very slowly because the coefficient $\beta_i$ becomes very close to 1. This is due to the fact that for the CSRF roundoff errors are carried along on three matrices, namely $G_i$, $(R_i')^{1/2}$, and $L_i$, while for the SRCF/SRIF errors are carried along only on the square roots of $P$ or $P^{-1}$. For the error on $L_k$ (supposing inc $P_k$ factored as $L_kL'_k$) this effect does not cause the errors on $P_k$

$$P_k = \sum_{i=0}^{k-1} L_iL'_i + P_0 \tag{64}$$

to accumulate because $L_k$ converges rapidly enough to zero such that the accumulated errors on $P_k$:

$$\Delta_{\text{accum}}P_k = \sum_{i=0}^{k-1} \Delta_{\text{accum}}L_i + \Delta_{\text{accum}}L'_i + L'_i \tag{65}$$

also convergences if the $\Delta_{\text{accum}}L_i$ are not too large. The absolute value of the total error on $(R_i')^{1/2}$ and $G_i$ remain much higher. This is clearly reflected in the loss of accuracy in the calculation of $K$, by $G_i(R_i')^{-1/2}$.

Generally, the CSRF is less reliable than the SRCF/SRIF combination. For zero initial conditions of the state error covariance matrix maximal reliability can be achieved with the CSRF. Therefore, for situations where $n \gg m$, the CSRF may be preferred because of its increased computational efficiency despite its loss of accuracy. We stress the fact that this property is only valid for the time-invariant case. Modifications of the CSRF exist taking into account certain time-varying effects [15], e.g., for the process noise covariance matrix $Q$. This, however, induces again an increased computational complexity.

D. Comparison of the SRCF and the SRIF

In the previous experiments the SRCF/SRIF combination performed equally well. In this section a further analysis is made to compare both implementations. Using the error model that indicates the upperbound for the roundoff errors made during one SRIF recursion:

$$\Delta_{\text{accum}}P_{k+1|k+1} \leq \gamma_k^2 \cdot \Delta_{\text{accum}}P_{k|k} + \Delta_p \tag{66}$$

$$\Delta_{\text{accum}}\hat{x}_{k+1|k+1} \leq \gamma_k \cdot \Delta_{\text{accum}}\hat{x}_{k|k} + \epsilon_k^2 \gamma_k \cdot \Delta_{\text{accum}}P_{k|k} + \Delta_x \tag{67}$$

with the upperbounds of the local errors $\Delta_p$ and $\Delta_x$ given in Theorem 1, part 4, learns that besides $\kappa(R_k)$ and $\rho(F_k)$, other system parameters influence the roundoff error accumulation in the SRIF. The effect of these parameters is analyzed in the following tests.

1) Test 5—Fig. 3(a).

In this test very large condition numbers for $A$, $Q$, and $R$ (see Table II), are considered. As expected, this indeed causes the error on $P$ to be much higher (a factor $10^7$) for the SRIF than for the CSRF. As in test 2, the large value of $\kappa(R)$ again causes a great loss in the accuracy of the Kalman gain calculation in the SRCF. The level of roundoff errors on $K$ indeed becomes a factor $10^7$ larger than the roundoff level of $P$.

In this test we analyzed the deterioration of the error covariance matrix by the SRIF implementation by (fairly unrealistic) large condition numbers. In many practical situations, the effect of high $\kappa(Q)$ and $\kappa(R)$ can be relaxed by scaling, rearranging the system matrices or using scalar measurement and/or input updates [12]. Furthermore, we observed in the experiments that a high $\kappa(Q)$ did not result in a high $\kappa(R)$, which is in contrast with what was observed for $\kappa(R)$. However, the effect of a high $\kappa(A_k)$ is much harder to control and as we have seen may influence the accuracy of the SRIF negatively. We repeat here that this is due to a careful choice of the problem coefficients [here $\kappa(A_k)$ and $\kappa(Q)$] in order to put forward the dependency on these parameters.

2) Test 6—Fig. 3(b).

For this test, the measurement error statistics were taken from real flight-test measurement calibrations [16]. This results in the following forms for the process noise covariance matrix $Q$, respectively, the measurement noise covariance matrix $R$:

$$Q = \text{diag} \{8 \times 10^{-6}, 5 \times 10^{-5}, 5 \times 10^{-8}\}, \quad R = \text{diag} \{5 \times 10^{-2}, 2 \times 10^{-2}\} \tag{68}$$

The relevant parameters for the roundoff error propagation are listed in Table II. In Fig. 3(b) the simulated error $\Delta_{\text{accum}}$ on the state calculations is plotted for both filter implementations. Here, the error level with the SRIF is significantly higher than that for the SRCF, while $P$ is computed with roughly equal accuracy. This is due to the high condition number of $T_k$ (obtained by the test conditions given in Table II) in the calculation of the filtered state with the SRIF by (23).

V. COMPARISON OF THE DIFFERENT FILTERS

In this section we compare the different filter implementations based on the error analysis of Section III strengthened by the simulation study of Section IV and the complexity analysis of Section II-E.

We first look at the time-varying case (hence excluding the CSRF). According to the error bounds of Theorem 1, it appears that the CSRF has the lowest estimate for the local errors generated in a single step $k$. The accumulated errors during subsequent steps is governed by the norms $\gamma_k$ for all three filters in a similar fashion (at least for the error on the estimate)—this of course under the assumption that a "symmetrized" version of the CKF or the stabilized CKF is considered. From these modifications, the implementation computing only the upper (or lower) triangular part of the state error covariance matrix is the most efficient. The experiments of Section IV with the realistic flight path reconstruction problem indeed demonstrate that the CKF, the SRCF, and the SRIF seem to yield a comparable accuracy for the estimates $\hat{x}_{k+1|k}$ or $\hat{x}_{k+1|k+1}$, unless some of the "influential" parameters in the error bounds of Theorem 1 become critical. This is, e.g., true for the SRIF which is likely to give worse results when choosing matrices $A_k$, $R_k$, or $Q_k$ that are hard to invert. As far as $R_k$ or $Q_k$ is concerned, this is in a sense an artificial disadvantage since in some situations the inverses $R_k^{-1}$
and $Q_k^{-1}$ are the given data and the matrices $R_k$ and $Q_k$ have then to be computed. This then would of course disadvantage the SRIF. In [23] it is shown that the problems of inverting covariances can always be bypassed as well for the SRIF as for the SRCF. The problem of inverting $A_k$, on the other hand, is always present in the SRIF.

For the computational cost, the SRCF/SRIF have a marginal advantage over the CKF when $n$ is significantly larger than $m$ and $p$ (which is a reasonable assumption in general), even when computing the upper (or lower) triangular part of $P$ with the CKF. Moreover, preference should go to the SRCF (respectively, SRIF) when $p < m$ (respectively, $p > m$), with a slight preference for the SRFC when $p = m$. As is shown in [10], [14], condensed forms or even the CSR can sometimes be used in the time-varying case as well, when, e.g., only some of the matrices are time-varying or when the variations are structured. In that case the latter two may yield significant savings in computing time. Similarly, considerable savings can be obtained by using sequential processing [7] when diagonal covariances are being treated (which is often the case in practice).

For the time-invariant case, the same comments as above hold for the accuracy of the CKF, SRCF, and SRIF. The fourth candidate, the CSR, has in general a much poorer accuracy than the other three. This is now not due to pathologically chosen parameters, but to the simple fact that the accumulation of rounding errors from one step to another is usually much more significant than for the three other filters, as was pointed out in Section III. This is particularly the case when the signature matrix $\Sigma$ is not the identity matrix, which may then lead to divergence as shown experimentally in Section IV.

As for the complexity, the Hessenberg forms of the SRCF and SRIF seem to be the most appealing candidate, except when the coefficient $n_1 + n_2$ in Table I for the CSR is much smaller than $n$. This is, e.g., the case when the initial covariance $P_{0-1}$ is zero, in which case the CSR becomes the fastest of all four filters. Although the Schur implementations of the SRCF and SRIF are almost as fast as the Hessenberg implementations, they also have the small additional disadvantage that the original state-space transformation $U$ for condensing the model to Schur form is more expensive than that for the other condensed forms and that the (real) Schur form is not always exactly triangular but may contain some $2 \times 2$ "bumps" on the diagonal (corresponding to complex eigenvalues of the real matrix $A$). Finally, the c-Hess. form of the SRIF (given in Table I) requires a more complex initial transformation $U$, since it is constructed from the pair $(A^{-1}, A^{-1}B)$ which also may be numerically more delicate due to the inversion of $A$.

As a general conclusion, we recommend the SRCF, and its observer-Hessenberg implementation in the time-invariant case, as the optimal choice of KF implementation because of its good balance of reliability and efficiency. Other choices may of course be preferable in some specific cases because of special conditions that would then be satisfied.

VI. CONCLUDING REMARKS

In this paper we have analyzed four different KF algorithms and some new variants for their reliability and computational efficiency. We note here that our implementations may differ substantially from similarly named algorithms described in [7]. The comparison is based on an error analysis and an operation count where we have made full use of possible savings in the time-invariant case.

From the error models a better insight is also obtained about which parameters influence the error propagation in the different KF algorithms that have been investigated. For the CKF and the SRCF these are the condition number of the innovation signal covariance matrix $R_k^2$ and the spectral norm (radius) of the filter state transition matrix $F_k$, while for the SRIF the relevant parameters are the condition numbers of $R_k$, $Q_k$, $Q_k^2$, $A_k$ and of the Choleski factor $T_k$ and the spectral norm (radius) of the filter state transition matrix $F_k$. For the CSR the choice of the initial error covariance matrix $P_{0-1}$ and of the condition number of the innovation signal covariance matrix $R_k^2$ become critical. This influence is also verified by a simulation study on the flight-path reconstruction problem [10] given in Section IV.

Further extensions of these techniques to the problem of computing other estimates $\hat{x}_{k|j}$ (e.g., for smoothing) or using mixed representations of covariances (see, e.g., [23]) can also be considered. These mixed representations have the advantage that they allow for singular covariance matrices $Q_k$, $R_k$, or $P_{k|k-1}$ and even for singular information matrices $I_k$ of generalized inverses.

A. APPENDIX

Here we briefly recall the propagation of rounding errors in some basic problems in linear algebra. The norm used is the 2-norm.

Let the matrix-vector pair $(A, b)$ be known with relative precision $\delta_\alpha$ and $\delta_b$, respectively, $\delta_\alpha = \| \delta_A \| / \| A \|, \delta_b = \| \delta_b \| / \| b \|$ then we have the following lemma (assuming $A$ to be invertible).

**Lemma A.1 [20]:** The errors on the $A \cdot b$ and $A^{-1} \cdot b$ can be bounded by

$$\| (A \cdot b) - (A \cdot b) \| \leq \| A \| \cdot \| b \| \cdot O(\delta_\alpha)$$

$$\| (A^{-1} \cdot b) - (A^{-1} \cdot b) \| \leq \| A \|^{-1} \cdot \| b \| \cdot O(\delta_\alpha)$$

When the errors $\delta_A$ and $\delta_b$ are the backward errors of the above problem solved on a computer with machine precision $\epsilon$, then the above bounds are reasonably well approximated by

$$\| (A \cdot b) - (A \cdot b) \| \leq \epsilon_1 \cdot \| A \| \cdot \| b \| \cdot \epsilon_2 \cdot \| A \cdot b \|$$

$$\| (A^{-1} \cdot b) - (A^{-1} \cdot b) \| \leq \epsilon_1 \cdot \| A \|^{-1} \cdot \| b \| \cdot \epsilon_2 \cdot \| A \cdot b \|$$

where all $\epsilon_i$ are of the order of $\epsilon$.

The above approximation implies that no serious cancellations occur in the product $A \cdot b$, which in general is a reasonable assumption.

Let $A$ now be a $m \times n$ matrix of rank $m < n$ and transform the compound matrix $[A \mid b]$ by a unitary transformation $Q$ as follows:

$$Q \cdot [A \mid b] = \begin{pmatrix} A_1 & b_1 \\ 0 & b_2 \end{pmatrix}$$
where $A_1$ is now invertible. Then we have the following lemma (where $\cdot^T$ denotes the generalized inverse of a matrix).

**Lemma A.2 [19]:** The errors on the least-squares solution $A^{+} \cdot b$ and the residual $b_2$ can be bounded by

$$
\| (A^{+} \cdot b) - (A^{+} \cdot b) \| \leq \delta_A \cdot \{ \kappa (A) \cdot \| A^{+} \cdot b \| \\
\quad + \kappa (A) \cdot \| A^{+} \| \cdot \| b_2 \| \} \cdot \| b_2 \| / \cos \phi
$$

$$
\| (b_2) - (b_2) \| \leq \delta_b \cdot \{ \kappa (A) \cdot \| b_2 \| / \cos \phi \}
$$

where $\delta_A$ and $\delta_b$ are the backward errors of the above problems solved on a computer with machine precision $\epsilon$, then they are both of the order of $\epsilon$ and the above bounds are reasonably well approximated by

$$
\| (A^{+} \cdot b) - (A^{+} \cdot b) \| \leq \epsilon_A \cdot \{ \kappa (A) \cdot \| A^{+} \cdot b \| \\
\quad + \kappa (A) \cdot \| A^{+} \| \cdot \| b_2 \| / \cos \phi \}
$$

$$
\| (b_2) - (b_2) \| \leq \epsilon_b \cdot \{ 1 + \kappa (A) \} \cdot \| b_2 \| / \cos \phi
$$

When the errors $\delta_A$ and $\delta_b$ are the backward errors of the above decomposition solved on a computer with machine precision $\epsilon$, then it is of the order of $\epsilon$ and the above bound becomes

$$
\| (A^{+} \cdot b) - (A^{+} \cdot b) \| \leq \epsilon \cdot \{ \kappa (A) \cdot \| A^{+} \cdot b \| \\
\quad + \kappa (A) \cdot \| A^{+} \| \cdot \| b_2 \| / \cos \phi \}
$$

$$
\| (b_2) - (b_2) \| \leq \epsilon_b \cdot \{ 1 + \kappa (A) \} \cdot \| b_2 \| / \cos \phi
$$

where all $\epsilon$ is of the order of $\cos \phi = \| b_2 \| / \| b \|$. We terminate with perturbation bounds on the QR-factorization of a matrix $A$.

**Lemma A.3 [22]:** Let $A = Q \cdot R$, where $A$ has full column rank $n$, $Q' \cdot Q = I_n$ and $R$ is upper triangular. Then for a small perturbation $\Delta$ of $A$ there exist perturbations $\Delta Q$ and $\Delta R$ of the factors, such that

$$
\Delta \| A \| = \| \Delta Q \| \cdot \| \Delta R \|
$$

and

$$
(A - \Delta) = Q \cdot (R - \Delta) + \Delta
$$

with

$$
\| \Delta \| \leq \delta_A \cdot \{ \kappa (A) \}^2 \cdot \| A \|
$$

A similar result can also be found for a "skew decomposition," i.e., where $Q' \cdot \Sigma \cdot Q = \Sigma$, for some signature matrix $\Sigma$.

Although all these bounds are written for the 2-norm, they also hold for several other norms, up to a constant which is close to 1 and can therefore be absorbed in the $\epsilon$. This is, e.g., important when deriving the above bounds for a matrix $B$ instead of a vector $b$. This is done by using the bounds for each column $b_i$ of the matrix $B$ and combining these bounds into a bound involving the norm of $B$, for which in this case the Frobenius norm is a natural choice [21]. These mixed bounds (as far as norms are concerned) can then again be formulated in terms of one norm only, by again adapting the $\epsilon_i$ appropriately.
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