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2-Verma modules
By Grégoire Naisse at Louvain-la-Neuve and Pedro Vaz at Louvain-la-Neuve

Abstract. We construct a categorification of parabolic Verma modules for symmetriz-
able Kac–Moody algebras using KLR-like diagrammatic algebras. We show that our construc-
tion arises naturally from a dg-enhancement of the cyclotomic quotients of the KLR-algebras.
As a consequence, we are able to recover the usual categorification of integrable modules.
We also introduce a notion of dg-2-representation for quantum Kac–Moody algebras, and in
particular of parabolic 2-Verma modules.
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1. Introduction

The study of categorical actions of (quantum enveloping algebras of) Kac–Moody alge-
bras leads to many interesting results. An impressive example is due to Chuang and Rouquier,
who introduced in the work [12] categorical actions of sl2 to prove the Broué abelian defect
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group conjecture for symmetric groups. Another interesting result is Webster’s construction
of homological versions of quantum invariants of links obtained by the Reshetikhin–Turaev
machinery [45].

We note that, until recently, only categorifications of integrable representations of quan-
tum Kac–Moody algebras were known. These are given by additive (or abelian) categories, on
which the quantum group acts by (exact) endofunctors respecting certain direct sum decompo-
sitions, corresponding to the defining relations of the algebra (see for example [16, 20, 26, 27,
39]). In [34], the authors followed a slightly different approach to construct a categorification
of the universal Verma module M.�/ for quantum sl2. The construction of [34] is given in the
form of an abelian, bigraded (super)category, where the commutator relation takes the form of
a (non-split) natural short exact sequence

0! FE! EF! QK˚…QK�1 ! 0;

where … is the parity shift functor, and Q a categorification of 1=.q � q�1/ in the form of an
infinite direct sum. This category is obtained as a certain category of modules over cohomology
rings of infinite Grassmannians and their Koszul duals. Categorification of Verma modules
appeared independently in the literature with a strongly different flavor in [13] and in [5].

Studying the endomorphism ring of Fk WD F ı � � � ı F yields a (super)algebra Ak that
extends the ubiquitous nilHecke algebra NHk . This superalgebra was studied by the authors
in the follow up [35], where it was used to construct an equivalent categorification of Verma
modules for quantum sl2. The supercenter of Ak was also studied in [4]. The definition of the
superalgebraAk and is supercenter were extended in [38] to the case of a Weyl group of typeB .

The superalgebra Ak comes equipped with a family of differentials dn for n � 0. The
corresponding dg-algebras are formal, with homology being isomorphic to the n-cyclotomic
quotients of the nilHecke algebra. These quotients are known to categorify the irreducible inte-
grable Uq.sl2/-representations V.n/ of highest weight n. We interpret this as a categorification
of the universal property of the Verma moduleM.�/, that is there is a surjectionM.�/� V.n/

for all n. This also means the dg-algebra .Ak; dn/ can be seen as a dg-enhancement of the
cyclotomic nilHecke algebra NHn

k
, and in particular, of categorified V.n/.

In [23, 25] and [39], Khovanov–Lauda and Rouquier introduced generalizations of the
nilHecke algebra for any Cartan datum. These algebras are presented in the form of braid-like
diagrams in [23, 25], with strands labeled by simple roots and decorated with dots. It is proven
in [23, 25, 39] that KLR algebras categorify the half quantum group associated with the input
Cartan datum. Khovanov and Lauda conjectured that certain quotients of these algebras cate-
gorify irreducible, integrable representations of the quantum group. Due to the isomorphism
between these quotient algebras and cyclotomic Hecke algebras in type A (see [8, 39]), these
quotients have become known as cyclotomic KLR algebras. The corresponding cyclotomic
conjecture was first proven in [9,10,28] for some special cases, and then for all symmetrizable
Kac–Moody algebras by Kang–Kashiwara in [20], and independently by Webster in [45].

In this paper, we introduce a version of KLR algebra associated to a pair .p;g/, where
p is a (standard) parabolic subalgebra of a quantum Kac–Moody algebra g. This construction
generalizes the algebra Ak from [34], which we view as associated to the (standard) Borel
subalgebra of sl2. The usual KLR algebra is recovered by taking p D g. We prove that certain
“cyclotomic quotients” of these p-KLR algebras categorify parabolic Verma modules induced
over the parabolic subalgebra p, with the cyclotomic quotient depending on the highest weight.
The proof goes by showing first that if p D b is the (standard) Borel subalgebra of g, then the
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b-KLR algebra is equipped with a categorical g-action similar to the one constructed in [35].
In particular, it categorifies the universal Verma module of g. Next, we show that the b-KLR
algebra can be equipped with a family of differentials, turning it into a dg-enhancement of
the cyclotomic p-KLR algebras. This induces a categorical g-action on the cyclotomic p-KLR
algebra. In particular, we recover the usual categorical action on cyclotomic KLR algebras,
and we can reinterpret Kang–Kashiwara’s proof of Khovanov–Lauda’s cyclotomic conjecture
in terms of dg-enhanced KLR algebras. The world of dg-categories also allows to reinterpret
the usual categorical sl2-commutator relation in terms of mapping cones. More precisely, the
derived category of dg-modules over the dg-enhanced KLR algebra comes equipped with func-
tors Ei ;Fi and an autoequivalence Ki for all simple root ˛i , that categorifies the action of the
Chevalley generators Ei ; Fi and of the Cartan element Ki D q

Hi
i . Then the sl2-commutator

relation of the categorical action takes the form of a quasi-isomorphism of mapping cones

Cone.FiEi ! EiFi /
'
�! Cone.QiKi ! QiK�1i /;

where Qi is a direct sum of grading shift copies of the identity functor that categories the frac-
tion 1=.q�1i �qi /. Whenever Fi is locally nilpotent, Cone.QiKi!QiK�1i / is quasi-isomorphic
to a finite direct sum of shifted copies of the identity functor, corresponding to the usual notion
of an integrable categorical g-action (as in [20] for example).

Categorification of parabolic Verma modules have found connections with topology in
the work of the authors in [36]. In particular, they have constructed Khovanov–Rozansky’s
triply graded link homology using parabolic 2-Verma modules of gl2k . On the decategorified
level, the connection between the HOMFPY-PT link polynomial and Verma modules was not
known before. We expect to find in the future more connections between categorified Verma
modules and low-dimensional topology.

Outline of the paper. In Section 2, we recall the basics about quantum groups and their
parabolic Verma modules.

In Section 3, we introduce the b-KLR algebra Rb (Definition 3.3) as a diagrammatic
algebra over a unital commutative ring k, in the same spirit as Khovanov–Lauda’s [23]. We
construct a faithful action on a polynomial ring and exhibit a basis, proving Rb is a free
k-module.

In Section 4, we introduce the p-KLR algebra Rp for any (standard) parabolic subal-
gebra p of g. We also introduce the corresponding N -cyclotomic quotient RNp . We introduce
a differential dN on Rb, turning it into a dg-enhancement of RNp . In particular, we prove the
following theorem:

Theorem 4.4. The dg-algebra .Rb.m/; dN / is formal with homology

H.Rb.m/; dN / Š R
N
p .m/:

In Section 5, we construct a categorical action of Uq.g/ on Rb, where the action of the
Chevalley generators Fi and Ei is given by functors Fi and Ei which are defined in terms of
induction and restriction functors for the map that adds a strand labeled i . The sl2-commutator
relation takes the form of a non-split natural short exact sequence. Let

L
Œˇi�˛

_
i
.�/�qi

Id� be
an infinite direct sum of degree shifts of the identity functor that categorifies the power series
.�iq

�˛_
i
.�/

i � ��1i q˛
_
i
.�/

i /=.qi � q
�1
i / (see equation (5.1) in the beginning of Section 5).
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Corollary 5.2. There is a natural short exact sequence

0! FiEi Id� ! EiFi Id� !
M

Œˇi�˛
_
i
.�/�qi

Id� ! 0

for all i 2 I , and there is a natural isomorphism

FiEj Š EjFi

for all i ¤ j 2 I .

Fix p � g, and let If be the set of simple roots for which Fi 2 p. Let
L
Œn�qi

Id� be
a finite direct sum of degree shifts of the identity functor that categorifies the quantum inte-
ger Œn�qi . The categorical g-action on Rb lifts to the dg-algebra .Rb; dN /, and thus to RNp by
Theorem 4.4. The short exact sequence of Corollary 5.2 lifts to a short of exact sequence of
complexes, inducing a long exact sequence in homology. This allows us to compute the action
of the functors of induction FNi and restriction ENi on RNp :

Theorem 5.17. For i … If there is a natural short exact sequence

0! FNi ENi Id� ! ENi FNi Id� !
M

Œˇi�˛
_
i
.�/�qi

Id� ! 0;

and for i 2 If there are natural isomorphisms

ENi FNi Id� Š FNi ENi Id�
M

Œni�˛
_
i
.�/�qi

Id� if ni � ˛_i .�/ � 0;

FNi ENi Id� Š ENi FNi Id�
M

Œ˛_
i
.�/�ni �qi

Id� if ni � ˛_i .�/ � 0:

Moreover, there is a natural isomorphism

FNi ENj Š ENj FNi

for i ¤ j 2 I .

In Section 6, we compute the asymptotic Grothendieck group of .Rb; dN /. The asymp-
totic Grothendieck group is a refined version of Grothendieck group, that was introduced by
the first author in [33]. It allows taking in consideration infinite iterated extensions of objects,
such as infinite projective resolutions and infinite composition series (see Definition 6.3). Let
M p.ƒ;N / be the parabolic Verma module of highest weight .ƒ;N /, and Mp.ƒ;N / be the
c.b.l.f. derived category of .Rb; dN / (see Section 6.1).

Theorem 6.14. The asymptotic Grothendieck group

QK
�
0 .M

p.ƒ;N //

is a Uq.g/-weight module, with action of Ei ; Fi given by ŒEi �; ŒFi �. Moreover, there is an
isomorphism of Uq.g/-modules

QK
�
0 .M

p.ƒ;N // ŠM p.ƒ;N /:
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In Section 7, we introduce a notion of categorical dg-action of g on a pretriangulated
dg-category (Definition 7.2), and of (parabolic) 2-Verma module (Definition 7.6). In particular,
we show that Mp.ƒ;N / admits a dg-enhancement M

p
dg.ƒ;N / in the form of a dg-category.

It yields an example of parabolic 2-Verma module, for which Theorem 6.14 takes the following
form:

Corollary 7.8. For all i 2 I there is a quasi-isomorphism of cones

Cone
�
FNi ENi Id� ! ENi FNi Id�

� '
�! Cone

�
Qi�iq

�˛_
i
.�/

i Id� ! Qi��1i q˛
_
i
.�/ Id�

�
;

in EndHqe.Ddg.Rb; dN //.

Finally, in Section A we recall the construction of the homotopy category of dg-categories
up to quasi-equivalence, based on Toen [42]. We also recall how to compute the (derived)
dg-hom-spaces between pretriangulated dg-categories.

2. Quantum groups and Verma modules

We recall the basics about quantum groups and their (parabolic) Verma modules. Our
presentation is close to [19] and [30], where the proofs can be found. References for classical
results about Verma modules are [31] and [18] (and [2] for the quantum case).

2.1. Quantum groups. A generalized Cartan matrix is a finite-dimensional square
matrix A D ¹aij ºi;j2I 2 ZjI j�jI j such that

� ai i D 2 and aij � 0 for all i ¤ j 2 I ,

� aij D 0, aj i D 0.

One says that A is symmetrizable if there exists a diagonal matrix D with positive entries
di 2 Z>0 for all i 2 I , such that DA is symmetric. A Cartan datum consists of

� a symmetrizable generalized Cartan matrix A,

� a free abelian group Y called the weight lattice,

� a set of linearly independent elements … D ¹˛iºi2I � Y called simple roots,

� a dual weight lattice Y _ WD Hom.Y;Z/,

� a set of simple coroots …_ D ¹˛_i ºi2I � Y
_,

such that

� ˛_i . j̨ / D aij ,

� for each i 2 I there is a fundamental weight ƒi 2 Y such that ˛_j .ƒi / D ıij for all
j 2 I .

The abelian subgroup X WD
L
i Z˛i � Y is called the root lattice. We also write

XC WD
M
i

N˛i � X
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for the positive roots. Given a Cartan datum, sinceA is symmetrizable with diaij D djaj i , one
can construct a symmetric bilinear form

.�j�/ W Y � Y ! Z;

respecting

� .˛i j˛i / D 2di 2 ¹2; 4; : : : º,

� .˛i j j̨ / D diaij 2 ¹0;�1;�2; : : : º for all i ¤ j ,

� ˛_i .y/ D 2
.˛i jy/
.˛i j˛i /

for all y 2 Y .

In the end, a Cartan datum is completely determined by .I; X; Y; .�j�//.

Definition 2.1. The quantum Kac–Moody algebra Uq.g/ associated to a Cartan datum
.I; X; Y; .�j�// is the associative, unital Q.q/-algebra generated by the set of elements Ei ; Fi
and K for all i 2 I and  2 Y _, with relations for all i 2 I and ;  0 2 Y _:

K0 D 1; KK 0 D KC 0 ;

KEi D q
.˛i /EiK ; KFi D q

�.˛i /FiK :

One also imposes the sl2-commutator relation for all i; j 2 I :

EiFj � FjEi D ıij
Ki �K

�1
i

qi � q
�1
i

;

where qi WD qdi and Ki WD K˛_
i

. Finally, there are the Serre relations for i ¤ j 2 I :

X
rCsD1�aij

.�1/r

"
1 � aij

r

#
qi

Eri EjE
s
i D 0;

X
rCsD1�aij

.�1/r

"
1 � aij

r

#
qi

F ri FjF
s
i D 0:

This ends the definition of Uq.g/.

Given a sequence i D i1 � � � im of elements in I , we write

Fi WD Fi1 � � �Fim and Ei WD Ei1 � � �Eim :

We write Seq.I / for the set of such sequences. Any element of Uq.g/ decomposes as a sum of
elements FiKEj with i ; j 2 Seq.I /.

The half quantum group U�q .g/ of Uq.g/ is the subalgebra generated by the elements
¹Fiºi2I . As a Q.q/-vector space, it admits a basis given by a subset of ¹Fi ºi2Seq.I /.

2.2. Weight modules. Let M be an Uq.g/-module with ground ring R � Q.q/. Con-
sider a Z-linear functional

� W Y _ ! R�;

where the group structure on R� is the product. For each such functional � and y 2 Y , we call
.�; y/-weight space the set

M�;y WD ¹v 2M j Kv D �./q
.y/v for all  2 Y _º:
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Note that EiM�;y �M�;yC˛i and FiM�;y �M�;y�˛i . A weight module is a module that
decomposes as a direct sum of weight spaces. A highest weight module is a module M such
that M D Uq.g/v� for some v� 2M�;0 with Eiv� D 0 for all i 2 I . In that case, we call �
the highest weight and we have

M Š
M
y2XC

M�;�y ;

as R-module.
One says that a Uq.g/-moduleM is integrable if for each v 2M there exists k � 0 such

thatEki v D 0 and F ki v D 0 for all i 2 I . Any finite-dimensional module is integrable, and any
integrable module is a weight module with �.…_/ � ZŒq�. We consider only type 1 modules,
that is �.…_/ � NŒq�.

Let M be a highest weight module with highest weight vector v� 2M�;0. Then we set
�i WD �.˛

_
i / for each i 2 I . We are interested in � such that each �i is either �i D qni for

some ni 2 Z or �i is formal. In that case, we write it �i D qˇi , where we interpret ˇi as
a formal parameter.

2.2.1. Parabolic Verma modules. The (standard) Borel subalgebra Uq.b/ of Uq.g/
is generated by K and Ei for all  2 Y _ and i 2 I . A (standard) parabolic subalgebra of
Uq.g/ is a subalgebra containing Uq.b/. It is generated byK ; Ei and Fj for all  2 Y _; i 2 I
and j 2 If for some fixed subset If � I . The part given by K ; Ej and Fj for j 2 If is
called the Levi factor and written Uq.l/. The nilpotent radical Uq.n/ is generated by Ei for all
i 2 Ir WD I n If . Note that parabolic subalgebras are in bijection with partitions I D If t Ir .

Let Uq.p/ be a parabolic subalgebra determined by I D If t Ir . For each i 2 If , we
choose a weight ni 2 N. For each j 2 Ir we choose a weight �j 2 ¹q ǰ ; qnj º. We write
N D ¹niºi2If and ƒ D ¹�j ºj2Ir . Let V.ƒ;N / be the unique (type 1) integrable, irreducible
representation ofUq.l/ on the ground ringR D Q.q;ƒ/, and with highest weight � determined
by

�.˛_k / D

´
qni if k D i 2 If ,

�j if k D j 2 Ir .

We extend it to a representation of Uq.p/ by setting Uq.n/V .ƒ;N / D 0.

Definition 2.2. The parabolic Verma module of highest weight .ƒ;N / associated to
Uq.p/ � Uq.g/ is the induced module

M p.ƒ;N / WD Uq.g/˝Uq.p/ V.ƒ;N /:

Whenever Uq.p/ ¨ Uq.g/, we have that M p.ƒ;N / is an infinite-dimensional module.
Moreover, for all parabolic Verma modules, there is a Q.q/-linear surjection

U�q .g/˝Q.q/ R�M p.ƒ;N /:

Example 2.3. IfUq.p/ D Uq.b/, thenN D ;, and V.ƒ;N / Š Q.q;ƒ/vƒ is 1-dimen-
sional, and such that

Eivƒ D 0; Kvƒ D
Y
j2I

�
.ƒj /

j vƒ:
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In this case, we simply call it Verma module, and denote it M b.ƒ/. If �j D qˇ is formal for
all j 2 Ir , then we call it the universal Verma module.

Example 2.4. IfUq.p/ D Uq.g/, thenƒ D ; andM p.ƒ;N / Š V.N / is an integrable,
irreducible Uq.g/ representation.

Since q is a generic parameter, we can apply Jantzen’s criterion [18, Theorem 9.12],
thanks to the results in [2]. We obtain thatM p.ƒ;N / is irreducible whenever �j … ¹qn j n2Nº
for all j 2 Ir . If �j D qnj for nj 2 N, then M p.ƒ;N / contains a non-trivial, proper sub-
module, which is isomorphic to M p.ƒ

nj
�nj�2

; N / for ƒnj
�nj�2

given by exchanging qnj with
q�nj�2 in ƒ. Moreover, the quotient

M p.ƒ;N /

M p.ƒ
nj
�nj�2

; N /
ŠM pCj .ƒ n ¹qnj º; N t ¹nj º/

is isomorphic to the parabolic Verma module associated to the parabolic subalgebra pC j

given by adding j to If , that is generated by p and Fj .
Furthermore, whenever �j D q ǰ is formal, there is a surjective map

evnj WM
p.ƒ;N /�M p.ƒ

nj

ǰ
; N /

for all nj 2 Z, given by evaluating ǰ D nj .
These two facts together allow us to define a partial order on parabolic Verma modules.

For this, we say that there is an arrow fromM p.ƒ;N / toM p0.ƒ0; N 0/ if we have an evaluation
map evnj such that

evnj .M
p.ƒ;N // ŠM p0.ƒ0; N 0/;

or if there is a short exact sequence

0!M p.ƒ
nj
�nj�2

; N /!M p.ƒ;N /!M p0.ƒ0; N 0/! 0:

For parabolic Verma modulesM andM 0 we say thatM is bigger thanM 0 if there is a chain of
arrows fromM toM 0. In that case, there is anM 00, which is either trivial or a parabolic Verma
module, and a short exact sequence

0!M 00 ! ev.M/!M 0 ! 0;

where ev is a composition of evaluation maps evnj . With this partial order, the universal Verma
module is a maximal element and each integrable, irreducible module is a minimum. This also
means that we can recover any parabolic Verma module from the universal one.

2.2.2. The Shapovalov form. Let � W Uq.g/! Uq.g/
op be the Q.q/-linear algebra

anti-involution given by

�.Ei / WD q
�1
i K�1i Fi ; �.Fi / WD q

�1
i KiEi ; �.K / WD K(2.1)

for all i 2 I and  2 Y _.

Definition 2.5. The Shapovalov form

.�;�/ WM p.ƒ;N / �M p.ƒ;N /! Q.q;ƒ/
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is the unique bilinear form respecting

� .vƒ;N ; vƒ;N / D 1, for vƒ;N the highest weight vector,

� .uv; v0/ D .v; �.u/v0/, where � is defined in (2.1),

� f .v; v0/ D .f v; v0/ D .v; f v0/

for all v; v0 2M p.ƒ;N /; u 2 Uq.g/ and f 2 Q.q;ƒ/.

2.2.3. Basis. Since parabolic Verma modules are highest weight modules, they admit at
least one basis given in terms of elements of the form Fivƒ;N for i 2 Seq.I /, where vƒ;N is
a highest weight vector. In particular, asR-modules they are all submodules ofU�q .g/˝Q.q/R,
meaning that these basis lives in a subset of ¹Fivƒ;N j i 2 Seq.I /º modded out by the Serre
relations. We call such a basis an induced basis and write it ¹vƒ;N D m0; m1; : : : º. Any
element in such basis takes the form

Fi D F
br
ir
� � �F

b1
i1

for some i1; : : : ; ir 2 I and b1; : : : ; br 2 N, with i` ¤ i`C1. Replacing each F bi by the divided
power

F
.b/
i WD

F bi
Œb�qi Š

yields another basis ¹vƒ;N D m00; m
0
1; : : : º. Lusztig’s canonical basis [30] is given by a certain

choice of such a divided power basis characterized by

.m0i ; m
0
i / � 1 2 ZC�Jq;ƒK

for any order such that 0 � q � �i (see Section 6 for a definition of ZC�Jq;ƒK). Whenever
M p.ƒ;N / is irreducible, the Shapovalov form is non-degenerate. Therefore, in this case, there
is a dual canonical basis uniquely determined by

.m0i ; m
j / D ıij :

3. The b-KLR algebras

Fix once and for all a Cartan datum .I; X; Y; .�j�//, and let

dij WD �˛
_
i . j̨ / 2 N:

For � 2 XC we write
� D

X
i2I

�i � ˛i ; �i 2 N;

and we set j�j WD
P
i �i , and Supp.�/ WD ¹i j �i ¤ 0º.

We also fix a choice of scalars in a commutative, unital ring k as introduced in [40].
Following the conventions in [11], it consists of

� tij 2 k� for all i; j 2 I ,

� stvij 2 k for i ¤ j , 0 � t < dij and 0 � v < dj i ,

� ri 2 k� for all i 2 I ,
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respecting

� ti i D 1,
� tij D tj i whenever dij D 0,
� stvij D s

vt
j i ,

� stvij D 0 whenever t .˛i j˛i /C v. j̨ j j̨ / ¤ �2.˛i j j̨ /.

In addition, whenever t < 0 or v < 0, we put stvij WD 0. Thus we have spqij D 0 for p > dij
or q > dj i . We will also write sdij0ij WD tij and s0djiij WD tj i . Hence if .˛i j j̨ / D 0, we get
s00ij D s

00
ji D tij D tj i .

Definition 3.1 ([23, 39]). For m 2 N, the Khovanov–Lauda–Rouquier (KLR) algebra
R.m/ is the k-algebra generated by braid-like diagrams onm strands, read from bottom to top,
such that

� two strands can intersect transversally, but no triple intersections are allowed,
� strands can be decorated by dots (we use a dot with a label k to denote k consecutive dots

on a strand),
� each strand is labeled by a simple root, written i 2 I , that we (usually) write at the

bottom,
� multiplication is given by concatenation of diagrams, which preserves the labeling (i.e.

connecting two strands with different labels gives zero),
� diagrams are taken modulo planar isotopies and the following local relations:

i j

D

8̂̂̂̂
ˆ̂<̂
ˆ̂̂̂̂:

0 if i D j;

P
t;v
stvij

i

t

j

v if i ¤ j;
(3.1)

for all i; j 2 I ,

i j

D

i j i j

D

i j

(3.2)

i i

D

i i

C ri

i i

;

i i

D

i i

C ri

i i

(3.3)

for all i ¤ j 2 I ,

i kj

�

i kj

D

8̂̂̂̂
ˆ̂̂̂<̂
ˆ̂̂̂̂̂̂
:

0 if i ¤ k;

ri
P
t;v
stvij

P
uC`D
t�1

j

v

i

u

i

` otherwise,
(3.4)
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for all i; j; k 2 I . In addition, R.m/ is Z-graded by setting

degq

0B@
i j

1CA WD �.˛i j j̨ /; degq

0B@
i

1CA WD .˛i j˛i /:
Remark 3.2. Note that in equation (3.1) and equation (3.4), the sum

P
t;v s

tv
ij can be

restricted to the finite number of pairs t; v 2 N such that

t .˛i j˛i /C v. j̨ j j̨ / D �2.˛i j j̨ /:

Moreover, it contains at least two non-zero elements with invertible coefficients, given by
t D dij , v D 0 and t D 0; v D dj i .

As proven in [23, 25] (see also [39]), these algebras categorify the half quantum group
U�q .g/ associated to .I; X; Y; .�j�//, as a (twisted) bialgebra. The multiplication and comul-
tiplication are categorified using respectively induction and restriction functors, obtained by
putting diagrams side by side.

For each non-negative integral highest weightN WD ¹ni 2N j i 2 I º, there is anN -cyclo-
tomic quotient RN .m/ of R.m/ given by modding out the two-sided ideal generated by all
diagrams of the form

i

ni

j

: : :

k

D 0:

As first conjectured in [23] and proven in [20] and independently in [45], these cyclotomic quo-
tients categorify the irreducible integrableUq.g/-module of highest weightN , where the action
of Fi (resp.Ei ) is given by induction (resp. restriction) along the mapR.m/ ,! R.mC 1/ that
adds a vertical strand with label i , at the right.

3.1. b-KLR algebra. Our first goal is to construct a dg-enhancement of the cyclotomic
KLR algebras RN .m/, in the same spirit as in [35]. We introduce the following algebra:

Definition 3.3. For m 2 N, the b-KLR algebra Rb.m/ is the k-algebra generated by
braid-like diagrams on m strands, read from bottom to top, such that
� two strands can intersect transversally, but no triple intersections are allowed,
� strands can be decorated by dots,
� regions in-between strands can be decorated by floating dots, which are labeled by a

subscript in I and a superscript in N,
� each strand is labeled by a simple root, written i 2 I ,
� multiplication is given by concatenation of diagrams, which preserves the labeling,
� diagrams are taken modulo planar isotopies that preserve the relative height of the floating

dots, and modulo the KLR relations (3.1)–(3.4) and the following local relations:

� � �

a

i b

j

D � � � �a

i

b

j

a

i

a

i

D 0;(3.5)
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meaning floating dots anti-commute with each other for all i; j 2 I and a; b 2 N,

i

a

j
D

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

i

a � 1

i
�

i

a � 1

i
if i D j and a > 0,

P
t;v
.�1/vstvij

i

taC v

j
if i ¤ j ,

(3.6)

i j

a

j D

i j

a

j
C

X
t;v

stvij

X
uC`D
v�1

.�1/u

i

t

j

`aC u

j
if i ¤ j;(3.7)

Moreover, a floating dot in the left-most region is zero

a

i

j k

: : :

`

D 0:

Given a diagram, it is sometimes useful to decorate some of its regions with an element
K WD

P
i2I ki � ˛i 2 X

C, where ki denotes the number of strands with label i to the left of
the region. The algebra Rb is Z1CjI j-graded (a q-grading and a �k-grading for each k 2 I )
with

degq

0B@
i j

1CA WD �.˛i j j̨ /; degq

0B@
i

1CA WD .˛i j˛i /;
deg�k

0B@
i j

1CA WD 0; deg�k

0B@
i

1CA WD 0;
and

degq

 
a

i
K

!
WD .1C a � ˛_i .K/C ki /.˛i j˛i /;

deg�k

 
a

i
K

!
WD 2ıik :

This ends the definition of Rb.m/.

3.2. Tightened basis. Before going any further, let us introduce some useful nota-
tions borrowed from [23]. First, let Rb.�/ be the subalgebra of Rb.m/ given by diagrams
where there are exactly �i strands labeled i , for each i 2 I . We also denote Seq.�/ the set of
all ordered sequences i D i1i2 � � � im with ik 2 I and i appearing �i times in the sequence.
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The symmetric group Sm acts on Seq.�/ with the simple transposition �k 2 Sm acting on
i D i1i2 � � � im 2 Seq.�/ by permuting ik and ikC1. Sometimes, for K D

P
i2I ki � ˛i 2 X

C,
we abuse notation by writing �K instead of �jKj.

For i D i1i2 � � � im 2 Seq.�/, let 1i 2Rb.�/ be the idempotent given bym vertical strands
with labels i1; i2; : : : ; im, that is

1i WD

i1 i2 im

� � � :

We have 1i1j D ıij for all i ; j 2 Seq.�/, and so there is a decomposition of k-modules

Rb.�/ Š
M

i ;j2Seq.�/

1jRb.�/1i :

Our goal is to construct a basis of 1jRb.�/1i as k-module.

3.2.1. An action of Rb.�/ on a polynomial space. We construct a polynomial repre-
sentation of Rb.�/ with a similar flavor as in [23, Section 2.3]. We fix � 2 XC with j�j D m.
For each i 2 I we define

Qi WD kŒx1;i ; : : : ; x�i ;i �˝
V�
h!1;i ; : : : ; !�i ;i i:

We write QI WD
N
i2I Qi , where˝ means the supertensor product in the sense that

!`;i!`0;j D �!`0;j!`;i

for all i; j 2 I and xi;` commutes with everything. Thus,QI is a supercommutative superring.
Then we construct the ring

Q� WD
M

i2Seq.�/

QI1i ;

where the elements 1i are central idempotents. It is Z1CjI j-graded by setting

degq.x`;i / D .˛i j˛i /; degq.!`;i / D .1 � `/.˛i j˛i /;

deg�j .x`;i / D 0; deg�j .!`;i / D 2ıij :

We first construct an action of the symmetric group Sm on Q� by letting the simple
transposition

�k W QI1i ! QI1�ki

to act by sending

xp;i1i 7!

8̂<̂
:
xpC1;i1�ki if ik D ikC1 D i , p D #¹s � k j is D iº,

xp�1;i1�ki if ik D ikC1 D i , p D 1C #¹s � k j is D iº,

xp;i1�ki otherwise,

for i 2 I; p 2 ¹1; : : : ; �iº and i D i1 : : : im, and by sending

!p;i1i 7!

´
.!p;i C .xp;i � xpC1;i /!pC1;i /1�ki if ik D ikC1 D i , p D #¹s � k j is D iº;

!p;i1�ki otherwise,

which we extend to Q� by setting �k.fg/ WD �k.f /�k.g/ for all f; g 2 Q� .
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Proposition 3.4. The procedure described above yields a well-defined action of Sm
on Q� .

Proof. The proof is a straightforward computation. We leave the details to the reader.

Then we define inductively the element !ap;j 2 QI for a 2 N as

!0p;j WD !p;j ; !aC1p;j WD !
a
p�1;j � xp;j!

a
p;j :

For K D
P
i2I ki � i 2 X

C such that ki � �i , we define !aj .K/ 2 QI inductively as

!aj .K/ WD

8̂̂̂<̂
ˆ̂:
0 if kj = 0,

!a
kj ;j

if ki D 0 for all i ¤ j ,P
t;v
.�1/tstvij x

t
ki ;i
!aCvj .K � i/ otherwise,

where K � i is a shorthand for K � 1 � ˛i .

Lemma 3.5. The element !aj .K/ is well-defined.

Proof. Take i ¤ i 0 ¤ j 2 I such that ki > 0 and ki 0 > 0. We can suppose by induction
that !bj .K � i � i

0/ is well-defined for all b � 0. Then we haveX
t;v

.�1/tstvij x
t
ki ;i

X
t 0;v0

.�1/t
0

st
0v0

i 0j x
t 0

ki0 ;i
0!
aCv
j .K � i � i 0/

D

X
t 0;v0

.�1/t
0

st
0v0

i 0j x
t 0

ki0 ;i
0

X
t;v

.�1/tstvij xki ;i!
aCv
j .K � i 0 � i/

for all i ¤ i 0 ¤ j 2 I .

It will be useful to give !aj .K/ a non-inductive expression. We write

Knj WD
X
i¤j

ki � ˛i :

For a given non-negative integer ni 2 N we define

(3.8) "
j
ni ;i
.xki ;i / WD

X
jVi jDni

 
kiY
`D1

s
v`t`
j i x

t`
`;i

!
2 Pi ;

with the sum being over all partitions Vi W v1 C � � � C vki D vi such that .˛i j˛i /jv`. j̨ j j̨ / for
each ` 2 ¹1; : : : ; kiº, and with

t` WD
�2.˛i j j̨ / � v`. j̨ j j̨ /

.˛i j˛i /
:

This is a symmetric polynomial of q-degree �2ki .˛i j j̨ / � vi . j̨ j j̨ / whenever it is non-zero.
Clearly, we can suppose v` � dj i , and therefore we can also suppose that ni � dj iki . For
n 2 N we define

(3.9) "jv.xK/ WD
X
jV jDn

�Y
i¤j

"
j
ni ;i
.xki ;i /

�
2 PI ;
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with the sum being over all partitions V W
P
i¤j ni D n. Notice that "jv.xK/ is a polynomial

of q-degree .�˛_j .K
nj / � n/. j̨ j j̨ /.

Lemma 3.6. We have

(3.10) !aj .K/ D

�˛_
j
.Knj /X
nD0

.�1/n!aCn
kj ;j

"jn.xK/ 2 PI :

Proof. A straightforward computation shows that the right-hand side of equation (3.10)
respects the recursive definition of !aj .K/, which proves the equality.

We now have all the tools we need to define an action ofRp.�/ on P� . First, we choose an
arbitrary orientation i  j or i ! j for each pair of distinct i; j 2 I . Then we let a 2Rp.�/1j

act as zero on PI1i whenever j ¤ i . Otherwise, we declare that

� the dot

i

K

acts as multiplication by xkiC1;i1i ,

� the floating dot

a

j
K

acts as multiplication by !aj .K/1i ,

� the crossing

i j
K

acts as

f 1i 7! ri
f 1i � �K.f 1i /

xki ;i � xkiC1;i
if i D j ;

f 1i 7!

�X
t;v

stvij x
t
ki ;i
xvkjC1;j

�
�K.f 1i / if i ! j ;

f 1i 7! �K.f 1i / if i  j :

Proposition 3.7. The rules above define an action of Rb.�/ on Q� .

Proof. We have to check the validity of the KLR relations (3.1)–(3.4) and of the relations
involving floating dots (3.5)–(3.7), as well as the relations coming from regular isotopies.

We start by proving the KLR relations. Clearly equations (3.1), (3.2) and (3.3) are satis-
fied. The case i ¤ k of equation (3.4) is also straightforward. For i  j and k D i we compute
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the action of the left-hand side of equation (3.4) on f 2 Q� as

f 7!

�X
t;v

stvj i y
txv1

�
�1à2�1.f / � �2à1

�X
t;v

stvj i y
txv2�2.f /

�

D

�X
t;v

stvj i y
txv1

�
f � �1�2�1.f /

x1 � x2
�

�P
t;v s

tv
j i y

txv2
�
f �

�P
t;v s

tv
j i y

txv1
�
�2�1�2.f /

x1 � x2

D

X
t;v

stvj i y
t x
v
1f � x

v
2

x1 � x2
D

X
t;v

stvj i y
t

X
rCsDv�1

xr1x
s
2;

where x1; x2 correspond with the xki ;i ; xkiC1;i and y with xkj ;j . What remains coincides with
the right-hand side of equation (3.4). A similar computation applies for the case i ! j .

For the relations involving floating dots, we remark that (3.5) follows from the supercom-
mutativity of Q� , and !aj .K/ respects (3.6) by construction. For relation (3.7), we apply the
action of the left-hand side on some f 2 Q� and we obtain

f 7!

�X
t;v

stvj i y
txv

�
!aj .K C j /f;

and for the right-hand side we obtain

f 7!
�
!aj .K C i C j /C

X
t;v

stvij

X
uC`Dv�1

.�1/u!aCuj .K/xty`
�
f

D

�X
t;v

.�1/vstvij x
t!aCvj .K C j /C

X
t;v

stvij

X
uC`Dv�1

.�1/u!aCuj .K/xty`
�
f:

Then we compute

!aCvj .K C j / D

� X
uC`Dv�1

.�1/v�1�uy`!aCuj .K/

�
C .�1/vyv!aj .K C j /;

which implies that the action of the right-hand side of equation (3.7) coincides with the one of
the left-hand side.

The only non-trivial relation coming from regular isotopies we need to verify is given
by the commutation of a floating dot and a crossing at its left. This is a consequence of the
fact that equation (3.8) is a symmetric polynomial, which commutes with divided difference
operators.

3.2.2. Left-adjusted expressions. We recall from [35, Section 2.2.1] that a reduced
expression �ir � � � �i1 of w 2 Sn is left-adjusted if ir C � � � C i1 is minimal. Equivalently, it is
left-adjusted if and only if

min
t2¹0;:::;rº

�it � � � �i1.k/ � min
t2¹0;:::;rº

�jt � � � �j1.k/

for all k 2 ¹0; : : : ; nº and all other reduced expression �jr � � � �j1 D w. In this condition, we
write

min
w
.k/ WD min

t2¹0;:::;rº
�it � � � �i1.k/:
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Note that a left adjusted expression always exists and is unique up to distant permutation
(�i�j $ �j�i for ji � j j > 1), so that minw.k/ is well-defined. In particular, one can obtain
a left-adjusted reduced expression for any permutation by taking its representative in the coset
decomposition

(3.11) Sn D

nG
aD1

Sn�1�n�1 � � � �a;

applied recursively. If we think of a reduced expression in terms of string diagrams, then it is
left-adjusted if all strings are pulled as far as possible to the left.

Example 3.8. The permutation .1 3 2 4/ 2 S4 admits as left-adjusted reduced expres-
sion the word �1�2�1�3�2 which comes from the summand S2�3�2 in the first step of the
recursive decomposition (3.11). Note that �1�2�3�1�2 is also left-adjusted while �2�1�2�3�2
and �2�1�3�2�3 are not. In terms of string diagrams, we consider as example the following
reduced expression of the permutation w D .1 4 3 5 2/ 2 S5:

:

It is not left-adjusted since the 4th strand (read at the bottom) can be pulled to the left. Hence
we obtain the following left-adjusted minimal presentation:

:

Suppose �ir � � � �i1 is a left-adjusted reduced expression of w. Then we can choose for
each k 2 ¹1; : : : ; nº an index tk 2 ¹1; : : : ; rº such that

�itk � � � �i1.k/ D min
w
.k/:

Clearly this choice is not necessarily unique and we can have tk D tk0 for k ¤ k0. However, it
defines a partial order � on the set ¹1; : : : ; nº where k � k0 whenever tk � tk0 . We extend this
order arbitrarily and we write <t for it. There is a bijective map � W ¹1; : : : ; nº ! ¹1; : : : ; nº
which sends k < k0 to �.k/ <t �.k0/, so that t�.k/ � t�.k0/. In terms of string diagrams, the
map � tells us in which order the strands attain their (chosen) leftmost position while reading
from bottom to top. In particular, �.k/ gives the starting point of the strand that attains its
leftmost position in kth position.

Example 3.9. Consider again the following left-adjusted string diagram:

:

Both the first and third strand attain their leftmost position at the bottom of the diagram, thus
we can choose �.1/ D 1 and �.2/ D 3. Then both the second and fourth strand attain their
leftmost position, thus we can take �.3/ D 4 and �.4/ D 2. Finally, the fifth strand attains its
leftmost position and we put �.5/ D 5.
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For k 2 ¹1; : : : ; nC 1º, we put

wk WD �it�.k/ � � � �it�.k�1/ ;

where it is understood that t�.0/ WD 0 and t�.nC1/ WD r . It defines a partition of the reduced
expression of �ir � � � �i1 D w. Moreover, it is constructed so that

wk � � �w1.�.k// D min
w
.�.k//

for all 1 � k � n.

Example 3.10. Consider again w D �1�2�1�3�2 with i1 D 2, i2 D 3, i3 D 1, i4 D 2,
i5 D 1. We can choose for example t1 D 0, t2 D 0, t3 D 3, t4 D 5. Then we can put �.1/ D 1
(or 2), �.2/ D 2 (or 1), �.3/ D 3 and �.4/ D 4, with w1 D 1;w2 D 1, w3 D �1�3�2 and
w4 D �1�2.

3.2.3. A generating set. We say that a floating dot is tight if it is placed immediately
to the right of the left-most strand, and has superscript 0. We can also suppose it has the same
subscript as the label of the strand at its left (otherwise it would slide to the left and be zero).

Lemma 3.11. The algebraRb.�/ is generated by KLR elements (i.e. dots and crossings)
and tight floating dots.

Proof. We first compute

i i

a

i
D

i i

a

i
�

i i

a

i
(3.12)

for all a � 0; i 2 I . Equation (3.12), together with equations (3.7) and (3.6) allows to bring
all floating dots to the left. Then applying equation (3.6) recursively allows to transform all
floating dots with superscript bigger than zero into dots and tight floating dots.

We write ! for a tight floating dot, �a for a crossing between the ath and .aC 1/st
strands (counting from left), and xa for a dot on the ath strand, where we suppose the label of
the strands given by the context, in the form of an idempotent 1i . We also define the tightened
floating dot in Rb.�/ as �a WD �a�1 � � � �1!�1 � � � �a�1, or diagrammatically

�a WD . . .

. . .

. . .

. . .

a

:

We also write �0a WD �a and ��1a WD 1.

Lemma 3.12. Tightened floating dots anticommute with each others, up to adding terms
with a smaller number of crossings, that is

�a�b D ��b�a CR; .�a/
2
D 0CR0;

whereR (resp.R0) possesses strictly less crossings than �a�b (resp. .�a/2), for all 1� a; b �m.
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Proof. We first compute that

k `

a

i

b

j

C

k `

a

i

b

j

D 0(3.13)

for all i; j; k; ` 2 I and a; b 2 N. Then we obtain

(3.4)
D CR0

(3.13)
D � CR0 CR1;

where both R0 and R1 have less crossings.

Fix i ; j 2 Seq.�/. Since they are both sequences of the same elements, there is a sub-
set jS i � Sm of permutations w 2 Sm such that ik D jw.k/ for all k 2 ¹1; : : : ; mº. Given
such a permutation w 2 jS i , we can choose a left-adjusted reduced expression. It comes with
a partition wmC1 � � �w2w1 D w and a bijection � W ¹1; : : : ; mº ! ¹1; : : : ; mº such that

wk � � �w1.�.k// D min
w
.�.k//

for all 1 � k � m. Then consider the collection of elements

jBi WD
®
xamm � � � x

a1
1 �wmC1�

`m
minw.�.m//

�wm � � � �
`2
minw.�.2//

�w2�
`1
minw.�.1//

�w1 j(3.14)

ai 2 N; `i 2 ¹0;�1º; w 2 jS i

¯
in 1jRb.�/1i . Diagrammatically, elements in jBi can be constructed using the following
algorithm:

(i) Choose a permutation w 2 jSi , consider its corresponding string diagram and make it
left-adjusted by bringing all strands to the left.

(ii) For each strand, choose whether we want to add a floating dot. If so, add a tightened
floating dot where the strand attains its left-most position by pulling the strand to the far
left and adding the floating dot immediately at its right.

(iii) For each strand, choose a number of dots to add at the top of the diagram.

Example 3.13. Take i D i1i2i3i4i5 and j D i2i5i4i1i3, and consider the following
left-adjusted permutation w 2 jSi :

w D

i1 i2 i3 i4 i5

:
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Take `1 D 1; `2 D 0; `3 D 1; `4 D 0 and `5 D 0 (for the same � as in Example 3.9). Then we
obtain the following element in jBi :

i1

a4

i2

a1

i3

a5

i4

a3

i5

a2

:

Proposition 3.14. Elements in jBi generate 1jRb.�/1i as a k-vector space.

Proof. The proof is an induction on the number of crossings. By Lemma 3.11, we can
assume that all floating dots are tight. By equations (3.2) and (3.3) we can bring all the dots to
the top of any diagram, at the cost of adding diagrams with fewer crossings. Moreover, all braid
isotopies hold up to adding terms with a lower amount of crossings thanks to equations (3.1)
and (3.4).

We claim that we can also assume that there is at most one floating dot at the immediate
right of each strand. Indeed, suppose there are two tight floating dots at the right of the same
strand. Then we can apply a braid-isotopy to bring it as most as possible to the left, until it is
possibly blocked by other tight floating dots. We depict it by the following picture:

. . .

. . .

D

. . .

. . .

C terms with fewer crossings,

where the dashed strand in red represents the one we want to pull, and the boxes represent
other elements in Rb.�/. If there is no floating dot in-between, then it is zero by equation (3.5).
Otherwise, we apply equation (3.13) to jump the bottom floating dot over all the floating
dots in-between, until we have two floating dots in the same region at the top, which is zero
by equation (3.5). This proves the claim.

Finally, we observe that given a strand with a single tight floating dot, we can tighten it
by braid isotopy, until we end up with a tightened floating dot. Since by Lemma 3.12 tightened
floating dots anticommute, this concludes the proof.

3.2.4. The basis theorem.

Proposition 3.15. The action in Proposition 3.7 is faithful.

Proof. The proof is inspired by [40, Proposition 3.8] (see also [23, Theorem 2.5] for
a different approach). We claim that elements of jBi act as linearly independent endomor-
phisms on P� . The action yields morphisms

PI1i ! PI1j ;

that we will consider as endomorphisms of PI .
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First we extend the scalars to k.x1;i ; : : : ; x�i ;i / in Pi for all i 2 I . We claim that differ-
ent choices of w 2 jS i and `i 2 ¹�1; 0º give linearly independent operators. Notice that since
i ; j is fixed, w is given by choices of permutations between strands of the same label. Since
crossings between strands with different labels act as multiplication by a polynomial, we can
ignore them as being multiplication by a scalar. By [35, Corollary 3.9], we know that differ-
ent choices of permutations and tightened floating dots for strands with label i act as linearly
independent operators on Pi , hence proving our claim. Finally, taking into account the multi-
plication by the polynomial given by the choice of the ai 2 N as in equation (3.14) concludes
the proof.

Theorem 3.16. The k-module 1jRb.�/1i is free with basis jBi .

Proof. It follows from Propositions 3.14 and 3.15.

From this, we also deduce the following:

Corollary 3.17. The b-KLR algebra admits a presentation given by the KLR-generators
and tight floating dots, subjected to the KLR-relations (3.1)–(3.4) together with

j i

i

j

C

j i

i

j

D 0;

i

i

i D 0

for all i; j 2 Ir .

4. Dg-enhancement

We fix a subset If � I and consider the associated parabolic subalgebra Uq.p/ � Uq.g/
as defined in Section 2.2. For each index j 2 If , we also choose a weight nj 2 N, and write
N WD ¹nj ºj2If .

Definition 4.1. The p-KLR algebraRp.m/ is given by forgetting the �j -degree for each
j 2 If in Rb.m/ and modding out by

j

j i1

: : :

im�1

D 0

for all j 2 If . The N -cyclotomic quotient RNp .m/ of Rp.m/ is given by modding out by

j

nj

i1

: : :

im�1

D 0

for all j 2 If .
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In particular, Rg.m/ is the usual KLR algebra R.m/ (see Definition 3.1). Its N -cyclo-
tomic quotientRNg .m/ is also the usual cyclotomic quotient of the KLR algebra. Taking If D ;
gives p D b and we recover Definition 3.3.

We equip Rb.m/ with a homological Z-grading, denoted h, by setting

degh

0B@
i j

1CA WD 0; degh

0B@
i

1CA WD 0; degh

 
a

i
K

!
D 1

for all i; j 2 I . Then we equip Rb.m/ with a differential dN by setting

dN

0B@
i j

1CA WD dN
0B@

i

1CA WD 0;
and

dN

0BBB@ j

j i1

: : :

im�1

1CCCA WD
8̂̂̂<̂
ˆ̂:
0 if j … If ,

.�1/nj

j

nj

i1

: : :

im�1

if j 2 If .

We extend the definition of dN to the whole algebra using the graded Leibniz rule

dN .xy/ D dN .x/y C .�1/
degh.x/xdN .y/

and Lemma 3.11. Checking that dN is well-defined is straightforward using Corollary 3.17.
From this, we derive that for j 2 Ir we have

dN

 
a

j
K

!
D .�1/nj�kjC1Ca

�˛_
j
.Knj /X
rD0

hnjCa�kjC1Cr.xkj ;j /"
j
r .xK/;

where x`;i is a dot on the `th strand with label i , hn is the nth complete homogeneous
polynomial, and "jr .xK/ is defined in equation (3.9).

Definition 4.2. We will refer to the dg-algebra .Rb.m/; dN / as the dg-enhanced KLR
algebra.

Proposition 4.3. If nj � �j � ˛_j .�
nj / < 0, then .Rb.�/; dN / is acyclic.

Proof. Taking a WD �.nj � �j � ˛_j .�
nj /C 1/ and considering the floating dot placed

on the far right with subscript j and superscript a yields

dN

 
a

j
�

!
D .�1/˛

_
j
.�nj /:

Thus, H.Rb.�/; dN / Š 0.

Our goal for the rest of the section will be to prove the following:

Theorem 4.4. The dg-algebra .Rb.m/; dN / is formal with homology

H.Rb.m/; dN / Š R
N
p .m/:
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4.1. Proof of Theorem 4.4. Denote 1.m;i/ WD
P

j2Im 1j i , or diagrammatically

1.m;i/ WD
X

.j1;:::;jm/2Im

j1 jm

� � �

i

:

It is an idempotent of Rb.mC 1/. We also define 1.�;i/ WD
P

j2Seq.�/ 1j i for � 2 XC. The
algebra Rb.m/ acts on 1.m;i/Rb.mC 1/ by first adding a vertical strand labeled i at the right
of D 2 Rb.m/ and then multiplying on the left in Rb.mC 1/.

We now introduce some other diagrammatic notations as in [35, Section 3.1]. We draw
Rb.m/ (viewed as Rb.m/-Rb.m/-bimodule) as a box labeled by m

Rb.m/ D

: : :

: : :
m

and˝m WD ˝Rb.m/ becomes stacking boxes on top of each other. Moreover, whenRb.mC 1/

is viewed as a left Rb.m/-module, as a right Rb.m/-module or as an Rb.m/-Rb.m/-bimodule,
we draw respectively

: : :

mC 1 : : :
mC 1

: : :

: : :

mC 1 :

Lemma 4.5. As a left Rb.m/-module, 1.m;i/Rb.mC 1/ is free with decomposition

mC1M
aD1

M
`�0

�
Rb.m/1.m;i/�m � � � �ax

`
a ˚Rb.m/1.m;i/�m � � � �a�

`
a

�
;

where �`a WD �a�1 � � � �1!x
`
1�1 � � � �a�1.

We draw this as

i: : :

mC 1
Š

mC1M
aD1

M
`�0

0BBBBBB@
: : :

: : :
m

`

i

a

˚

: : :

: : :
m

`

i

a

1CCCCCCA
Proof. By Theorem 3.16 we obtain

i: : :

mC 1
Š

mC1M
aD1

M
`�0

0BBBBBB@
: : :

: : :
m `

i

a

˚

: : :

: : :
m `

i

a

1CCCCCCA
We then apply equations (3.2) and (3.3) to bring all the dots to the desired position. It is a
triangular change of basis, concluding the proof.
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From now on, we draw boxes with label “m; dN ” to denote the dg-algebra .Rb.m/; dN /.
Similarly, a box with label H.m/ denotes its homology H.Rb.m/; dN /. Then the decom-
position in Lemma 4.5 lifts directly to a direct sum decomposition of dg-modules whenever
i … If . Otherwise, for i 2 If , it lifts to the mapping cone

i: : :

mC 1; dN
(4.1)

Š Cone

0BBBBBB@
mC1M
aD1

M
`�0

: : :

: : :
m; dN

`

i

a

NdN
��!

mC1M
aD1

M
`�0

: : :

: : :
m; dN

`

i

a

1CCCCCCA ;

where the map NdN is induced by the differential of .Rb.mC 1/; dN /.
We will prove Theorem 4.4 using induction on the number of strands m. Therefore, we

can assume .Rb.m/; dN / to be formal.
Following [21], recall that for a dg-algebra .A; dA/, we say that a dg-module is a rela-

tively projective module if it is a direct summand of a free module in .A; dA/-mod. Moreover, an
.A;dA/-module Y satisfies property (P) if there is an exhaustive filtration of .A;dA/-modules

0 D F0 � F1 � F2 � � � � � Fr � FrC1 � � � � � Y

such that each FrC1=Fr is isomorphic in .A; dA/-mod to a relatively projective module. An
.A; dA/-direct summand of a property (P) module is called cofibrant. Also recall the following
result of homological algebra:

Lemma 4.6. Let .A; dA/ be a dg-algebra, let .M; dM / be a right .A; dA/-module, and
let .N; dN / be a left one. If .M; dM / is formal and .N; dN / is cofibrant, then we have

H
�
.M; dM /˝.A;dA/ .N; dN /

�
Š H

�
H.M; dM /˝.A;dA/ .N; dN /

�
:

Proof. Tensoring with a cofibrant dg-module preserves quasi-isomorphisms.

Therefore we obtain an exact sequence

mC1M
aD1

M
`�0

: : :

: : :
H.m/

`

i

a

NdN
��!

mC1M
aD1

M
`�0

: : :

: : :
H.m/

`

i

a

�!
i: : :

H.mC1/
! 0;(4.2)

thanks to Proposition 4.6 and equation (4.1).

Proposition 4.7. The exact sequence equation (4.2) is a short exact sequence, with NdN
being injective.

Theorem 4.4 above is a direct consequence of Proposition 4.7. Therefore, we now focus
on proving this proposition. This is in fact similar to Kang–Kashiwara’s [20, equation (4.13)],
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with basically only a change of basis, and thus we will follow the same ideas. We introduce the
equivalent of “ga” from the reference and draw it as an undercrossing:

i j

WD

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:
i j

if i ¤ j;

ri

i i

� ri

i i

�

i i

2
�

i

2

i

C 2

i i

if i D j:

In order to shorten out our diagrams, we introduce the convenient notation

i i

WD

i i

�

i i

:

It respects the relation

(4.3)

i i

D

i i

:

We also have that

(4.4)

i i

D ri

i i

�

i i

:

Lemma 4.8 ([20, Lemma 4.12]). Undercrossings respect the following relations:

i j

D

i j

;

i j

D

i j

;

i j k

D

i j k

for all i; j; k 2 I .

Still as in [20], in order to construct a “nearly inverse” for NdN , we define the map

P W

mC1M
aD1

M
`�0

: : :

: : :
H.m/

`

i

a

�!

mC1M
aD1

M
`�0

: : :

: : :
H.m/

`

i

a
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as multiplication on the left (or diagrammatically stacking above) with the element

e�mC1 WD
i

i
: : :

: : :

: : :

:

Lemma 4.9. The map P defined above is a map of H.Rb.m/; dN /-modules.

Proof. We need to verify that e�mC1 commutes with the elements in H.Rb.m/; dN /.
Crossings and dots slide over the upper part of the .mC 1/st strand in e�mC1 at the cost of
adding diagrams with fewer crossings. Because there are fewer crossings, we can slide the float-
ing dot coming frome�mC1 to the part H.Rb.m/; dN / of the diagram, which gives zero. The
crossings and dots in the remaining terms then slide over the lower part thanks to Lemma 4.8.
Tight floating dots with subscript j … If also slide overe�mC1 thanks to equation (3.7).

Lemma 4.10. The composition P ı NdN is given onH.Rb.m/; dN /˝m 1.�;i/Rb.mC1/

by multiplication by

(4.5) r
2�i
i

2�i�˛
_
i
.�/X

pD0

x
niCp
mC1 "

i
p.x�/;

where "ip.x�/ is as in equation (3.9).

Proof. The proof is similar to [20, Theorem 4.15]. We have

(4.6)

: : :

: : :
H.m/

`

i

Pı NdN
7�����!

: : :

: : :
H.m/

`C ni

i

:

We prove by induction on the number of strands m that

: : :

ni

� r
2�i
i

2�i�˛
_
i
.�/X

pD0

x
niCp
mC1 "

i
p.x�/;

where� means equality up to adding elements killed in the quotient

H.Rb.m/; dN / Š R
N
p .m/:

If m D 0, then it is trivial. Thus we suppose by induction that it holds for m � 1. We fix the
label of the strands on the diagram above as ij with j D j1 � � � jm 2 Seq.�/, and we consider
the different possible cases.
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If jm ¤ i , then the result follows by applying equation (3.1) with Lemma 4.8, and using
the induction hypothesis.

If jm D i , we first observe that

(4.7)

ii

D ri

i i

:

Then we need to consider jm�1. If m D 1, we have that

ii

ni
D ri

i

ni

i

� ri

i

ni

i

D ri

i

ni

i

� ri

i

niC1

i

C r2i

i

ni

i

� r2i

i i

ni :

Moreover, we observe that

i i

ni � 0;

which finishes the case m D 1. For jm�1 D i , we have

: : :

i ii

ni

D r2i

i ii

ni

� ri

i ii

ni

using equations (4.7), (4.4) and Lemma 4.8. Using equation (4.3) followed by Lemma 4.8 and
equation (4.7) we obtain

r2i

i ii

ni

D ri

i ii

ni

:

Keeping in mind equation (4.6), we have

i i i

�

i ii

2

i
H.m/

by equations (3.4) and (3.3). This means we can apply the induction hypothesis to get

ri

i ii

ni

� r3i

i ii

ni

:
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Similarly, we have

ri

i ii

ni

D ri

i ii

ni

D

iii

ni

� r2i

iii

ni

D r3i

i ii

ni

Putting these two results together and using equation (3.3), we obtain

i ii

ni

: : : � r2i

i ii

ni

: : :

which concludes this case.
For the final case jm�1 D j ¤ i , we compute

j ii

D ri

i j i

D ri

iji

C r2i

X
t;v

stvij

X
uC`D
t�1

i

u

j

v

i

`

using equation (3.4). Then we obtain for the first term on the right-hand side of the second
equality, using the induction hypothesis together with equation (3.1)

ri

iji

D

j ii

� r2i

i j i

D r2i

X
t;v

stvij

i j

v

i

t :

On the other hand, we have for all t; v that

X
uC`D
t�1

i

u

j

v

i

`
D

i

t

j

v

i

�

i j

v

i

t :

Putting these results together with the case jm ¤ i yields

j ii

ni

� r2i

j ii

ni

which concludes the proof.
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Proof of Proposition 4.7. The polynomial (4.5) is monic (up to invertible scalar) with
leading terms xniC2�i�˛

_
i
.�/

mC1 . Therefore, multiplication by equation (4.5) yields an injective
map. Thus, Lemma 4.10 tells us that P ı NdN is injective, and so is NdN .

As a consequence, this also ends the proof of Theorem 4.4.

5. Categorical action

For each i 2 I there is a (non-unital) inclusion Rb.m/ ,! Rb.mC 1/1.m;i/, given by
adding a vertical strand with label i to the right of a diagram D 2 Rb.m/:

j1 j2
: : : jm

D 7!

j1 j2
: : : jm

D

i

:

This gives rise to induction and restriction functors

IndmCim W Rb.m/-mod! Rb.mC 1/-mod; IndmCim .�/ Š Rb.mC 1/1.m;i/ ˝m �

and

ResmCim W Rb.mC 1/-mod! Rb.m/-mod; ResmCim .�/ Š 1.m;i/Rb.mC 1/˝mC1 �:

which are adjoint.
We write

R
�i
b
.�/ WD Rb.�/˝ kŒ�i � Š

M
`�0

q2`i Rb.�/;

with degq.�i / D .˛i j˛i /. We will prove the following theorem in the next subsection:

Theorem 5.1. There is a short exact sequence

0! q�2i Rb.�/1.��i;i/ ˝m�1 1.��i;i/Rb.�/! 1.�;i/Rb.� C i/1.�;i/

! R
�i
b
.�/˚ �2i q

�2˛_
i
.�/

i R
�i
b
.�/Œ1�! 0

of Rb.�/-Rb.�/-bimodules for all i 2 I . Moreover, there is an isomorphism

q�.˛i j j̨ /Rb.�/1.��i;i/ ˝m�1 1.�0�j;j /Rb.�
0/ Š 1.�0;j /Rb.� C i/1.�;i/

for all i ¤ j 2 I and �0 C j D � C i .

As we will see in the proof of Theorem 5.1, we can picture these facts as a short exact
sequence of diagrams

j

i

: : :

m

: : :

m

: : :

,!

i

j

mC 1

: : :

: : :

�
M
`�0

0BBBBB@
i

`

j

m

: : :

: : :

˚

i

`

j

m

: : :

: : :

1CCCCCA ;
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where the cokernel vanishes whenever i ¤ j . We write � for the projection

� W

i

i

mC 1

: : :

: : :

�
M
`�0

i

`

i

m

: : :

: : :

:

We write Id� WD Rb.�/˝m .�/ and we define

Fi WD
M
m�0

IndmCim ; Ei WD
M
m�0

M
j�jDm

��1i q
1C˛_

i
.�/

i ResmCim Id�Ci :

These are exact functors thanks to Lemma 4.5. Define

(5.1)
M

Œˇi�˛
_
i
.�/�qi

Id� WD
M
`�0

q1C2`i

�
��1i q

˛_
i
.�/

i Id� ˚�iq
�˛_

i
.�/

i Id� Œ1�
�
:

It is a categorification of the fraction �iq
�˛_
i
.�/

i
���1

i
q
˛_
i
.�/

i

qi�q
�1
i

. We obtain:

Corollary 5.2. There is a natural short exact sequence

0! FiEi Id� ! EiFi Id� !
M

Œˇi�˛
_
i
.�/�qi

Id� ! 0

for all i 2 I , and there is a natural isomorphism

FiEj Š EjFi

for all i ¤ j 2 I .

Proposition 5.3. For each i; j 2 I there is a natural isomorphism

b
dijC1

2
cM

aD0

"
dij C 1

2a

#
qi

F2ai FjF
dijC1�2a

i Š

b
dij
2
cM

aD0

"
dij C 1

2aC 1

#
qi

F2aC1i FjF
dij�2a

i ;

and in particular for .˛i j j̨ / D 0 we have FiFj 1� Š FjFi1� : By adjunction, the same isomor-
phism exists for the Ei ;Ej .

Proof. Similarly as in the case of the usual KLR algebras, it follows from equations (3.3)
and (3.4) (the proof of [25, Proposition 6] can be applied directly).

5.1. Proof of Theorem 5.1. By symmetry along the horizontal axis, we obtain a decom-
position ofRb.mC 1/ as a rightRb.m/-module similar to the one of Lemma 4.5. Note that the
left and right decompositions are not compatible, and therefore we do not have a decomposition
as a Rb.m/-Rb.m/-bimodule. However, the surjection Rb.mC 1/� q2`Rb.m/ that projects
on the summand Rb.m/x

`
mC1, given by taking a D mC 1 in Lemma 4.5, is a (left-invertible)

map of bimodules.
We define the map

�`L W 1.�;i/Rb.mC 1/1.�;i/� �2i q
2`�2˛_

i
.�/

i Rb.�/Œ1�;
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as the projection map on the summand Rb.m/�
`
nC1 in the left decomposition of Rb.mC 1/ as

Rb.m/-module in Lemma 4.5. Similarly, let

�`R W 1.�;i/Rb.mC 1/1.�;i/� �2i q
2`�2˛_

i
.�/

i Rb.�/Œ1�

be the projection map on �`nC1Rb.m/ in the right decomposition.

Lemma 5.4. We have

�`L.y/ D .�1/
degh.y/�`R.y/

for all y 2 Rb.mC 1/.

Proof. We can suppose y D �`mC1y
0 with y0 2 Rb.m/. We want to prove that

y D .�1/degh.y/y0�`mC1 C y0

for some y0 … Rb.m/�
`
mC1. For this, it is enough to show that

y1�mC1zy2 D .�1/
degh.z/y1z�nC1y2 C z0;

where y1; y2 2 Rb.m/, z0 … Rb.m/�
`
mC1 and z is any generator of Rb.m/ (i.e. crossing, dot

or tight floating dot).
If z D xa and is on a strand labeled j ¤ i , then it slides freely over �mC1 thanks to

equation (3.2). If the strand is labeled i , then we compute

i

`

i

(3.3)
D

i

`

i

C ri

i

`

i

� r�1i `

ii

(3.4)
D

i

`

i

C ri

i

`

i

� r�1i
`

ii

CR;

where the double strands represent multiple parallel strands (the number depending on m
and a), and R is a sum of terms of the form

`

and its mirror along the horizontal axis. Note that it is implicitly assumed that each of these
diagrams have the element y1 at the top and y2 at the bottom. Using Lemma 4.5, we can
rewrite the composition of the last three terms in the equation above with y2 as elements inLn
aD1

L
p�0Rb.m � 1/�m�m�1 � � � �ax

p
a 6� Rb.m/�

`
mC1. Hence they form the term z0.

If z D �i is a crossing, then we obtain the desired property by equation (3.4), and apply-
ing a similar reasoning as above.
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Finally, if z D ! and is at right of a strand labeled j ¤ i , it follows directly from
equation (3.13). Otherwise, if the strand is labeled i , we compute

i i

`
(3.5); (3.3)
D

i i

`

(3.13)
D �

i i

`

D �

i i

` C r�1i

X
rCsD
`�1 i

r

i

s
:

Then for all r; s � 0 we compute using equation (3.3) again

i

r

i

s
D

i

r

i

s
:

Looking at these elements in the global picture yields

i

r

i

s

D

i

s

i

r

CR

which is an element not contained in Rb.m/�
`
nC1 for the same reasons as before. We see that

together they form the element z0, concluding the proof.

We now have all the ingredients we need to prove Theorem 5.1.

Proof of Theorem 5.1. We first construct an injective map

(5.2) uij W q
�.˛i j j̨ /Rb.�/1.m�1;i/ ˝m�1 1.m1;j /Rb.�/ ,! 1.�;j /Rb.mC 1/1.�;i/

of Rb.m/-Rb.m/-bimodules, by setting (as in [20, Proposition 3.3])

uij .x ˝m�1 y/ WD x�my:

In terms of diagrams, it consists of adding a crossing at the right

j

i

: : :

m

: : :

m

: : :

uij
7���!

j

i

: : :

m

: : :

m

: : :

:

Then we construct a surjective map

1.�;i/Rb.mC 1/1.�;i/� R
�i
b
.�/˚ �2i q

�2˛_
i
.�/

i R
�i
b
.�/Œ1�;

by projecting onto the direct summands
L
`�0 x

`
mC1Rb.m/˚ �

`
mC1Rb.m/ of the decompo-

sition of Rb.mC 1/ as right Rb.m/-module. By Lemma 5.4 we know that this is a map of
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Rb.m/-Rb.m/-bimodules. Finally, exactness follows directly from Lemma 4.5, since

Rb.�/1.m�1;i/ ˝m�1 1.m1;j /Rb.�/

Š Rb.�/1.m�1;i/ ˝m�1

 
mM
aD1

M
`�0

.Rb.m � 1/1.m;i/�m�1 � � � �ax
`
a1j

˚Rb.m � 1/1.m;i/�m�1 � � � �a�
`
a1j /

!
;

and so

uij .Rb.�/1.m�1;i/ ˝m�1 1.m1;j /Rb.�//

Š

mM
aD1

M
`�0

.Rb.m � 1/1.m;i/�m�m�1 � � � �ax
`
a1j

˚Rb.m � 1/1.m;i/�m�m�1 � � � �a�
`
a1j /:

We remark that whenever i ¤ j , we haveM
`�0

1.�;j /x
`
mC1Rb.m/1.�;i/ ˚ 1.�;j /Rb.m/�

`
mC11.�;i/ D 0;

and thus uij is an isomorphism, concluding the proof.

5.2. Long exact sequence. In this subsection, we would like to lift Theorem 5.1 to the
dg-world of .Rb.m/; dN /, and study the long exact sequence that it induces. Therefore we
define

yN W
M
`�0

i

` m

: : :

: : :

!

M
`�0

i

`m

: : :

: : :

as the Rb.m/-Rb.m/-bimodule map given by

yN

0BBBBBB@
i

a : : :

: : :

: : :

1CCCCCCA WD �
0BBBBBB@

i

ni C a : : :

: : :

: : :

1CCCCCCA 2
M
`�0

i

`m

: : :

: : :

whenever i 2 If , and yN D 0 for i … If . Then we define�
R
�i
b
.�/˚ �2i q

�2˛_
i
.�/

i R
�i
b
.�/Œ1�; dN

�
WD Cone

�
.�2i q

�2˛_
i
.�/

i R
�i
b
.�/Œ1�; dN /

yn
�! .R

�i
b
.�/; dN /

�
;

and
.Rb.�/1.m�1;i/ ˝m�1 1.m�1;i/Rb.�/; dN /

WD .Rb.�/1.m�1;i/; dN /˝.Rb.m�1/;dN / .1.m�1;i/Rb.�/; dN /:
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Proposition 5.5. There is a short exact sequence of dg-bimodules

0! q�2i .Rb.�/1.��i;i/ ˝m�1 1.��i;i/Rb.�/; dN /! .1.�;i/Rb.� C i/1.�;i/; dN /

!
�
R
�i
b
.�/˚ �2i q

�2˛_
i
.�/

i R
�i
b
.�/Œ1�; dN

�
! 0

for all i 2 I . Moreover, there is an isomorphism

q�.˛i j j̨ /.Rb.�/1.��i;i/ ˝m�1 1.�0�j;j /Rb.�
0/; dN / Š .1.�0;j /Rb.� C i/1.�;i/; dN /

for all i ¤ j 2 I and � C i D �0 C j .

Proof. It is a straightforward consequence of Theorem 5.1.

In order to understand the consequences of this short exact sequence in homology, we
need to compute the homology

H
�
R
�i
b
.�/˚ �2i q

�2˛_
i
.�/

i R
�i
b
.�/Œ1�; dN

�
for all i 2 If . Therefore, we want to compute the projection of the element

N�

0BBBBBB@
i

p : : :

: : :

: : :

1CCCCCCA 2
M
`�0

i

`H.m/

: : :

: : :

for all p � ni . Note that we project on the homology of .Rb.m/; dN /. This will ease some
of the computations we need to do. We write N� when we take the composite of � with the
projection on the homology of .Rb.m/; dN /. More precisely, N� is given by

N� WD 1˝ � W

i

i

H.m/

mC 1

: : :

: : :

: : :

�
M
`�0

i

`

i

H.m/

m

: : :

: : :

: : :

:

Similarly, we write NyN .

Lemma 5.6. If p � 2�i , then

�

0BBBBB@
i

p : : :

: : :

: : :

�

1CCCCCA � �

i

p � ˛_i .�/: : :
C

p�˛_
i
.�/�1M

`D0
i

`m

: : :

: : :

for some invertible element � 2 k�. If p < 2�i , then

�

0BBBBB@
i

p : : :

: : :

: : :

�

1CCCCCA 2
p�˛_

i
.�/M

`D0
i

`m

: : :

: : :

:
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Proof. The proof is an induction onm. Ifm D 0, then it is trivial. Suppose the statement
holds for m � 1. We fix the labels of the strands as the bottom as j D j1 � � � jm 2 Seq.�/. If
j1 D i , then we compute

i i

p : : :

: : :

: : :

(3.3)
D ri

X
rCsDp�1

i

r

i

s
: : :

: : :

: : :

� r2i

X
rCsDp�2

.r C 1/

i

r

i

s : : :

: : :

: : :

:

Then, using equation (3.4), we have

ii

: : :

: : :

: : :

D

i i

: : :

: : :

: : :

C

X
jk¤i

stvijk

X
t;v

X
rCsDt�1

i

r
v

jk i

s

so that, since s < dijk , we obtain by the induction hypothesis

�

0BBBBB@
ii

: : :

: : :

: : :

1CCCCCA 2
p�˛_

i
.�/�1M

`D0

i
i

`m

: : :

: : :

:

Moreover, still by the induction hypothesis, we have

X
rCsDp�3

.r C 2/ �

0BBBBB@
i

rC1

i

s : : :

: : :

: : :

1CCCCCA 2
p�˛_

i
.�/�1M

`D0

i
i

`m

: : :

: : :

:

Finally, if p � 2�i , by the induction hypothesis we get for s D p � 2,

�

0BBBBB@
i i

s : : :

: : :

: : :

1CCCCCA � �0
i

i

s � ˛_i .� � i/: : : C

s�˛_
i
.��i/�1M
`D0

i
i

`m

: : :

: : :

which concludes the case by observing that

s � ˛_i .� � i/ D p � ˛
_
i .�/;

and taking
� D r2i �

0:

If p < 2�i , the claim is immediate by the induction hypothesis.
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For the case j1 D j ¤ i , we use equation (3.1) and then the induction hypothesis to get

�

0BBBBBB@
j i

p : : :

: : :

: : :

1CCCCCCA D
X
t;v

stvij �

0BBBBBB@
j

v

i

tCp : : :

: : :

: : :

1CCCCCCA
� tij

j i

dijCp : : :

: : :

: : :

C

p�˛_
i
.�/�1M

`D0

j
i

`m

: : :

: : :

where we recall that sdij0ij D tij . We conclude by applying the induction hypothesis, observing
that dij C p � ˛_i .� � j / D p � ˛

_
i .�/.

Consider also the following result, which is akin to [20, Lemma 5.4].

Lemma 5.7. We have for k < k0 and t D k0 � k,

NyN

0BBBBB@
i

k0 : : :

: : :

: : :

1CCCCCA �
i

i

t

NyN .�
k
i /

: : :

: : :

C

t�1X
`D0

i
i

`H.m/

: : :

: : :

;

where

i
i

NyN .�
k
i /

: : :

: : :

D NyN

0BBBBB@
i

k : : :

: : :

: : :

1CCCCCA :

Proof. First we observe that

i

niCk
0

: : :

: : :

: : :

D

i

niCk

t

: : :

: : :

: : :

2

i

i
H.m/

mC 1

: : :

: : :

: : :

using equations (3.3) and (3.2), and the fact that ni dots on the left strand is annihilated in
H.Rb.m/; dN /. Then, using Lemma 4.5, we obtain

(5.3)

i

niCk : : :

: : :

: : :

D

i
i

 k

'k

: : :

: : :

: : :

C

i
i

NyN .�
k
i /

: : :

: : :
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for some 'k;  k 2 Rb.m/. We conclude by observing that

(5.4)

i

t

i

'k

 k

: : :

: : :

: : :

D

i

t

i

'k

 k
: : :

: : :

: : :

� ri
X

rCsDt�1

i

r

i

s

'k

 k
: : :

: : :

: : :

thanks to equation (3.3).

Proposition 5.8. Putting �i WD ni � ˛_i .�/, we have

NyN

0BBBBB@
i

k : : :

: : :

: : :

�

1CCCCCA � �
i

i

kC�i: : : C

kC�i�1M
`D0

i
i

`H.m/

: : :

: : :

which is 0 whenever k C �i < 0, and where � 2 k�.

Proof. If ni � 2�i , the result follows from Lemma 5.6. Otherwise, we take k0D 2�i �ni
and the result follows from Lemma 5.6 for k � k0. Suppose k < k0 and put t D k0 � k. Then,
by Lemma 5.7 we obtain

NyN

0BBBBB@
i

k0 : : :

: : :

: : :

1CCCCCA �
i

i

t

NyN .�
k
i /

: : :

: : :

C

t�1X
`D0

i
i

`H.m/

: : :

: : :

:

Therefore, we have

i
i

t

NyN .�
k
i /

: : :

: : :

� �

i
i

k0C�i: : : C

max.k0C�i ;t/�1M
`D0

i
i

`H.m/

: : :

: : :

:

From this, we deduce

i
i

NyN .�
k
i /

: : :

: : :

� �

i
i

kC�i: : : C

kC�i�1M
`D0

i
i

`H.m/

: : :

: : :

which concludes the proof.

We now have all the tools we need to compute the homology of the cokernel of the short
exact sequence of Proposition 5.5.
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Proposition 5.9. There is an isomorphism of RNp .�/-R
N
p .�/-bimodules

H
�
R
�i
b
.�/˚ �2i q

�2˛_
i
.�/

i R
�i
b
.�/Œ1�; dN

�
Š

8̂̂̂̂
<̂̂
ˆ̂̂̂:

�i�1M
`D0

q2`i R
N
p .�/ if �i � 0,

�2i q
�2˛_

i
.�/

i

��i�1M
`D0

q2`i R
N
p .�/Œ1� if �i � 0,

where �i D ni � ˛_i .�/.

Proof. First suppose �i � 0. Then Proposition 5.8 tells us that NyN .�ki / is a monic poly-
nomial (up to invertible scalar) with leading terms �kC�ii . This gives us the first case. If �i � 0,
then we have NyN .�ki / D 0 for k < ��i . Moreover, ��1 NyN .�

��i
i / D 1, and in general NyN .�ki /

is a monic polynomial with leading term �
kC�i
i for k > ��i . This concludes the proof.

5.3. Strongly projective dg-modules. The following notions were originally intro-
duced by Moore [32]. We use the presentation given in [6], which is best suited for our
notations.

Definition 5.10 ([6, Definition 8.5]). Let .R; 0/ be a ring R viewed as a dg-Z-algebra
concentrated in degree zero. An .R; 0/-module .Q; dQ/ is strongly projective ifH.Q; dQ/ and
im dQ are both projective R-modules.

Lemma 5.11 ([44, Theorem 9.3.2]). Suppose that .P; dP / is a strongly projective right
.R; 0/-module and .N; dN / any left .R; 0/-module. Then

H
�
.P; dP /˝.R;0/ .N; dN /

�
Š H.P; dP /˝R H.N; dN /:

Definition 5.12 ([6, Definition 8.17]). Let .A; dA/ be a dg-R-algebra. A left (respec-
tively, right) .A; dA/-module .P; dP / is called strongly projective if it is a dg-direct summand
of .A; dA/˝.R;0/ .Q; dQ/ (respectively, .Q; dQ/˝.R;0/ .A; dA/) for some strongly projective
.R; 0/-module .Q; dQ/.

Proposition 5.13 ([6, Lemma 8.23]). Suppose that .P; dP / is a strongly projective right
.A; dA/-module and .N; dN / is any left .A; dA/-module. Then

H
�
.P; dP /˝.A;dA/ .N; dN /

�
Š H.P; dP /˝H.A;dA/ H.N; dN /:

Note that if .P; dP / is a strongly projective .A; dA/-module, then H.P; dP / is a pro-
jective H.A; dA/-module. Indeed, we can assume .P; dP / D .A; dA/˝.R;0/ .Q; dQ/, and we
have

H.P; dP / Š H.A; dA/˝R H.Q; dQ/:

SinceH.Q; dQ/ is a projectiveR-module, it is a direct summand of a freeR-module F . There-
fore H.P; dP / is a direct summand of H.A; dA/˝R F , which is a free H.A; dA/-module.

Remark 5.14. This result does not hold in general. As a counterexample we can take
.A; d/ D .QŒx�; 0/ and consider the dg-module .X; dX / D Cone.QŒx�

x
�! QŒx�/. In this case

we have that H.X; dX / Š Q but H..X; dX /˝.A;d/ .X; dX // Š Q˚QŒ1�.
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5.3.1. Strong projectivity of Rb.mC 1/. Our next goal is to show the following:

Proposition 5.15. The .Rb.m/; dN /-module .1.m;i/Rb.mC 1/; dN / is strongly pro-
jective.

It is obvious for i … If by Lemma 4.5, and thus we can assume i 2 If . We first construct
the mapping cone

.Q; dQ/ WD Cone

 
mC1M
aD1

M
`�0

Rg.m/1.�;i/�m � � � �a�
`
a

dQ
��!

mC1M
aD1

M
`�0

Rg.m/1.�;i/�m � � � �ax
`
a

!
;

where we think of �m � � � �a�`a as a formal symbol that represents a degree shift corresponding
to the degree of the element 1.�;i/�m � � � �a�`a in Rb.mC 1/. The map dQ is given by first
embedding Rg.m/ into Rb.mC 1/ through the diagrams

Rg.m/1.�;i/�m � � � �a�
`
a ,!

: : :

: : :
m

`

i

a

then applying dN of .Rb.mC 1/; dN /, then decomposing the image in the left-decomposition

mC1M
aD1

M
`�0

Rb.m/1.m;i/�m � � � �ax
`
a;

and finally projecting unto the part in homological degree zero of Rb.m/, which is trivially
isomorphic to Rg.m/. Moreover, .Rb.m/; dN / is a (right) module over .Rg; 0/ which acts by
gluing KLR diagrams on the bottom. Then we have, as .Rb.m/; dN /-modules

.Rb.mC 1/; dN / Š .Rb.m/; dN /˝.Rg.m/;0/ .Q; dQ/:

Therefore, we want to show that .Q; dQ/ is strongly projective as .Rg.m/; 0/-module. We
write

Q1Œ�i � WD

mC1M
aD1

M
`�0

Rg.m/1.�;i/�m � � � �a�
`
a;

Q0Œ�i � WD

mC1M
aD1

M
`�0

Rg.m/1.�;i/�m � � � �ax
`
a;

where we identify �i with xa in Q0, and �`i with x`1 in �`a . Note that dQ is not kŒ�i �-linear.

Lemma 5.16. The map

dQ W Q1Œ�i �! Q0Œ�i �

defined above is injective.
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Proof. Recall the map P of Lemma 4.9 given by multiplication bye�mC1. Since floating
dots are also annihilated in Rg.m/, multiplication bye�mC1 also defines a map

P 0 W Q0Œ�i �! Q1Œ�i �:(5.5)

We reconsider the proof of Lemma 4.10 to show that P 0 ı dQ is injective. First, we introduce
an order on the summands ofQ1Œ�i � D

LmC1
aD1

L
`�0Rg.m/1.�;i/�m � � � �a�

`
a by declaring that

Rg.m/1.�;i/�m � � � �a�
`
a � Rg.m/1.�;i/�m � � � �a�

`0

a ;

Rg.m/1.�;i/�m � � � �a�
`
a � Rg.m/1.�;i/�m � � � �a0�

`00

a0

for all a > a0, ` < `0, and for all `00. In other words, if there are more crossings under the
floating dot, then the term is smaller. If there is the same amount of crossings, then we consider
the amount of dots at the left of the floating dot, and lesser dots meaning a smaller term.

We claim that if Z 2 Rg.m/1.�;i/�m � � � �a�
`
a then

P 0 ı dQ.Z/ D r
2�i
i

2�i�˛
_
i
.�/X

pD0

Zx
niCp
mC1 "

i
p.x�/CH;

whereH � Zx
`CniC2�i�˛

_
i
.�/

mC1 . This implies that P 0 ı dQ is in echelon form (with pivot being
invertible scalars), and thus is injective. By consequence, so is dQ.

In order to prove our claim, we need to tweak the proof of Lemma 4.10. We need to keep
track of the terms that are annihilated when working over the cyclotomic quotient, and show
these appear as lower terms in the order defined above. The case jm ¤ i remains the same. The
case jm D i and m D 1 becomes

ii

p

D r2i

i

p

i

� r2i

i

p

i

C ri

i

p

i

� ri

i

pC1

i

where p D ni C `. The first term is the leading term. The second term possesses less dots on
the left of the floating dot, and so it is smaller. If a D 0, then the last two terms possess one
more crossing at the bottom of the floating dot, and therefore they are smaller. If a D 1, then
they are annihilated by equation (3.1). Finally, the two remaining cases jm�1 ¤ i and jm�1
follow from the same arguments as in the proof of Lemma 4.10, with the lower terms in the
induction hypothesis only adding lower terms because:

ii

D

ii

by (3.4), and,

i i

D 0;

by equation (3.4) and equation (3.1). This concludes the proof of the claim, and therefore of
the proposition.
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Proof of Proposition 5.15. The proof is a revisit of the proof of [20, Lemma 4.18] that
applies to our particular case.

Recall the map P 0 from equation (5.5). We know that P 0 ı dQ is given by multiplying by
a monic polynomial with leading term xniC2�i�˛

_
i
.�/

mC1 plus some remaining map giving lower
terms. In particular, it is injective and we have a short exact sequence

0! Q1Œ�i �
P 0ıdQ
�����! Q1Œ�i �! cok.P 0 ı dQ/! 0:

Since P 0 ı dQ is in echelon form, it means that cok.P 0 ı dQ/ is a projective Rg.m/-module.
Thus, the sequence splits as Rg.m/-modules with splitting map � W Q1Œ�i �! Q1Œ�i �, and we
get � ı P 0 ı dQ D IdQ1Œ�i �. Then the short exact sequence

0 Q1Œ�i � Q0Œ�i � H.Q; dQ/ 0
dQ

�ıP 0

obtained thanks to Lemma 5.16 splits with splitting map given by � ı P 0. Since Q0Œ�i � is
a projective Rg.m/-module, so is H.Q; dQ/. Finally, dQ.Q1Œ�i �/ is also projective since dQ
is injective and Q1Œ�i � is projective.

5.4. Functors. We define for all i 2 I the functors

FNi .�/ WD
M
m�0

RNp .mC 1/1.m;i/ ˝RNp .m/ .�/;

ENi .�/ WD
M
m�0

M
j�jDm

��1i q
1C˛_

i
.�/

i 1.�;i/R
N
p .mC 1/˝RNp .mC1/ .�/;

where we interpret �i D qni whenever i 2 If . Thanks to Proposition 5.15, these are exact. For
n 2 N, we write M

Œn�qi

Id� WD
n�1M
`D0

q1�nC2`i Id�

for the finite direct sum that categorifies Œn�qi .

Theorem 5.17. For i … If there is a natural short exact sequence

(5.6) 0! FNi ENi Id� ! ENi FNi Id� !
M

Œˇi�˛
_
i
.�/�qi

Id� ! 0

and for i 2 If there are natural isomorphisms

ENi FNi Id� Š FNi ENi Id�
M

Œni�˛
_
i
.�/�qi

Id� if ni � ˛_i .�/ � 0;(5.7)

FNi ENi Id� Š ENi FNi Id�
M

Œ˛_
i
.�/�ni �qi

Id� if ni � ˛_i .�/ � 0:

Moreover, there is a natural isomorphism

(5.8) FNi ENj Š ENj FNi

for i ¤ j 2 I .
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Proof. The short exact sequence (5.6) and the isomorphism (5.8) are immediate conse-
quences of Propositions 5.5 and 5.15. For the isomorphisms (5.7), Propositions 5.5 and 5.15
give a long exact sequence of RNp .�/-R

N
p .�/-bimodules. By Proposition 5.9 it truncates to a

short exact sequence

0! FNi ENi Id� ! ENi FNi Id� !
M
Œ�i �

Id� ! 0

if �i D ni � ˛_i .�/ � 0, and a short exact sequence

0!
M
Œ��i �

Id� ! FNi ENi Id� ! ENi FNi Id� ! 0

if �i D ni � ˛_i .�/ � 0. In the first case, we can identify

M
Œ�i �

Id� Š q
1��i
i

�i�1M
`D0

i
i

`�

: : :

: : :

and the map

ENi FNi Id� !
M
Œ�i �qi

Id�

is induced by the projection � . Thus the sequence splits with the splitting mapM
Œ�i �qi

Id� ! ENi FNi Id� ;

given by the sum of maps

RNp .�/�
`
! RNp .� C i/

that add a vertical strand labeled i carrying ` dots at the right of a diagram in RNp .�/. In the
second case, we also identify

M
Œ��i �qi

Id� Š q
1C�i
i

��i�1M
`D0

i
i

`�

: : :

: : :

:

Moreover, the map M
Œ��i �

Id� ! FNi ENi Id�

is induced by the connecting homomorphism ı. Using the notations of equation (5.3), it takes
the form

ı

0BBBBB@
i

i

k: : :

1CCCCCA D u�1ij
0BBBBB@

i

k : : :

: : :

: : :

1CCCCCA D
i

'k

 k

: : : ;
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where uij is the monomorphism defined in equation (5.2), and 0 � k < ��i . We also note
that equation (5.4) tells us that

(5.9)

i

'kCt

 kCt

: : : D

i

t

'k

 k

: : : :

Moreover, since NyN .�
��i
i / D � and NyN .�`i / D 0 for ` < ��i , we obtain by equation (5.4) again

that

(5.10)

i

'k

 k
: : :

i

D

´
�r�1i � if k D ��i � 1,

0 if k < ��i � 1.

As in [20, proof of Theorem 5.2], we construct a map ˆWFNi ENi Id� !
L
Œ��i �qi

Id� induced
by the morphism of bimodules

ˆ W

i

x

y

: : :

: : :

: : : 7!

X
rCsD��i�1

i

r

i

s

x

y
: : :

: : :

: : :

for all x; y 2 RNp .�/. Then we compute

ˆ ı ı

0BBBBB@
i

i

k: : :

1CCCCCA
(5.9)
D

X
rCsD��i�1

i
i

s

'kCr

 kCr
: : :

: : :

: : :

(5.10)
D �r�1i �

i
i

k: : : C

��i�1X
rD��i�k

i
i

��i � 1 � r

'kCr

 kCr
: : :

: : :

: : :

:

Therefore, ˆ ı ı is given by a triangular matrix with invertible elements on the diagonal, and
thus is an isomorphism. In particular, ı is left invertible, concluding the proof.

Corollary 5.18. If i 2 If , then 1�Ei and Fi1� are biadjoint (up to shift).

Proof. By the results in [7], we know the splitting map ENi FNi Id� ! FNi ENi Id� of
Theorem 5.17 together with the unit and counit of the adjunction Fi a Ei allow to construct
a unit and counit for the adjunction Ei a Fi .
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Proposition 5.19. For each i; j 2 I there is a natural isomorphism

b
dijC1

2
cM

aD0

"
dij C 1

2a

#
qi

.FNi /
2aFNj .F

N
i /
dijC1�2a

Š

b
dij
2
cM

aD0

"
dij C 1

2aC 1

#
qi

.FNi /
2aC1FNj .F

N
i /
dij�2a:

By adjunction, the same isomorphism exists for the ENi ;E
N
j .

Proof. This follows from Proposition 5.3.

In particular, there is a strong 2-action of the 2-Kac–Moody algebra of [24,39] associated
to hEi ; Fi ; Ki ii2If on

L
�2XC R

N
p .�/-mod through FNi ;E

N
i .

5.5. A differential on RN
p . We fix a subset If � I 0f � I and consider the parabolic

subalgebras Uq.p/ � Uq.p0/ � Uq.g/. For each j 2 I 0
f
n If we choose a weight n0j 2 N. For

j 2 If we take n0j WD nj 2 N , and we write N 0 WD ¹n0j ºj2I 0f . Then we equip the cyclotomic
p-KLR algebra RNp .m/ with a differential dNN 0 which is zero on dots and crossings and

dNN 0

0BBB@ j

j i1

: : :

im�1

1CCCA WD
8̂̂̂<̂
ˆ̂:
0 if j … I 0

f
,

.�1/nj

j

nj

i1

: : :

im�1

if j 2 I 0
f
n If .

As before, we extend using the graded Leibniz rule, and verifying that dNN 0 is well-defined is
straightforward.

Theorem 5.20. The dg-algebra .RNp .m/; d
N
N 0/ is formal with homology

H.RNp .m/; d
N
N 0/ Š R

N 0

p0 .m/:

Proof. We have RNp .m/ Š H.Rb.m/; dN / and RN
0

p0 .m/ Š H.Rb.m/; dN 0/ by Theo-
rem 4.4. Moreover, dNN 0 can be lifted to Rb.m/. We split the homological grading of Rb.m/

in three: a first one that counts the amount of floating dots with subscript in If , a second one
for the floating dots with subscript in I 0

f
n If , and a third one for I n I 0

f
that we ignore for

the moment. Then we have that dNN 0 has degree .0;�1/ and dN has degree .�1; 0/, and they
commute with each other. Thus we have a (bounded) double complex .Rb; dN ; d

N
N 0/ with total

complex being .Rb; dN 0/, since dN 0 D dN C dNN 0 . In particular, there is a spectral sequence
from H.RNp .m/; d

N
N 0/ to H.Rb; dN 0/ Š R

N 0

p0 .m/. Now, Theorem 4.4 tells us that H.Rb; dN /

is concentrated in homological degree zero (for the first homological grading). Thus, the spec-
tral sequence converges at the second page, and in particularH.RNp .m/; d

N
N 0/ Š R

N 0

p0 .m/.

We interpret this result as a categorical version of the fact that if there is an arrow from
a parabolic Verma module M p.ƒ;N / to M p0.ƒ0; N 0/ (see Section 2.2), then there is a surjec-
tion M p.ƒ;N /�M p0.ƒ0; N 0/. Indeed, in that case there is a surjective quasi-isomorphism



Naisse and Vaz, 2-Verma modules 45

.RNp ; dN 0/
'
�! .RN

0

p0 ; 0/, inducing equivalences of derived categories that commute up to quasi-
isomorphism with the categorical actions of Uq.g/.

6. The categorification theorems

Recall that the k-algebra of formal Laurent series k..x1; : : : ; xn// (as constructed in [3],
see also [33, Section 5]) is given by first choosing a total additive order � on Zn. One says that
a cone C WD ¹˛1v1 C � � � C ˛nvn j ˛i 2 R�0º � Rn is compatible with � whenever 0 � vi
for all i 2 ¹1; : : : ; nº. Then we set

k..x1; : : : ; xn// WD
[

e2Zn

xek�Jx1; : : : ; xnK;

where k�Jx1; : : : ; xnK consists of formal Laurent series in kJx1; : : : ; xnK such that the terms
are contained in a cone compatible with�. We will also write kC�Jx1; : : : ; xnK for the elements
in k�Jx1; : : : ; xnK with terms contained in a cone without the 0 element (i.e. series with the
degree zero term being zero). We obtain a ring by equipping k..x1; : : : ; xn// with the usual
addition and multiplication of series. Requiring that all series are contained in cones compatible
with � ensures that the product of two elements in k..x1; : : : ; xn// is well-defined. Indeed,
under these conditions, any coefficient in the product can be determined by summing only
a finite amount of terms.

6.1. C.b.l.f. derived category. We fix an arbitrary additive total order� on Zn. We say
that a Zn-graded k-vector space M D

LL
g2Zn

Mg is c.b.l.f. (cone bounded, locally finite)
dimensional if

� dimMg <1 for all g 2 Zn,
� there exists a coneCM � Rn compatible with� and e 2 Zn such thatMg D 0whenever
g � e … CM .

In other words, M is c.b.l.f. dimensional if and only if

gdimqM WD
X

g2Zn

xg dim.Mg/ 2 x
ek�Jx1; : : : ; xnK:

Let .A; d/ be a Zn-graded dg-k-algebra, where A D
L
.h;g/2Z�Zn A

h
g , d.Ahg/ � A

h�1
g .

Suppose that .A; d/ is concentrated in non-negative homological degrees, that is Ahg D 0
whenever h < 0. Let D.A; d/ be the derived category of .A; d/. Let D lf.A; d/ be the full trian-
gulated subcategory of D.A; d/ consisting of .A; d/-modules having homology being c.b.l.f.
dimensional for the Zn-grading. We call D lf.A; d/ the c.b.l.f. derived category of .A; d/.

Definition 6.1 ([33]). We say that .A; d/ is a positive c.b.l.f.-dimensional dg-algebra if

(i) A is c.b.l.f.dimensional for the Zn-grading,

(ii) A is non-negative for the homological grading,

(iii) Ah0 D 0 for h > 0,

(iv) .A; d/ decomposes into a direct sum of shifted copies of relatively projective modules
Pi WD Aei for some idempotent ei 2 A, such that Pi is non-negative for the Zn-grading
and A00Pi is semisimple.
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Remark 6.2. As explained in [33, Remark 9.5], condition (iii). cannot be respected
whenever Pi WD Aei is acyclic. However, in this case there is a quasi-isomorphism

.A; d/
'
�! .A=AeiA; d/

and we can weaken hypothesis (iii). so that it is respected only after removing all acyclic Pi .
This is the case of .Rb; dN /.

6.1.1. Asymptotic Grothendieck group. As already observed in the work [1] (see
also [34, Appendix]), one caveat of the usual definition of the Grothendieck group is that it
does not allow to take into consideration infinite iterated extensions of objects. We need to
introduce new relations in the Grothendieck groups to handle such situations. One solution is
to use asymptotic Grothendieck groups, as introduced by the first author in [33].

Let C be a triangulated subcategory of some triangulated category T . Suppose T admits
countable products and coproducts, and these preserve distinguished triangles. Let K�0 .C/ be
the triangulated Grothendieck group of C .

Recall the Milnor colimit MColimr�0.fr/ of a collection of arrows ¹Xr
fr
�! XrC1ºr2N

in T is the mapping cone fitting inside the following distinguished triangle:a
r2N

Xr
1�f�
���!

a
r2N

Xr ! MColimr�0.fr/! :

where the left arrow is given by the infinite matrix

1 � f� WD

0BBBB@
1 0 0 0 � � �

�f0 1 0 0 � � �

0 �f1 1 0 � � �

:::
: : :

: : :
: : :

: : :

1CCCCA :
There is a dual notion of Milnor limit. Consider a collection of arrows ¹XrC1

fr
�! Xrºr�0 in T .

The Milnor limit is the object fitting inside the distinguished triangle

MLimr�0.fr/!
Y
r�0

Xr
1�f�
���!

Y
r�0

Xr ! :

Definition 6.3. The asymptotic triangulated Grothendieck group of C � T is given by

K�
0 .C/ WD K

�
0 .C/=T .C/;

where T .C/ is generated by
ŒY � � ŒX� D

X
r�0

ŒEr �

whenever both
L
r�0 Cone.fr/ 2 C and

L
r�0Er 2 C , and

Y Š MColim
�
X D F0

f0
�! F1

f1
�! � � �

�
;

is a Milnor colimit, or

X Š MLim
�
� � �

f1
�! F1

f0
�! F0 D Y

�
;
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is a Milnor limit, and

ŒEr � D ŒCone.fr/� 2 K�0 .C/

for all r � 0.

In a Zn-graded triangulated category T , we define the notion of c.b.l.f. direct sum as
follows:

� take a finite collection of objects ¹K1; : : : ; Kmº in T ,

� consider a direct sum of the form

M
g2Zn

xg.K1;g ˚ � � � ˚Km;g/ with Ki;g D
ki;gM
jD1

Ki Œhi;j;g �;

where ki;g 2 N and hi;j;g 2 Z such that:

� there exists a cone C compatible with�, and e 2 Zn such that for all j we have kj;g D 0
whenever g � e … C ,

� there exists h 2 Z such that hi;j;g � h for all i; j;g.

If T admits arbitrary c.b.l.f. direct sums, then the Grothendieck group K0.T / has a nat-
ural structure of Z..x1; : : : ; xn//-module withX

g2C

agx
eCg ŒX� WD

�M
g2C

xgCeX˚ag

�
;

where X˚ag D
Ljag j

`D1
XŒ˛g � and ˛g D 0 if ag � 0 and ˛g D 1 if ag < 0.

Theorem 6.4 ([33, Theorem 9.15]). Let .A; d/ be a positive c.b.l.f. dg-algebra, and let
¹Pj ºj2J be a complete set of indecomposable cofibrant .A; d/-modules that are pairwise non-
isomorphic (even up to degree shift). Let ¹Sj ºj2J be the set of corresponding simple modules.
There is an isomorphism

K�
0

�
D lf.A; d/

�
Š

M
j2J

Z..x1; : : : ; x`//ŒPj �;

and K�
0 .D

lf.A; d// is also freely generated by the classes of ¹ŒSj �ºj2J .

Proposition 6.5 ([33, Proposition 9.18]). Let .A; d/ and .A0; d 0/ be two c.b.l.f. posi-
tive dg-algebras. Let B be a c.b.l.f.-dimensional .A0; d 0/-.A; d/-bimodule. The derived tensor
product functor

F W D lf.A; d/! D lf.A0; d 0/; F .X/ WD B ˝L
.A;d/ X;

induces a continuous map

ŒF � W K�
0 .D

lf.A; d//! K�
0 .D

lf.A0; d 0//:

We will need the following definitions in Section 7.
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Definition 6.6. Let ¹K1; : : : ; Kmº be a finite collection of objects in C , and let ¹Erºr2N

be a family of direct sums of ¹K1; : : : ; Kmº such that
L
r2N Er is a c.b.l.f. direct sum of

¹K1; : : : ; Kmº. Let ¹Mrºr2N be a collection of objects in C with M0 D 0, such that they fit in
distinguished triangles

Mr

fr
�!MrC1 ! Er ! :

Then we say that an object M 2 C such that M ŠT MColimr�0.fr/ in T is a c.b.l.f. iterated
extension of ¹K1; : : : ; Kmº.

Definition 6.7. We say that V is c.b.l.f. generated by ¹Xj ºj2J for some collection of
elementsXj 2 V if for any object Y in V we can take a finite set ¹Ykºk2K of retracts Yk � Xjk
such that Y is isomorphic to a c.b.l.f. iterated extension of ¹Ykºk2K .

6.2. Categorification. In this subsection we assume that Rb.�/ is a k-algebra over
a field k. We also choose an arbitrary order � for constructing Z..q;ƒ// such that 0 � q � �i
for all formal �i D qˇi 2 ƒ. We assume that the parabolic Verma module M p.�;N / is con-
structed over the ground ring R WD Q..ƒ; q// (instead of Q.ƒ; q/).

Every idempotent of Rb.�/ is the image of an idempotent of the classical KLR algebra
Rg.�/ under the obvious inclusion Rg.�/ ,! Rb.�/. Thanks to [23, Section 2.5] we know all
the idempotents of Rg.�/. We define the element

ei;n WD �#nx
n�1
1 xn�22 � � � xn�11i i ���i 2 Rg.n/;

where #n is the longest element in Sn. Let Seqd.�/ be the set of expressions i .m1/1 i
.m2/
2 � � � i

.mr /
r

for different r 2 N andm` 2 N such that
Pr
`D1m` � ˛i` D �. For each i 2 Seqd.�/ we define

the idempotent
ei WD ei1;m1 ˝ ei2;m2 ˝ � � � ˝ eir ;mr 2 Rg.�/;

where x ˝ y means we put the diagram of x at the left of the one of y. Identifying ei with its
image in Rb.�/, as in [23], we define a projective left Rb.�/-module

Pi WD Rb.�/ei ;

Then we put

hi i WD �

rX
`D1

m`.m` � 1/

2
dia :

and we define
QPi WD q

�hi iPi :

When writing : : : i : : : and : : : j : : : we mean we take two sequences i 1i i 2 and i 1j i 2 in
Seqd.�/ that coincide everywhere except on i and j . From the decomposition of the nilHecke
algebra [23, Section 2.2] we get an isomorphism of RNp -modules

QP:::im::: Š
M

.Œm�qi Š/

QP:::i.m/::::

Mimicking the arguments in [23, Proposition 2.13] and [25, Proposition 6], we have the fol-
lowing result.
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Proposition 6.8. There are isomorphisms

b
dijC1

2
cM

aD0

QP
:::i.2a/j i

.dijC1�2a/:::
Š

b
dij
2
cM

aD0

QP
:::i.2aC1/j i

.dij�2a/:::

for all i ¤ j 2 I .

Equipping Rb.�/ with dN induces a differential on QPi , and Proposition 6.8 holds for the
dg-version . QPi ; dN /. We put

Mp.ƒ;N / WD
M
m�0

D lf.Rb.m/; dN /;

with the particular case M.ƒ/ meaning p D b and N D ;, and therefore dN D 0. Note that
D lf.Rb.m/; dN / Š D lf.RNp .m/; 0/. Let QK

�
0 .�/ WD K

�
0 .�/˝Z..q;ƒ// Q..q;ƒ//.

Proposition 6.9. The Z1Cjƒj-graded dg-algebra .Rb.m/; dN / is a positive c.b.l.f.-di-
mensional dg-algebra.

Proof. Clearly, Rb.m/ is c.b.l.f. dimensional for the Z1Cjƒj-grading, and is non-nega-
tive for the homological grading. We can also assume we have applied Remark 6.2. Recall
that the part in homological degree zero of Rb.m/ is isomorphic to the usual KLR algebra
Rg.m/. As explained in [23, Section 3.3], for each monomial f 2 U�q .g/, we have a pro-
jective Rg.m/-module Pf (defined similarly as Pi for f D F .m1/i1

� � �F .mr /ir
). Moreover, by

[23, Proposition 3.22] extended for any g, Pf is indecomposable if and only if f is a canoni-
cal basis element. Also, the quadratic form in [30, Section 14.2] corresponds with the graded
dimension of the graded hom-spaces between these projective Rg.m/-modules. The same
applies for the homological degree zero part of the graded hom-spaces between our projective
Rb.m/-modules Pi . Then, by [30, Theorem 14.2.3], we obtain that

gdim HOMRb.m/.Pi ; Pj / � ıi ;j 2 ZC�Jq;ƒK;

which concludes the proof.

Proposition 6.10. There is an isomorphism of Q..q;ƒ//-modules

U�q .g/˝Q.q/ Q..q;ƒ// Š QK
�
0 .M.ƒ//;

and a Q..q;ƒ//-linear surjection

U�q .g/˝Q.q/ Q..q;ƒ//� QK
�
0 .M

p.ƒ;N //;

both sending F .m1/i1
F
.m2/
i2
� � �F

.mr /
ir

to Œ. QPi ; dN /� for i D i .m1/1 i
.m2/
2 � � � i

.mr /
r .

Proof. Since projective modules of Rb.�/ are in bijection with the ones of the classical
KLR algebra Rg.�/ and respect the categorified Serre relations (see Proposition 6.8), both
claims are a direct consequence of the main results in [23,25], together with Theorem 6.4.

Consider the subring P.�/ of Rb.�/ consisting of dots on vertical strands (without float-
ing dots). It admits an action of the symmetric group permuting the strands (with labels) and
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dots on them (not to be confused with the action of Sm on P� from Section 3.2). We write
Sym.�/ WD P.�/Sm for the subring of invariants under this action. Clearly it lies in the center
of Rb.�/ but this inclusion is strict (see [35] or [4] for a study of the center in the case of sl2).

The supercenter of Rb.�/ contains Sym.�/˝
N
i2I

V�
h Q!0i ; : : : ; Q!

�i�1
i i, where Q!ai is a

floating dot with subscript i , superscript a and placed in the rightmost region:

Q!ai WD
: : : a

i
:

We conjecture that the supercenter contains no other elements.

Conjecture 6.11. There is an isomorphism of rings

Z.Rb.�// Š Sym.�/˝
O
i2I

V�
h Q!0i ; : : : ; Q!

�i�1
i i;

where Z.Rb.�// is the supercenter of Rb.�/.

In general Rp;�.�/ is not a free module over Sym.�/˝
N
i2I

V�
h Q!0i ; : : : ; Q!

�i�1
i i, but

we have the following.

Proposition 6.12. The module Rb.�/ is a free module over Sym.�/ of rank 2m.mŠ/2.

Proof. It follows from Theorem 3.16 and the fact P.�/ is a free module of rank mŠ
on Sym.�/.

Since Sym.�/ lies in the center of Rb.�/, any simple Rb.�/-module is annihilated by
SymC.�/, where SymC.�/ consists of the elements in Sym.�/ with non-zero degree. In par-
ticular, a simple Rb.�/-module must be a finite-dimensional Rb.�/=SymC.�/Rb.�/-module.
Since Rb.�/=SymC.�/Rb.�/ has finite dimension over k, we only have finitely many simple
modules, up to shift and isomorphism. For each i 2 Seqd.�/ such that Pi is indecomposable,
we let Si be the unique simple quotient ofPi . We put QSi WD q

�hi iSi . If .Pi ; dN / is not acyclic,
then it lifts automatically to a dg-version . QSi ; 0/ because of Proposition 6.9.

By Lemma 4.5 and Proposition 5.15 we know that Ei Id� and Fi Id� are exact. Moreover,
they respect the conditions of Proposition 6.5. Therefore, they induce maps

ŒEi Id� � W K0

�
D lf.Rb.�/; dN /

�
! K�

0

�
D lf.Rb.� � i/; dN /

�
;

ŒFi Id� � W K0

�
D lf.Rb.�/; dN /

�
! K�

0

�
D lf.Rb.� C i/; dN /

�
:

Theorems 4.4, 5.17 and Proposition 5.19 tell us that QK
�
0 .M

p.ƒ;N // is an Uq.g/-weight
module. By Proposition 6.10 we know that QK

�
0 .M

p.ƒ;N // is cyclic as Uq.g/-module, with
highest weight generator given by the class of .Rb.0/; dN / Š .k; 0/. Thus QK

�
0 .M

p.ƒ;N //

is a highest weight module.
As in the paper [23], let  W Rb.�/! Rb.�/

op be the map that takes the mirror image
of diagrams along the horizontal axis. Given a left .Rb.�/; dN /-module M , we obtain a right
.Rb.�/; dN /-module M with action given by

m � r WD .�1/degh.r/ degh.m/ .r/ �m
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for m2M and r 2 Rb.�/. Then we define the bifunctor

.�;�/ WMp.ƒ;N / �Mp.ƒ;N /! D lf.k; 0/; .M;M 0/ WDM 
˝

L
.Rb;dN /

M 0;

where˝L is the derived tensor product.

Proposition 6.13. The bifunctor defined above respects:

� ..Rb.0/; dN /; .Rb.0/; dN // Š .k; 0/,

� .IndmCim M;M 0/ Š .M;ResmCim M 0/ for all M;M 0 2Mp.ƒ;N /,

� .
L
f M;M

0/ Š .M;
L
f M

0/ Š
L
f .M;M

0/ for all f 2 Z..q;ƒ//.

Proof. Straightforward.

Comparing Proposition 6.13 with Definition 2.5, we deduce that .�;�/ is a categorifica-
tion of the Shapovalov form on K�

0 .M
p.ƒ;N //. Moreover, it turns QSi into the dual of QPi for

each i 2 Seqd.�/ such that QPi is indecomposable. Recall M p.ƒ;N / is the parabolic Verma
module, and we assume ƒ D ¹qˇi j i 2 Irº contains only formal weights.

Theorem 6.14. The asymptotic Grothendieck group

QK
�
0 .M

p.ƒ;N //

is a Uq.g/-weight module, with action of Ei ; Fi given by ŒEi �; ŒFi �. Moreover, there is an
isomorphism of Uq.g/-modules

QK
�
0 .M

p.ƒ;N // ŠM p.ƒ;N /:

Proof. We already proved the first claim above. Because of Proposition 4.3, for i 2 If ,
both ŒFi � and ŒEi � act as locally nilpotent operators. In particular, the Uq.l/-submodule of
QK

�
0 .M

p.ƒ;N // given by

Uq.l/˝Uq.g/ Œ.Rb.0/; dN /�;

is an integrable module for the Levi factorUq.l/. Since it is an integrable cyclic weight module,
it must be isomorphic to V.ƒ;N / (see [30]). Therefore, there is a surjective Uq.g/-module
morphism

 WM p.ƒ;N /� QK
�
0 .M

p.ƒ;N //:

Since M p.ƒ;N / is irreducible and  is non-zero, it must be an isomorphism.

Let mr D Fivƒ;N be an induced basis element of M p.ƒ;N / with i 2 Seq.�/. Then
the isomorphism of Theorem 6.14 identifies mr with the class Œ.Rb.�/; dN /1i �. Similarly, let
m0s D Fj vƒ;N for j 2 Seqd.�/ be a canonical basis element, and letms be its dual in the dual
canonical basis. Then the isomorphism identifies m0s with Œ. QPj ; dN /� and ms with Œ. QSj ; dN /�.
Moreover, computing the c.b.l.f. composition series of QPi (see [33, Section 7]) or taking a cer-
tain cofibrant replacement of QSi (see [33, Section 9]) gives a categorical version of the change
of basis between canonical and dual canonical basis elements.



52 Naisse and Vaz, 2-Verma modules

7. 2-Verma modules

Let k be a field of characteristic 0. Let V 2 dg-catk be a Z-graded pretriangulated dg-
category (see Definition A.23). Let EndHqe.V/ WD RHomHqe.V ;V/ be the dg-category of
quasi-endofunctors on V (see Section A.5.1).

Remark 7.1. For example, V could be the dg-category Ddg.R; d/ of cofibrant dg-
modules over a dg-algebra .R; d/ (see Definition A.15). Then the subcategory of EndHqe.V/

consisting of coproduct preserving quasi-functors would be given by the dg-enhanced derived
category of dg-bimodules Ddg..R; d/

op
˝ .R; d// (see Theorem A.21).

Let Qi WD
L
`�0 q

1C2`
i Id. It is a categorification of qi=.1 � q2i / D 1=.q

�1
i � qi /. We

start by introducing a notion of dg-categorical action and dg-2-representation.

Definition 7.2. A weak dg-categorical Uq.g/-action on V is a collection of quasi-
endofunctors Fi ;Ei ;K 2 Z0.EndHqe.V// for all i 2 I and  2 Y _ such that
� there are isomorphisms

K0 Š Id; KK 0 Š KC 0 ; KEi Š q.˛i /EiK ; KFi Š q�.˛i /FiK ;

where q denotes the shift in the q-grading,
� there is a quasi-isomorphism

(7.1) Cone
�
FiEj

uij
��! EjFi

� '
�! ıij Cone

�
QiKi

hi
�! QiK�1i

�
;

where Ki WD K˛_
i

,
� there are isomorphisms

b
dijC1

2
cM

aD0

"
dij C 1

2a

#
qi

F2ai FjF
dijC1�2a

i Š

b
dij
2
cM

aD0

"
dij C 1

2aC 1

#
qi

F2aC1i FjF
dij�2a

i ;

b
dijC1

2
cM

aD0

"
dij C 1

2a

#
qi

E2ai EjE
dijC1�2a

i Š

b
dij
2
cM

aD0

"
dij C 1

2aC 1

#
qi

E2aC1i EjE
dij�2a

i ;

for all i ¤ j 2 I .

We say a weak dg-categorical Uq.g/-action on V is a dg-categorical action if in addition
� Fi is left adjoint to q�1i KiEi in Z0.EndHqe.V//,
� there is a map of algebras

Rg.i /! Z0.END.Fi // WD
M
z2Z

Z0.Hom.Fi ; q
zFi //

with Fi WD Fi1 � � �Fim , for all i 2 Seq.m/, inducing a surjection

Rg.i /˝k Z
0.ENDV .M//� Z0.ENDV .FiM//

for all M 2 V ,
� V is dg-triangulated (i.e. H 0.V/ is idempotent complete).

Such a V carrying a dg-categorical action is called a dg-2-representation of Uq.g/.
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The following notions are dg-2-categorical lifts of the notions of weight module and
integrable module.

Definition 7.3. We say that a dg-2-representation V is a weight dg-2-representation if
there is a map

� W Y _ ! EndHqe.V/;

where �./ commutes with the grading shift q for all  2 Y _ and �./ ı �. 0/ Š �. C  0/
such that

V Š
M
y2Y

V�;y ; K jV�;y .�/ D �./q
.y/.�/:

Definition 7.4. We say that a weight dg-2-representation V is i -integrable if

� �.˛_i / D q
ni for some ni 2 N,

� there is a quasi-isomorphism

(7.2) Cone
�
QiKiV�;y

hi
�! QiK�1i V�;y

� '
�!

M
Œni�˛

_
i
.y/�qi

Id;

where
L
Œm�qi

Id WD
L
Œ�m�qi

IdŒ1� whenever m < 0,

� Fi and Ei are locally nilpotent.

Under some mild hypothesis, this definition recovers the notion of integrable 2-represen-
tation from [39] and [11].

Proposition 7.5. Suppose V is i -integrable for all i 2 I . Also suppose that there is
someM 2 V�;0 such that EiM D 0 for all i 2 I and EndV .M/ Š .k; 0/, andH 0.V/ is c.b.l.f.
generated by ¹FiM ºi2Seq.I /. Then H 0.V/ carries an integrable categorical Uq.g/-action in
the sense of [39].

Proof. First, by adjunction, equations (7.1) and (7.2), we have

gdimqH
0.ENDV .FiM// Š gdimq R

N
g .i /

for all i 2 Seq.I /. In particular, we have that xni1 1i acts by 0 on H 0.EndV .FiM// for all
i 2 I , and x11i acts non-trivially whenever ni > 1. Thus, there is a map

 W RNg .i /! H 0.ENDV .FiM//:

Since  is surjective, we obtain

RNg .i / Š H
0.ENDV .FiM//;

and the result follows from Theorem 5.17.

For a Zn-graded dg-algebra .A; d/, we put D lf
dg.A; d/ for the dg-category having as

objects the one in D lf.A; d/ \Ddg.A; d/ and the hom-spaces inherited from Ddg.A; d/. It is
a dg-enhancement of the c.b.l.f. derived category of .A; d/.
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Definition 7.6. A parabolic 2-Verma module for p is a Z � ZjIr j-graded weight dg-2-
representation V such that

� the highest weight space V� WD V�;0 Š D lf
dg.k; 0/,

� there exists M Š .k; 0/ 2 V� such that V�;y is c.b.l.f. generated by ¹FiM ºi2Seq.y/ for
all �y 2 XC, and V�;y D 0 otherwise,

� V is i -integrable for all i 2 If ,

� hj D 0 and �˛_
j
D �j (the degree shift) for all j … If ,

� for each j … If , nj 2 N and i 2 Seq.I /, after specializing �j D qnj , there exists a dif-
ferential dnj anticommuting with the differential d of

�
EndV .FiM/; d

�
such that the

triangulated dg-category generated by c.b.l.f. iterated extension of the representable mod-
ules of Vnj WD

L
i2Seq.I /.EndV .FiM/; d C dnj / is j -integrable with �.˛_j / D q

nj .

Proposition 7.7. Let V be a parabolic 2-Verma module. There is an isomorphism

.Rb.i /; dN / Š ENDV .FiM/

in D.k; 0/ for M Š .k; 0/ 2 V�.

Proof. First, by adjunction together with equations (7.1) and (7.2) we have

(7.3) ENDV .FiM/ Š HOMV .M; q
�1
i KiEiFiM/ Š RNp .i/

in D.k; 0/ for all i 2 I . Also,

(7.4) gdimqH
�.ENDV .FiM// D gdimq R

N
p .i /

for all i 2 Seq.I /. In particular, there is a relation up to homotopy

˛

j i

i

j

C ˇ

j i

i

j

D 0(7.5)

in ENDV .FiFjM/ for all i; j 2 Ir , identifying the diagrams with the image of the KLR
elements under the surjection Rg.ij /� Z0.ENDV .FiFjM//, and the floating dot coming
from the isomorphism (7.3). Then the existence of dni and dnj forces to have ˛ D ˇ. Thus, by
Corollary 3.17, there is an A1-map

.Rb.i /; dN /! ENDV .FiM/:

By equation (7.4), we conclude it is a quasi-isomorphism. Thus, there exists an isomorphism
.Rb.i /; dN / Š ENDV .FiM/ in D.k; 0/:

Using Theorem A.21, we can think of FNi and ENi from Section 5.4 as quasi-endofunctors
of Ddg.Rb; dn/. By Proposition 5.5 we obtain immediately the following.
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Corollary 7.8. For all i 2 I there is a quasi-isomorphism of cones

Cone
�
FNi ENi Id� ! ENi FNi Id�

� '
�! Cone

�
Qi�iq

�˛_
i
.�/

i Id� ! Qi��1i q˛
_
i
.�/ Id�

�
in EndHqe.Ddg.Rb; dN //.

Together with Proposition 5.19, it means that the dg-enhancement M
p
dg.ƒ;N / of the cat-

egory Mp.ƒ;N / (obtained by replacing D lf.Rb.m/; dN / with D lf
dg.Rb.m/; dN /) is a weight

dg-2-representation of Uq.g/, where

�.˛_i / WD

´
�i whenever i 2 Ir ,

qni whenever i 2 If .

Then, by Theorem 5.17, we obtain that M
p
dg.ƒ;N / is a parabolic 2-Verma module.

Corollary 7.9. Let V be a parabolic 2-Verma module. There is a quasi-equivalence

M
p
dg.ƒ;N /

'
�! V :

Proof. Since V�;y is c.b.l.f. generated by
L

i2Seq.y/ FiM , we have that V�;y is com-
pletely determined as dg-category by ENDV .FiM/. Thus, we conclude by using Proposi-
tion 7.7.

Remark 7.10. A parabolic 2-Verma module can also be given a “2-categorical” inter-
pretation as an .1; 2/-category where the hom-spaces are stable .1; 1/-categories. For this,
it is enough to see Ddg.Rb.�/; dN / as 0-cells in the .1; 2/-category of A1-categories con-
structed by Faonte [14], and replace HomHqe by the dg-nerve of Lurie [29]. Thanks to [15], we
know that this is a stable .1; 1/-category.

A. Summary on the homotopy category of dg-categories and
pretriangulated dg-categories

We gather some useful results on the homotopy category of dg-categories. References for
this section are [21] and [42]. We also suggest [22] and [43] for nice surveys on the subject.

Our goal is to recall how to construct a category of dg-categories up to quasi-equivalence,
so that the space of functors between two “triangulated categories” is “triangulated”.

A.1. Dg-categories. Recall the definition of a dg-category:

Definition A.1. A dg-category A is a k-linear category such that

� HomA.X; Y / is a Z-graded k-vector space,

� the composition

HomA.Y;Z/˝k HomA.X; Y /
�ı�
����! HomA.X;Z/;

preserves the Z-degree,
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� there is a differential d W HomA.X; Y /
i ! HomA.X; Y /

i�1 such that

d2 D 0; d.f ı g/ D df ı g C .�1/jf jf ı dg:

Remark A.2. We use a differential of degree �1 to match the conventions used in the
rest of the paper.

Example A.3. Any dg-algebra .A; d/ can be seen as a dg-category BA with a single
abstract object ? and HomBA.?; ?/ WD .A; d/.

Example A.4. Let C be an abelian, Grothendieck, k-linear category. Consider the cat-
egory C.C/ of complexes in C , and define Cdg.C/ as the category, where

� objects are complexes in C ,

� hom-spaces are homogeneous maps of Z-graded modules,

� the differential d W HomCdg.C/.X
�; Y �/i ! HomCdg.C/.X

�; Y �/i�1 is given by

df WD dY ı f � .�1/
jf jf ı dX :

This data forms a dg-category.

Given a dg-category A, one defines

(i) the underlying category Z0.A/ as
� having the same objects as A,
� HomZ0.A/.X; Y / WD ker.HomA.X; Y /

0 d
�! HomA.X; Y /

�1/,

(ii) the homotopy category H 0.A/ (or ŒA�) as
� having the same objects as A,
� HomH0.A/.X; Y / WD H

0.HomA.X; Y /; d/.

Example A.5. For C as in Example A.4, we have

Z0.Cdg.C// Š C.C/ and H 0.Cdg.C// Š Kom.C/

the homotopy category of complexes in C .

A.2. Category of dg-categories.

Definition A.6. A dg-functor F W A! B is a functor between two dg-categories such
that F.dAf / D dB.Ff /. We write ŒF � W H 0.A/! H 0.B/ for the induced functor.

We write dg-cat for the category of dg-categories, where objects are dg-categories and
hom-spaces are given by dg-functors.

Let F;G W A! B be a pair of dg-functors between dg-categories. Then one defines
Hom.F;G/ as the Z-graded k-module of homogeneous natural transformations equipped with
the differential induced by d 2 HomB.FX;GX/ for all X 2 A. Then we put

Hom.F;G/ WD Z0.Hom.F;G//:
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Definition A.7. A dg-functor A! B is a quasi-equivalence if

� F W HomA.X; Y /
'
�! HomB.FX; F Y / is a quasi-isomorphism for all X; Y 2 A,

� ŒF � W H 0.A/! H 0.B/ is essentially surjective (thus an equivalence).

One defines the dg-category Hom.A;B/ of dg-functors between A and B as

� objects are dg-functors A! B,
� hom-spaces are HomHom.A;B/.F;G/ WD Hom.F;G/.

There is also a notion of tensor product of dg-categories A˝B defined as

� objects are pairs X ˝ Y for all X 2 A and Y 2 B,
� hom-spaces are HomA˝B.X ˝ Y;X

0 ˝ Y 0/ WD HomA.X;X
0/˝k HomB.Y; Y

0/ with
composition

.f 0 ˝ g0/ ı .f ˝ g/ WD .�1/jg
0jjf j.f 0 ı f /˝ .g0 ı g/;

� the differential is d.f ˝ g/ WD df ˝ g C .�1/jf jf ˝ dg.

Then there is a bijection

Homdg-cat.A˝B;C/ Š Homdg-cat.A;Hom.B;C//:

This defines a symmetric closed monoidal structure on dg-cat. However, the tensor product of
dg-categories does not preserve quasi-equivalences.

A.3. Dg-modules. Let A be a dg-category. The opposite dg-category Aop is given by

� same objects as in A,
� HomAop.X; Y / WD HomA.Y;X/,
� composition g ıAop f WD .�1/jf jjgjf ıA g.

A left (resp. right) dg-module M over A is a dg-functor

M W A! Cdg.k/ (resp. N W Aop
! Cdg),

where Cdg.k/ is the dg-category of k-complexes. The dg-category of (right) dg-modules is
Aop-mod WD Hom.Aop; Cdg.k//. The category of (right) dg-modules isC.A/ WD Z0.A-mod/,
and it is an abelian category. The derived category D.A/ is the localization of Z0.Aop-mod/
along quasi-isomorphisms.

Moreover, for any X 2 A there is a right dg-module

X^ WD HomA.�; X/:

One calls such dg-module representable. Any dg-module quasi-isomorphic to a representable
dg-module is called quasi-representable. It yields a dg-enriched Yoneda embedding

A! Aop-mod:

Example A.8. Let .A; d/ be a dg-algebra. Then

Z0.BA/-mod Š .A; d/-mod and D.BA/ Š D.A; d/:

The unique representable dg-module HomBA.�; ?/ is equivalent to the free module .A; d/.
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A.4. Model categories. We recall the basics of model category theory from [17]. Model
category theory is a powerful tool to study localization of categories. For example, we can use
it to compute hom-spaces in a derived category. We will mainly use it to describe the homotopy
category of dg-categories up to quasi-equivalence.

Let M be a category with limits and colimits.

Definition A.9. A model category on M is the data of three classes of morphisms

� the weak equivalences W ,

� the fibrations Fib,

� the cofibrations Cof

satisfying

� for X
f
�! Y

g
�! Z 2M , if two out of three terms in ¹f; g; g ı f º are inW , then so is the

third,

� stability along retracts: W , Fib and Cof are stable along retracts, that is if we have
a commutative diagram

X Y X

X 0 Y 0 X 0

IdX

g f g

IdX0

and f 2 W , Fib or Cof then so is g,

� factorization: any map X
f
�! Y factorizes as p ı i , where p 2 Fib and i 2 Cof \W or

p 2 Fib \W and i 2 Cof, and the factorization is functorial in f ,

� lifting property: given a commutative square diagram

A X

B Y

Cof3i p2Fib9h

with i 2 Cof and p 2 Fib, if either i 2 W or p 2 W , then there exists h W B ! X mak-
ing the diagram commute.

We tend to think about fibrations as “nicely behaved surjections”, and cofibrations as
“nicely behaved injections”.

The localization Ho.M/ WD W �1M of M along weak equivalences is called the homo-
topy category of M . It has a nice description in terms of homotopy classes of maps between
fibrant and cofibrant objects.

Definition A.10. If ; ! X 2 Cof, then we say X is cofibrant. If Y ! � 2 Fib, then Y
is fibrant.
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One says that f � g, that is f W X ! Y is homotopy equivalent to g W X ! Y , if there
is a commutative diagram

X

C.X/ Y ,

X

IdX

i
f

h

Fib\W 3p

p

IdX

j
g

where i t j W X tX ! C.X/ 2 Cof. One calls C.X/ the cylinder object of X . When X is
cofibrant and Y fibrant, then� is an equivalence relation on HomM .X; Y /. Moreover, we have

HomHo.M/.X; Y / Š HomM .X; Y /=�

whenever X is cofibrant and Y fibrant. Note that any X 2M admits a cofibrant replacement
QX since we have a commutative diagram

; X .

QX

Cof3 i p 2Fib\W

Similarly, any Y 2M admits a fibrant replacement RY .
LetM cf be the full subcategory ofM given by objects that are both fibrant and cofibrant.

LetM cf=� be the quotient ofM cf by identifying maps that are homotopy equivalent. Then the
localization functor M ! Ho.M/ restricts to M cf, inducing an equivalence of categories

M cf=�
'
�! Ho.M/:

Example A.11. Let C.k/ be the category of complexes of k-modules. It comes with
a model category structure whereW is the quasi-isomorphisms, Fib is the surjective maps, and
Cof is given by the maps respecting the lifting property. All objects are fibrant and the cofibrant
objects are essentially the complexes of projective k-modules. Then Ho.C.k// Š D.k/.

A model category on M is a C.k/-model category if it is (strongly) enriched over C.k/,
and the models are compatible (see [43, Section 3.1] for a precise definition). This definition
means that we have

� a tensor product �˝� W C.k/ �M !M ,

� an enriched dg-hom-space HomM .X; Y / 2 C.k/ for anyX; Y 2M compatible with the
tensor product:

HomM .E ˝X; Y / Š HomC.k/.E;HomM .X; Y //;

� Ho.M/ is enriched over D.k/ Š Ho.C.k//,
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� a derived hom-functor

RHomM .X; Y / WD HomM .QX;RY / 2 D.k/;

where QX is a cofibrant replacement of X , and RY a fibrant replacement of Y ,

� HomHo.M/.X; Y / Š H
0.RHomM .X; Y //.

Note that in particular for X; Y 2M cf we have HomHo.M/.X; Y / Š H
0.Hom.X; Y //.

Example A.12. Let A be a dg-category. There is a C.k/-model category on A-mod,
where W is given by the quasi-isomorphisms, Fib are the surjective morphisms, and Cof is
given by the maps respecting the lifting property. Then Ho.A-mod/ Š D.A/.

Remark A.13. In theC.k/-model category A-mod, all objects are fibrant. Moreover,P
is cofibrant if and only if for all surjective quasi-isomorphism f WL

'
�!X (i.e. map inW \Fib)

then there exists h W P ! L such that the following diagram commutes:

; L

P X .

'9h

Note that, in a practical way, cofibrant dg-modules are quasi-isomorphic to direct summand of
dg-modules admitting a (possibly infinite) exhaustive filtration where all the quotients are free
dg-modules.

Definition A.14. For M a C.k/-model category, let M (resp. Int.M/) be the dg-cate-
gory with

� the same objects as M (resp. M cf),

� HomM .X; Y / WD HomM .X; Y /.

Then we have H 0.Int.M// Š Ho.M/, and we say that Int.M/ is a dg-enhancement of
Ho.M/.

Definition A.15. We write

Ddg.A/ WD Int.A-mod/

for the dg-enhanced derived category of A.

Note that Ddg.A/ is a dg-enhancement of D.A/ since we have H 0.Ddg.A// Š D.A/.

Example A.16. Let R be a k-algebra viewed as a dg-category with trivial differential.
Then we have that Ddg.R/ is the dg-category of complexes of projective R-modules.

A.5. The model category of dg-categories. Let W be the collection of quasi-equiv-
alences in dg-cat. Let Fib be the collection of dg-functors F W A! B in dg-cat such that

(i) FX;Y W HomA.X; Y /� HomB.FX; F Y / is surjective,
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(ii) for every isomorphism v W F.X/
'
�! Y 2 H 0.B/ there exists an isomorphism

u W X
'
�! Y0 2 H

0.A/

such that ŒF �.u/ D v.

This defines a model structure on dg-cat where everything is fibrant. One calls

Hqe WD Ho.dg-cat/

the homotopy category of dg-categories (up to quasi-equivalence).
How can we compute HomHqe.A;B/? It appears that constructing a cofibrant replace-

ment for A is in general a difficult problem. However, we can do the following:

(i) replace A by a k-flat quasi-equivalent dg-category A0: meaning it is such that

HomA0.X; Y /˝k �

preserves quasi-isomorphisms (e.g. when HomA0.X; Y / is cofibrant in C.k/, i.e. a com-
plex of projective k-modules),

(ii) define Rep.A;B/ as the subcategory of D.Aop ˝B/ with F 2 Rep.A;B/ if and only
if for all X 2 A there exists Y 2 B such that

X ˝L F ŠD.B/ Y
_

(in other words, F is a dg-bimodule sending representable A-modules to quasi-repre-
sentable B-modules),

(iii) then
HomHqe.A;B/ Š Iso.Rep.A;B//;

where Iso means the set of objects up to isomorphism.

Remark A.17. Note that whenever k is a field, all dg-categories are k-flat.

We refer to elements in Rep.A;B/ as quasi-functors. Since a quasi-functor F W A! B

induces a functor
ŒF � W H 0.A/! H 0.B/;

we can think of Rep.A;B/ as the category of “representations up to homotopy” of A in B.

A.5.1. Closed monoidal structure. If A is cofibrant, then �˝A preserves quasi-
equivalences and one can define the bifunctor

�˝
L
� W Hqe�Hqe! Hqe; A˝L B WD QA˝QB;

where QA and QB are cofibrant replacements. Then, as proven by Toen [42], there exists an
internal hom-functor RHomHqe.�;�/ such that

HomHqe.A˝
L B;C/ Š HomHqe.A;RHomHqe.B;C//:

Therefore, Hqe is a symmetric closed monoidal category.
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Remark A.18. Note that the internal hom can not simply be the derived hom functor
(because tensor product of cofibrant dg-categories is not cofibrant in general).

Define the dg-category of quasi-functors Repdg.A;B/ as

� the objects in Rep.A;B/ \ .Aop ˝B-mod/cf,

� the dg-homs Hom.X; Y / of Int.Aop ˝B-mod/.

In other words, Repdg.A;B/ is the full subcategory of quasi-functors in Ddg.A
op ˝B/, thus

of cofibrant dg-bimodules that preserves quasi-representable modules. It is a dg-enhancement
of Rep.A;B/.

If A is k-flat, then

RHomHqe.A;B/ ŠHqe Repdg.A;B/:

Thus H 0.RHomHqe.A;B// Š HomHqe.A;B/.

Remark A.19. If k is a field of characteristic 0, then the dg-category RHomHqe.A;B/

is equivalent to the A1-category of strictly unital A1-functors [14].

Example A.20. We have Repdg.A; Int.C.k/// Š Int.Aop-mod/ Š Ddg.A/.

Recall that classical Morita theory says that for A and B being k-algebras, there is an
equivalence

Homcop.A-mod; B-mod/ Š Aop
˝k B-mod;

where Homcop is given by the functors that preserve coproducts.
Similarly, we put

Repcop
dg .Ddg.A/;Ddg.B//

for the subcategory of Repdg.Ddg.A/;Ddg.B// where F 2 Repcop
dg .Ddg.A/;Ddg.B// if and

only if ŒF � W D.A/! D.B/ preserves coproducts.

Theorem A.21. If A is k-flat, then we have

RHomcop
Hqe.Ddg.A/;Ddg.B// WD Repcop

dg .Ddg.A/;Ddg.B// ŠHqe Ddg.A
op
˝B/:

Under the hypothesis of Theorem A.21, the internal composition of dg-quasifunctors
preserving coproducts is given by taking a cofibrant replacement of the derived tensor product
over A.

A.6. Pretriangulated dg-categories. Basically, a triangulated dg-category is a dg-cate-
gory such that its homotopy category is canonically triangulated. But before being able to
give a precise definition, we need to do a detour through Quillen exact categories, Frobenius
categories and stable categories.

A.6.1. Frobenius structure on C.A/. Recall that a Quillen exact category [37] is an
additive category with a class of short exact sequences

0! X
f
�! Y

g
�! Z ! 0;
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called conflations, which are pairs of ker-coker, where f is called an inflation and g a deflation,
respecting some axioms:

� the identity is a deflation,

� the composition of deflations is a deflation,

� deflations (resp. inflations) are stable under base (resp. cobase) change.

A Frobenius category is a Quillen exact category having enough injectives and projectives, and
where injectives coincide with projectives. The stable category C of a Frobenius category C

is given by modding out the maps that factor through an injective/projective object. It carries
a canonical triangulated structure, where

� the suspension functor S is obtained by taking the target of a conflation

0! X ! IX ! SX ! 0;

where IA is an injective hull of X , for all X 2 C ,

� the distinguished triangles are equivalent to standard triangles

X
f
�! Y

g
�! Z

h
�! SX;

obtained from conflations by the following commutative diagram:

0 X Y Z 0

0 X IX SX 0.

f

Id

g

h

Example A.22. Let A be a small dg-category. One can put a Frobenius structure on
C.A/.WD Z0.Aop-mod// by using split short exact sequences as class of conflations. Then
there is an equivalence C.A/ Š H 0.Aop-mod/, and the suspension functor coincides with the
usual homological shift. Moreover, D.A/ inherits the triangulated structure fromH 0.A-mod/,
where distinguished triangles are equivalent to distinguished triangles obtained from all short
exact sequences in C.A/.

A.6.2. Pretriangulated dg-categories. Remark that for any dg-category A there is
a Yoneda functor

Z0.A/! C.A/; X 7! HomA.�; X/:

Definition A.23. A dg-category T is pretriangulated if the image of the Yoneda functor
is stable under translations and extensions (for the Quillen exact structure on C.T / described
in Example A.22).

This definition implies that

� Z0.T / is a Frobenius subcategory of C.T /,

� H 0.T / inherits a triangulated structure, called canonical triangulated structure, from
H 0.T -mod/.
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Example A.24. Let A be a dg-category. We have that Ddg.A/ is pretriangulated with
Z0.Ddg.A// Š C.A/

cf. Moreover, the canonical triangulated structure of H 0.Ddg.A// coin-
dices with the usual on D.A/.

Then it is possible to show that

� any dg-category A admits a pretriangulated hull pretr.A/ such that

RHomHqe.A; T /
'
�! RHomHqe.pretr.A/; T /

for all pretriangulated dg-category T ,
� RHomHqe.A; T / is pretriangulated whenever T is pretriangulated,
� any dg-functor F W T ! T 0 between pretriangulated dg-categories induces a triangu-

lated functor ŒF � W H 0.T /! H 0.T 0/.

ForAbeing k-flat, the pretriangulated structure of RHomHqe.Ddg.A/;Ddg.B// restricts
to the one of Ddg.A

op ˝B/ (viewed as sub-dg-category). In particular, we obtain distin-
guished triangles of quasi-functors from short exact sequences of dg-bimodules.

Definition A.25. For a morphism f W X ! Y 2 Z0.T / in the underlying category of
pretriangulated dg-category T , one calls mapping cone an object Cone.f / 2 T such that

Cone.f /^ Š Cone.X^
Nf
�! Y ^/ 2 H 0.T -mod/:

A.6.3. Dg-Morita equivalences.

Definition A.26. A dg-functor F W A! B is a dg-Morita equivalence if it induces an
equivalence

LF W D.A/
'
�! D.B/; X 7! F.QX/;

where QX is a cofibrant replacement of X .

Example A.27. In particular, a quasi-equivalence is a dg-Morita equivalence and the
functor that sends dg-categories to their pretriangulated hull A 7! pretr.A/ is a dg-Morita
equivalence.

Theorem A.28 ([41]). There is a model structure dg-catmor on dg-cat, where the weak-
equivalences are the dg-Morita equivalences and the fibrations are the same as before.

Definition A.29. We say that T is triangulated if it is fibrant in dg-catmor.

Equivalently, T is triangulated if and only if the Yoneda functor induces an equivalence
H 0.T -mod/

'
�! Dc.T / (i.e. every compact object is quasi-representable). Also equivalently,

T is triangulated if and only if T is pretriangulated and H 0.T -mod/ is idempotent complete.
In particular, any category admits a triangulated hull tr.A/ (i.e. fibrant replacement). It is

given by
tr.A/ WD Dc

dg.A/;

the dg-category of compact objects in Ddg.A/.
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Example A.30. Let R be a k-algebra viewed as a dg-category. Then Dc
dg.R/ is the

dg-category of perfect complexes, i.e. bounded complexes of finitely generated projective
R-modules.
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