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Grégoire Naisse and Pedro Vaz (Louvain-la-Neuve)

Abstract. We construct an odd version of Khovanov’s arc algebra Hn. Extending
the center to elements that anticommute, we get a subalgebra that is isomorphic to the
oddification of the cohomology of the (n, n)-Springer variety. We also prove that the odd
arc algebra can be twisted into an associative algebra.

1. Introduction. Arc algebras were first introduced by Khovanov [20]
to extend his categorification of Jones’ link invariant [19] to tangles. One of
the main ingredients was a certain Frobenius algebra of rank 2, which coin-
cides with the cohomology ring of complex projective space. In a follow-up
paper [21], Khovanov showed that the arc algebra Hn from [20] is closely re-
lated to the geometry of Springer varieties. Indeed, he proved that the center
of Hn is isomorphic to the cohomology ring of the (n, n)-Springer variety.
Later on, Chen and Khovanov [11] defined subquotients of Hn with the aim
of giving an explicit categorification of the action of tangles on tensor powers
of the fundamental representation of quantum sl(2). To do so, they categori-
fied the n-fold tensor power of the fundamental representation of Uq(sl(2))
together with its weight space decomposition. Additionally, Khovanov’s arc
algebra was further studied in the sequence of papers [5–9], where most of
its interesting representation-theoretic properties were revealed.

Khovanov’s arc algebra was generalized in several directions by several
authors, first to sl3-web algebras [26] and then to sln-web algebras [25], and
was further studied in [35, 36]. In [33], a version of the arc algebra associated
with gl(1|1) was constructed, motivated by a representation-theoretic cat-
egorification of the Alexander polynomial. In [14, 15], a Khovanov algebra
of type D was introduced, in connection with orthosymplectic Lie algebras.
More recently, a variant of Khovanov’s arc algebra based on Blanchet’s ver-

2010 Mathematics Subject Classification: Primary 17D99.
Key words and phrases: arc algebra, odd Khovanov homology, odd Springer homology.
Received 9 May 2016; revised 21 April 2017, 5 June 2017 and 3 October 2017.
Published online *.

DOI: 10.4064/fm328-6-2017 [1] c© Instytut Matematyczny PAN, 2017



2 G. Naisse and P. Vaz

sion of Khovanov homology [3] was constructed in [16]. This was extended
in [17] to gl2-arc and web algebras associated with the variants of Khovanov
homology from [10] and [12]. One of the main properties of the arc/web
algebras above is that, except maybe the ones from [14, 15], they all admit
topological constructions using cobordisms or foams.

In [28], Ozsváth, Rasmussen and Szabó used an exterior version of Kho-
vanov’s original Frobenius algebra to give an odd version of Khovanov ho-
mology. Odd Khovanov homology agrees with the even (usual) Khovanov
homology from [19] modulo 2, but they differ over fields of characteristic
other than 2. Moreover, both categorify the Jones polynomial (see for ex-
ample [34] for further properties). Odd Khovanov homology was given a
(Bar–Natan style [2]) topological set-up by Putyra [30]. He introduced the
so-called chronological cobordisms, which are cobordisms together with some
extra structure related to a height function.

In this paper we use the set-up from [28, 30] and construct an odd version
of Khovanov’s arc algebra from [20].

1.1. Sketch of the construction and main results. The first step
in the construction of an odd version of Khovanov’s arc algebra is to replace
the TQFT obtained by the Frobenius algebra from [19] by the chronological
TQFT from [28, 30]. As explained in [30], in order to get a well-defined
category of cobordisms one has to choose an orientation for each of the local
Morse moves. It was proved in [30] (and in [28] in an algebraic set-up) that
any consistent choice of orientations gives the same link homology. This is no
longer the case if one tries to extend odd Khovanov homology to tangles. In
particular, a priori there is no reason for two different choices of orientations
to result in isomorphic odd arc algebras.

Our first result is that we get a family of odd arc algebras indexed by
all possible choices. We denote by OH n

C the odd arc algebra associated with
the choice C of chronological cobordisms. As a second result, we find that
for all C and all n ≥ 2, the odd arc algebra OHn

C is non-associative. This is
done in Section 3.

In Section 4, we prove an odd version of Khovanv’s results from [21].
Namely, we prove that the odd center of OHn

C is isomorphic to the odd
cohomology of the (n, n)-Springer variety as given by Lauda and Russell [24].
They constructed an oddification of the cohomology of the Springer variety
associated to any partition, by replacing polynomial rings and symmetric
functions by their odd counterparts.

As mentioned above, the algebra OHn
C is not associative. But this is not

too big a problem, since it is a quasialgebra in the sense of Albuquerque and
Majid [1], i.e. a non-associative graded algebra with an associator given by
a 3-cocycle coming from a higher structure, that is, a monoidal category.
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In Section 5, we introduce a grading on OHn by a groupoid and prove the
quasiassociativity of OHn

C , the associator depending only on C. The idea
of looking at an odd version of Khovanov’s arc algebra as a quasialgebra
goes back to the attempts of Putyra and Shumakovitch to extend the odd
Khovanov homology to tangles. An extended discussion over generalized
quasialgebras can be found in the unpublished work of Putyra [29]. We
prove that the associator is a coboundary and thus admits a primitive τ .
Twisting the multiplication of OHn

C by this τ defines an associative algebra
which keeps the odd flavor of OHn

C . In addition, we prove that all choices
of C and of the twist lead to isomorphic algebras.

2. Reminders. To begin, we recall the three main constructions we will
use: the Khovanov arc algebra, the TQFT from odd Khovanov homology and
the oddification of the cohomology of the Springer varieties.

2.1. Khovanov’s arc algebra. As the construction in this paper fol-
lows Khovanov’s original set-up from [20], we give below a sketch of the
construction of the arc algebra Hn.

Crossingless matchings. Let Bn be the set of crossingless matchings
of 2n points, that is, all ways one can pair 2n points on a horizontal line by
non-crossing arcs placed below this line. For b ∈ Bn, we denote by W (b) the
reflection of b across the horizontal line and by W (b)a the gluing of W (b)
on the top of a ∈ Bn. It is clear that W (b)a is a disjoint union of circles.
For example, we have in B2:

a = • • • • , b = • •• • ,

W (b) = • •• • , W (b)a = • • • •• •• • .

We also write W (d)cW (b)a for the concatenation of W (d)c on top of W (b)a,
which is the disjoint union of W (d)c and W (b)a (see for example (2.2)).

Contraction cobordisms. Given a diagramW (c)bW (b)a, we construct
a cobordism

(2.1) Scba : W (c)bW (b)a→W (c)a

by contracting the arcs of b with their symmetric counterparts in W (b) by
saddles:

arcs contraction−−−−−−−−−−−−−→
by a saddle

rescaling
'

This gives a surface with one saddle point for each arc in b. Therefore, Scba
has (minimal) Euler characteristic −n, is embedded in R2 × [0, 1] and is
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unique up to isotopy. Indeed, contracting the symmetric arcs in two differ-
ent orders gives rise to homeomorphic surfaces, and thus the construction
does not depend on any choice. Moreover, Scba can be given a canonical
orientation. The picture to keep in mind is

(2.2)

W (c)

bW (b)

a

Scba−−−−→ '

W (c)

a

Frobenius algebra. Let A := Z[X]/(X2) be the Z-graded abelian
group with grading given by deg 1 = −1 and degX = 1. This group has
the structure of a Z-algebra when equipped with polynomial multiplication.
However, this multiplication has degree 1 and does not give a graded algebra
structure. We turn A into a Frobenius algebra by defining a trace,

tr : A→ Z, tr(1) = 0, tr(X) = 1.

As the trace is non-degenerate, this defines a TQFT,

F : 2Cob → Z-grmod,

where Z-grmod is the category of Z-graded free Z-modules with finite rank
and 2Cob the category of oriented cobordisms between 1-manifolds [23].
From now on, unless stated otherwise, we will always assume that graded
means Z-graded.

Thus, we get F (W (b)a) ' A⊗|W (b)a| for |W (b)a| the number of circle
components in W (b)a. Moreover, the comultiplication map is explicitly given
by

∆ : A→ A⊗A, ∆(1) = X ⊗ 1 +X ⊗ 1, ∆(X) = X ⊗X.
Applying this TQFT on the cobordism (2.1), we get a morphism

(2.3) F (W (c)b)⊗Z F (W (b)a) ' F (W (c)bW (b)a)
F (Scba)−−−−−→ F (W (c)a).

This morphism has degree n since the multiplication and comultiplication
maps in A have degree 1, and Scba possesses n saddle points.

Arc algebra. Define the graded abelian groups

Hn :=
⊕

a,b∈Bn
b(Hn)a, b(Hn)a := F (W (b)a){n},

where the notation {n} means that we shift the degree up by n. Therefore,
as the maximal number of components in W (b)a is n, every element x ∈
F (W (b)a) has degree deg x ≥ −n, and thus Hn is a Z+-graded group. To de-
fine a multiplication in Hn, we first let the product d(Hn)c⊗Zb(H

n)a→ Hn
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be zero whenever c 6= b. Then, for the other cases, we define the multiplica-
tion so that the diagram

c(Hn)b⊗Z b(H
n)a

'
��

// c(Hn)a

F (W (c)b)⊗Z F (W (b)a){2n}
(2.3)
// F (W (c)a){n}

'

OO

commutes. The associativity of the multiplication follows from the fact that
F is a TQFT. Moreover, the sum

∑
a∈Bn 1a, with 1a the unit in a(Hn)a '

A⊗n{n}, is a unit for Hn. All of this sums up to:

Proposition 2.1 (Khovanov, [20, Proposition 1]). The structures above
make Hn into a Z+-graded associative unital Z-algebra.

2.2. Odd Khovanov homology. Ozsváth, Rasmussen and Szabó [28]
constructed an odd version of Khovanov homology using some “projective
TQFT” replacing F (projective meaning here that it is well-defined only up
to sign). Putyra [30] extended the work of Bar–Natan [2] on Khovanov ho-
mology by giving a topological framework for the odd homology: the chrono-
logical cobordisms. In addition, Putyra’s work allows the construction of
odd Khovanov homology using a well-defined functor. In this subsection, we
mainly follow the exposition in [30].

Chronological cobordisms. Recall that a chronological 2-cobordism is
a 2-cobordism equipped with a chronology, that is, a Morse function with one
critical point at each critical level. Moreover, at each critical point, we choose
an orientation of the space of unstable directions in the gradient flow induced
by the chronology. We indicate that choice by an arrow. These chronological
2-cobordisms, taken up to isotopy which preserves the orientations and the
chronology, form a category with composition given by gluing. We denote
it by 2ChCob. Every chronological 2-cobordism can be built from the six
elementary chronological 2-cobordisms:

,

GGA

,

GGA

,
GA

,
DG

,(2.4)

which are called respectively a birth, a merge, a split, a positive death, a
negative death and a twist. As we are only interested in chronological 2-
cobordisms, we will forget the prefix 2-.

The odd functor. We describe the functor OF : 2ChCob → Z-grmod
from [28]. Morally, objects of 2ChCob are disjoint unions of circles. For S
such a union we denote by V (S) the free abelian group generated by the
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components of S with a grading such that each generator has degree 2. We
define

OF (S) :=
∧∗V (S){−|S|},

with
∧∗V (S) being the exterior algebra generated by the elements of V (S)

and |S| the number of components.
We now define the functor on each of the elementary cobordisms (2.4).

Let S1 and S2 be objects of 2ChCob with S2 containing one circle more
than S1. For a birth of a circle from S1 to S2, there is a canonical inclusion
V (S1) ⊂ V (S2) (the new generator being the circle cupped by the birth
cobordism). This induces a morphism

OF
( )

:
∧∗V (S1)

⊂−→
∧∗V (S2), v 7→ 1 ∧ v.

Consider a merge of two circles a1, a2 in S2 to a single one in S1 with an
arrow a1Aa2. The arrow represents one of the two possible choices of ori-
entation of the merge, the other being denoted a2Aa1. There is an isomor-
phism of groups V (S1) ' V (S2)/{a1−a2} and thus the canonical projection
V (S2)→ V (S2)/{a1 − a2} induces a morphism

OF

(
GGAa1 a2

)
:
∧∗V (S2)→

∧∗ (V (S2)/{a1 − a2}) '
∧∗V (S1).

It is not hard to see that the choice of orientation does not change the result
in this case and we get

OF

(
GGAa1 a2

)
= OF

(
DGGa1 a2

)
.

Now say we have a split sending a ∈ S1 to b1Ab2 in S2. Again, there is
a natural identification V (S2) ' V (S1)/{b1 − b2}, but now we also use the
isomorphism ∧∗ (V (S1)/{b1 − b2}) ' (b1 − b2) ∧

∧∗V (S1)

to get a morphism

OF

( GGAb1 b2 )
:
∧∗V (S2) ' (b1 − b2) ∧

∧∗V (S1)
⊂−→
∧∗V (S1).

As a matter of fact, this morphism is easily computable by replacing the
occurences of a by b1 (or b2) and multiplying by b1 − b2. For example, 1 is



Odd Khovanov’s arc algebra 7

sent to b1 − b2 and a is sent to (b1 − b2) ∧ b1 = b1 ∧ b2. Note also that re-
versing the orientation changes the sign of the morphism:

OF

( GGAb1 b2 )
= −OF

( DGGb1 b2 )
.

Suppose we have a positive (in other words, anticlockwise oriented) death
of a ∈ S2. We associate to it the morphism given by contraction with the
dual of a:

OF

(
GA

a

)
:
∧∗V (S2)→

∧∗V (S1), v 7→ a∗(v).

The negative one is given by the opposite.
Finally, the twist is given by a the permutation of the corresponding

terms:

OF

(
a1 a2

a1 a2 )
:
∧∗V (S2)→

∧∗(V (S2)),


a1 7→ a2,

a2 7→ a1,

a1 ∧ a2 7→ a2 ∧ a1.

Remark 2.2. Since changing the orientations of the merges does not
change the result of the functor, we will ignore them in our discussion.

2.3. Odd cohomology of the Springer varieties. First, let us recall
the definition of a Springer variety.

Definition 2.3. Let λ = (λ1, . . . , λm) be a partition of m, Em be a
complex vector space of dimension m and zλ : Em → Em be a nilpotent
linear endomorphism with |λ| nilpotent Jordan blocks of size λ1, . . . , λm.
The Springer variety for the partition λ is

Bλ := {complete flags in Em stabilized by zλ}.
The cohomology ring of Bλ can be computed by quotienting the poly-

nomial ring in m variables by the ideal of partially symmetric functions (see
[13] for more details). Write (n, n) for the partition λ = (n, n) of 2n.

Theorem 2.4 (Khovanov, [21, Theorem 1.1]). There is an isomorphism
of graded algebras

Z(Hn) ' H(Bn,n,Z).

Lauda and Russell [24] constructed an oddification of the cohomology
of the Springer varieties, denoted OH (Bλ,Z). Like the usual cohomology
is obtained as a quotient of the polynomials by the partially symmetric



8 G. Naisse and P. Vaz

functions, they constructed OH (Bλ,Z) as a quotient of the ring OPolm of
odd polynomials:

OPolm :=
Z〈x1, . . . , xm〉

〈xixj + xjxi = 0 for all i 6= j〉
, deg(xi) = 2,

by some ideal. Since we only need the case m = 2n and λ = (n, n) for our
discussion, we restrict to this case from now on.

Definition 2.5 (Lauda & Russell, [24]). The odd cohomology of the
(n, n)-Springer variety is the quotient

OH (Bn,n,Z) := OPol2n/OIn

where OIn is the left ideal generated by the set of odd partially symmetric
functions:

OC n :=

{
εSr :=

∑
1≤i1<···<ir≤2n

xSi1 . . . x
S
ir

∣∣∣∣ k ∈ {1, . . . , n}, |S| = n+ k,
r ∈ {n− k+ 1, n− k, . . . , n+ k}

}
,

for all ordered subsets S of {1, . . . , 2n} of cardinality n+ k and

xSij :=

{
0 if ij /∈ S,
(−1)S(ij)−1xij otherwise,

with S(ij) the position of ij in S.

In general, the odd cohomology of a Springer variety is only a module
over the odd polynomials. However, in case λ = (n, n), it is a graded algebra.
This is due to the fact that, thanks to [24, Lemma 3.6], x2i ∈ OIn for all i.
Thus, OIn is a 2-sided ideal. As a matter of fact, OH (Bn,n,Z) also has the
structure of a superalgebra with superdegree given by dividing the degree
by 2. Finally, by construction, the algebra OH (Bn,n,Z) is isomorphic to
H(Bn,n,Z) modulo 2.

Example 2.6. OH (B2,2,Z) is given by the odd polynomials in four
variables x1, x2, x3, x4 quotiented by the (not minimal) relations

x1 − x2 + x3 − x4 = 0,

−xixj + xixk − xjxk = 0, ∀i < j < k ∈ [1, 4],

−x1x2 + x1x3 − x1x4 − x2x3 + x2x4 − x3x4 = 0,

xixjxk = 0, ∀i < j < k ∈ [1, 4],

−x1x2x3 + x1x2x4 − x1x3x4 + x2x3x4 = 0,

x1x2x3x4 = 0.

3. Odd arc algebra. In this section, we construct an odd version of the
Khovanov arc algebra Hn. Therefore, we will closely follow the construction
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above, replacing the TQFT F by the odd functor OF from Section 2.2.
First, for all n ≥ 0 we define the following graded abelian groups:

OH n :=
⊕

a,b∈Bn
b(OH n)a, b(OH n)a := OF (W (b)a){n},

so that OH n is Z+-graded.
The first difficulty we encounter when we try to define multiplication

as in Section 2.1 is that we have to choose a chronology and signs for the
splits. In the odd Khovanov homology from [28], the signs are forced by the
requirement that the cube of resolutions anticommutes (all possible choices
leading to isomorphic cubes). However, in our case, there is no condition
other than that the cobordisms must be embedded in R2× [0, 1]. This means
we have to consider all possible choices.

Contraction cobordisms. For each a, b, c ∈ Bn, there is a canonical
cobordism with minimal number of critical points (up to homeomorphism
and embedded in R2 × [0, 1]) from the diagram W (c)bW (b)a to W (c)a.
This corbordism is given by contracting the arcs of b with their symmetric
counterparts in W (b), as in the definition of Hn in Section 2.1. To be able
to apply OF , we need to define a chronological cobordism, and there are
several ways to do so:

• We have to choose a chronology, in other words, we have to choose an order
in which we contract the symmetric arcs of bW (b), taking care never to
contract two arcs before the one surrounding them. This is required to
get an embedded surface.
• We have to give an orientation for the critical points, especially for the

splits (we do not need to orient the merges by Remark 2.2). We express
each of the two possibilities by an arrow:

a

a

−→
b1 b2

DG or

a

a

−→
b1 b2

GA

meaning that we split the component a into two components b1, b2 with
the orientation b2Ab1 in the first case and b1Ab2 in the second one.

Remark 3.1. There is always at least one possible choice: it suffices to
go through the end points of b from left to right and contract whenever we
encounter an arc which was not already contracted, then orient the splits
from left to right (i.e. put an arrow from the component passing through
the left point to the one passing through the right point).

We now assume that for each triplet a, b, c ∈ Bn we have chosen a chrono-
logical cobordism. We write it Ccba, and denote the collection of all of them
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by C := {Ccba | a, b, c ∈ Bn}. In addition, we write Cn for the set of all
possible choices of such a set C.

Multiplication. As in the even case, we let the multiplication

d(OH n)c⊗Z b(OH n)a→ {0} ⊂ OH n

be zero for c 6= b. We define the multiplication c(OH n)b ⊗Z b(OH n)a →
c(OH n)a using the morphism OF (Ccba). More precisely, there is a morphism

(3.1) OF (W (c)b)⊗Z OF (W (b)a)→ OF (W (c)bW (b)a) : (x, y) 7→ x ∧ y
induced by the inclusions W (c)b ⊂W (c)bW (b)a and W (b)a ⊂W (c)bW (b)a.
We compose it with OF (Ccba) to obtain the multiplication by making the
following diagram commute:

c(OH n)b⊗ b(OH n)a

'
��

// c(OH n)a

OF (W (c)b)⊗OF (W (b)a)
(3.1)
// OF (W (c)bW (b)a)

OF (Ccba)
// OF (W (c)a)

'

OO

This map is degree preserving thanks to the minimality hypothesis on the
Euler characteristic of Ccba which guarantees that the degree of OF (Ccba)
is n.

Unit. We write 1a for the unit in the exterior algebra
∧∗V (W (a)a)

and we easily check that the sum
∑

a∈Bn 1a is a unit for the multiplication
defined in the paragraph above. We also write b1a for the unit in the exterior
algebra

∧∗V (W (b)a) (notice that b1a is not an idempotent).

Proposition 3.2. For n ≥ 2 and any choice C ∈ Cn, the multiplication
defined above is not associative.

Proof. First, suppose that n = 2 and let C ∈ C2 be an arbitrary choice
of cobordisms. Consider a, b ∈ B2 such that

a = • • • •, b = • •• • .

Take x = b1 ∈ b(OH n)b, y = b1a ∈ b(OH n)a and z = a1b ∈ a(OH n)b, where
b1 is the element in the exterior algebra coming from the outer circle in the
diagram W (b)b. We write b2 for the element generated by the inner circle.
Then we compute x(yz) as follows. The cobordism

Cbab : →

is given by a merge followed by a split such that the element yz is

yz = α(b1 − b2),
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where α ∈ {±1} depends on the orientation chosen for the unique split in
Cbab. Then x(yz) is given by

Cbbb : → , x(yz) = −αb1 ∧ b2,

since Cbbb is composed of two merges. Now, we compute (xy)z by

Cbba : → , xy = c1,

with c1 the element coming from the unique circle in W (b)a, and then

Cbab : → , (xy)z = αb1 ∧ b2.

This means that for every C ∈ C2, (xy)z = −x(yz). To conclude the proof,
we observe that this example can be extended to all n ≥ 2 by adding the
same arcs to the right of a and b,

an := • • • • • • . . . • • ,

bn := • •• • • • . . . • • ,

so that exactly the same computation can be done for all n ≥ 2.

Definition 3.3. We denote by OH n
C the Z+-graded, non-associative,

unital Z-algebra given by OH n with the multiplication obtained from a
C ∈ Cn.

Remark 3.4. We sometimes write b(OH n
C)a. By this, we mean that we

take the elements of the group b(OH n)a, but viewed as elements in OH n
C .

As for each C we get a family OH n
C of algebras, it is legitimate to ask

if one can classify them. We give some partial answer to this question in
Section 5.

Remark 3.5. From now on, unless otherwise specified, all assertions are
valid for all n ∈ N and C ∈ Cn and we do not specify n,C.

To ensure that OH n
C is an odd version of Hn, we have to check that the

two algebras agree modulo 2.

Proposition 3.6. There is an isomorphism of graded algebras

Hn ⊗Z Z/2Z ' OH n ⊗Z Z/2Z.
Proof. The result follows directly from the construction since the functor

F used to define Hn agrees up to sign with OF .
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It is interesting (and will be useful) to note that OH n
C contains a collec-

tion of exterior algebras as subalgebras.

Proposition 3.7. There is an inclusion of graded algebras⊕
a∈Bn

∧∗Zn ' ⊕
a∈Bn

a(OH n
C)a ⊂ OH n

C .

Proof. It is enough to see that OF (W (a)a) '
∧∗Zn as W (a)a is a col-

lection of n circles, and to remark that the multiplication

a(OH n
C)a⊗Z a(OH n

C)a→ a(OH n
C)a

is the usual product in the exterior algebra. Indeed, the cobordism Caaa
consists of n merges and no splits and thus gives the exterior product.

Diagrammatic notation. To simplify the notation, we will write the
generators of OH n using diagrams. There is an order on the components of
W (b)a, for a, b ∈ Bn, given by reading the diagram from left to right. More
precisely, for a1, a2 ∈ W (b)a, we write a1 < a2 whenever a1 passes through
an end point of a (or equivalently b) which is at the left of all end points
contained in a2.

An element x1 ∧ · · · ∧ xk in b(OH n)a is written as the diagram W (b)a
where we draw the components with a solid line for each xi and a dashed
one for the others. Moreover, we require that x1 ∧ · · · ∧ xk is in the order
induced by reading the diagram from left to right, otherwise we add a sign
to recover this order. Thus, for example in OH 2 we get:

= b1 ∧ 1, − = b2 ∧ b1,

= a1b, = c1,

with ai, bi and ci following the conventions from the proof of Proposition 3.2.

3.1. An example: OH 2
C . We construct explicit multiplication tables

for OH 2
C , with C the choice from Remark 3.1. Since the multiplication maps

for ∗2(OH 2)a ⊗ b(OH 2)∗1 → 0 and ∗2(OH 2)b ⊗ a(OH 2)∗1 → 0 are zero
for all ∗1, ∗2 ∈ {a, b}, we give the tables only for ∗2(OH 2)a ⊗ a(OH 2)∗1 →
∗2(OH 2)∗1 and ∗2(OH 2)b⊗b(OH 2)∗1 → ∗2(OH 2)∗1. Moreover, these tables
are written with the convention

y

x xy

By direct computation we get



Odd Khovanov’s arc algebra 13

OH 2
C

0 0 0

− 0 0 0

0 0 0 0 0

0 − −

0 0 0 − 0

and

OH 2
C

0 0 0

− 0 0 0

0 0 0 0 0

0 −

0 0 0 0

3.2. The odd center of OH n
C . When talking about exterior algebras

(or in general superalgebras), it is common to consider the supercenter,
which is an extension of the center to the elements that anticommute. In
the same spirit, we define the odd center for OH n

C .

Definition 3.8. The parity of a homogeneous element z ∈ a(OH n)b is
defined by

p(z) :=
deg(z)− deg(a1b)

2
=

deg(z)− n+ |W (b)a|
2

mod 2,

with |W (b)a| the number of circle components in W (b)a.

One can easily see that this number counts the factors of z = a1∧· · ·∧am,
that is,

p(a1 ∧ · · · ∧ am) = m mod 2.
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Definition 3.9. The odd center of OH n
C is the subset

OZ(OH n
C) := {z ∈ OH n

C | zx = (−1)p(x)p(z)xz, ∀x ∈ OH n
C}.

Remark 3.10. The parity does not give a grading on OH n
C , since there

are elements x, y in OH n
C such that

p(xy) 6= p(x) + p(y) mod 2.

This means that OH n
C is not a superalgebra with respect to p. As a matter

of fact, the parity descends to a degree on the antisymmetric subalgebra⊕
a∈Bn a(OH n

C)a ⊂ OH n
C , in which the odd center lives.

Proposition 3.11. There are inclusions

Z(OH n
C) ⊂ OZ (OH n

C) ⊂
⊕
a∈Bn

a(OH n
C)a.

Proof. The second inclusion is immediate since, for every z ∈ OZ (OH n
C),

one can decompose z =
∑

a,b∈Bn bza with bza ∈ b(OH n
C)a and get bza =

1bz1a = z(1b1a) = 0, unless b = a. The first inclusion is obtained by first
noting that Z(OH n

C) ⊂
⊕

a∈Bn a(OH n
C)a by the same argument as before,

and then observing that every central element has even parity.

Moreover, one can check that the odd center is an associative super-
algebra with superdegree given by the parity, and is characterized by the
following property.

Proposition 3.12. An element z =
∑

a∈Bn za is in OZ (OH n
C) if and

only if zb · b1a = b1a · za for all a, b ∈ Bn.

Proof. An element z =
∑

a∈Bn za commutes with x =
∑

a,b∈Bn bxa if
and only if z commutes with every bxa. Moreover, z · bxa = (zb · b1a)∧ bxa =
(−1)p(z)p(x)bxa∧(zb ·b1a), and we have bxa∧(zb ·b1a) = bxa∧(b1a ·za) = bxa ·z
if and only if zb · b1a = b1a · za.

The following result allows us to write OZ (OH n) with no ambiguity.

Proposition 3.13. For all C,C ′ ∈ Cn, there is an isomorphism of
graded (super)algebras

OZ (OH n
C) ' OZ (OH n

C′).

Proof. The condition zb · b1a = b1a · za from Proposition 3.12 depends
only on the multiplication maps

b(OH n)b⊗Z b(OH n)a→ b(OH n)a, b(OH n)a⊗Z a(OH n)a→ b(OH n)a.

It is not hard to see that those are defined using only cobordisms with-
out split so that they do not depend on C. Moreover, by Proposition 3.7,⊕

a∈Bn a(OH n
C)a is isomorphic to a direct sum of exterior algebras, and thus

does not depend on C.
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4. Odd center and (n, n)-Springer variety. We are now ready to
prove one of the main results of this paper, which constructs an explicit
isomorphism between the odd cohomology of the (n, n)-Springer variety and
the odd center of the odd Khovanov arc algebra.

Theorem 4.1. There is an isomorphism of graded (super)algebras be-
tween OZ (OH n) and OH (Bn,n,Z). Moreover, this isomorphism is given by

h : OH (Bn,n,Z)→ OZ (OH n), xi 7→
∑
a∈Bn

ai,

where ai is generated by the circle component of W (a)a passing through the
ith end point of a, counting from the left.

The proof of this theorem will occupy the rest of this section and is split
into four steps. Firstly, we define a morphism h0 : OPol2n → OZ (OH n

C) and
prove that OIn from Definition 2.5 lies in the kernel of this map, inducing
the map h on OH (Bn,n,Z). Secondly, we show that h is injective using
the equivalence up to sign between the odd and the even case together
with Theorem 2.4. Thirdly, we show that the ranks of the two algebras are
equal using the cohomology of a geometric construction based on hypertori.
Finally, we prove the theorem using all those ingredients.

Existence of h. To construct h, we first define the algebra homomor-
phism

h0 : OPol2n → OH n
C , xi 7→

∑
a∈Bn

ai,

where ai is generated by the circle component of W (a)a passing through the
ith end point of a, counting from the left. It is well-defined since

h0(xixj) =
∑
a∈Bn

ai ∧ aj = −
∑
a∈Bn

aj ∧ ai = −h0(xjxi).

Lemma 4.2. The image of h0 lies in the odd center of OH n
C :

h0(OPol2n) ⊂ OZ (OH n).

Proof. The proof is straightforward from Proposition 3.12 and the fact
that for all a, b ∈ Bn, we have

(h0(xi))b1a = bi · b1a = b1a · ai = b1a(h0(xi)),

since ai and bi are both sent to the component of W (b)a passing through
the ith point.

Now, we want to show that εSr is in the kernel of h0 for all S and r as in
Definition 2.5. This is equivalent to showing that εSr lies in the kernel of the
homomorphism

ha : OPol2n → a(OH n
C)a, xi 7→ ai,

for all a ∈ Bn, since h =
∑

a∈Bn ha.
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For the sake of simplicity, we fix an element a ∈ Bn. We also denote by
E2n the ordered set {1, . . . , 2n} and we see it as the set of end points of a,
from left to right. For S ⊂ E2n, we call a pair of distinct points in S which
are linked by an arc in a an arc of S. The other points of S are called free
points. For R = {i1, . . . , ir} ⊂ S, we also write

εSR := xSi1 . . . x
S
ir so that εSr =

∑
R⊂S, |R|=r

εSR.

Lemma 4.3. Let S ⊂ E2n be a subset with |S| = n+ k. Then S contains
at least k arcs and at most n− k free points.

Proof. There are at most n free points and we pick n + k points, thus
we have to pick at least k arcs. Then there remain n+ k − 2k points which
can be free.

Lemma 4.4. If R ⊂ S ⊂ E2n contains an arc of S, then ha(ε
S
R) = 0.

Proof. This assertion follows from the fact that if i is connected to i′

in a, then ai = ai′ , and thus ha(xixi′) = ai ∧ ai′ = 0.

Lemma 4.5. For all R ⊂ S ⊂ E2n with |R| > n, one has ha(ε
S
R) = 0.

Proof. There are at most n free points in S, but R contains at least
n+1 points. So, R contains an arc and the result follows from the preceding
lemma.

Lemma 4.6. For all R ⊂ S ⊂ E2n with |S| = n+ k and |R| ≥ n− k+ 1,
there exists an arc (j, j′) in S with j or j′ in R.

Proof. We have to choose n − k + 1 points in S, but there are at most
n− k free points by Lemma 4.3.

Example 4.7. It is probably time to stop here for a moment and look
at an example that we will generalize below. So suppose

a =
1 2 3 4 5 6 7 8 9 10 11 12

with n = 6, r = 4, k = 3, S = {1, 2, 3, 5, 7, 8, 9, 11, 12} and R = {5, 8, 9, 11}
⊂ S. Putting a circle at the end points of a which are in S, a bullet at the
end points of R, and drawing the arcs that are not in S with dotted lines
we get

1 2 3 4 5 6 7 8 9 10 11 12
◦ •◦ ◦ ◦........ . ....

..
.•. . .. • ◦•.. . .
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The free points of S are thus {5, 7, 11}. We have εSR = (−x5)(−x8)x9(−x11)
and in a(OH n

C)a we obtain

ha(ε
S
R) = (−A4) ∧ (−A1) ∧A5 ∧ (−A6),

where Ai corresponds to the ith circle in W (a)a counting from the left (see
the paragraph about diagrammatic notation in Section 3). Now we look how
ha(ε

S
R) behaves when we modify R.

Take R′ = {5, 8, 11, 12}, obtained from R by exchanging the end points
of the 5th arc. Then we get εSR′ = (−x5)(−x8)(−x11)x12 and

ha(ε
S
R′) = (−A4) ∧ (−A1) ∧ (−A6) ∧A5 = −ha(εSR).

For R′′ = {1, 5, 9, 11}, obtained by replacing 8 with 1, we compute εSR′′ =
x1(−x5)x9(−x11) and

ha(ε
S
R′′) = A1 ∧ (−A4) ∧A5 ∧ (−A6) = ha(ε

S
R).

Fortunately, by replacing 9 with 12 in R′′ we get an element that will cancel
with ha(ε

S
R′′). If we remove 11 or 9 from R and take 7 instead, then exchang-

ing 8 with 1 will also create two elements that cancel with each other. If we
take 2 or 3 instead of 7, then exchanging those points will also give 0. In
general, the number of free points in S which are not in R plus the number
of points in R that are not free, both between the end points of an arc, will
say if exchanging those end points changes the sign in the image of ha. We
can observe that for each choice of R there exists a possibility to exchange
two points in such a way that they cancel with each other in the image of ha.
At the end, we get ha(ε

S
r ) = 0.

For x ∈ S ⊂ E2n, we write

FS(x) :=

{
1 if x is free in S,

0 otherwise,

and, for R ⊂ S and (j, j′) an arc of S such that j ∈ R or j′ ∈ R, we define

pR,S((j, j′)) :=
∑
x∈S\R
j<x<j′

FS(x) +
∑
y∈R

j<y<j′

(1− FS(y)) mod 2

≡
∑
x∈S

j<x<j′

FS(x) +
∑
y∈R

j<y<j′

1 mod 2.

We say that a point x (resp. an arc (k, k′)) belongs to an arc (j, j′) if j <
x < j′ (resp. j < k < k′ < j′). Therefore, pR,S((j, j′)) counts the number
of free points of S belonging to the arc (j, j′) and which are not in R plus
the number of points of R also belonging to (j, j′) and which are not free.
Denote by ]j, j′[R the set of all subarcs of (j, j′) with an extremity in R. Also,
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write ]j, j[max
R for the set of all maximal subarcs of (j, j′) with an extremity

in R, that is, the subarcs not belonging to any other arcs from ]j, j′[R.

Example 4.8. Suppose we take S and R as in Example 4.7. Then we
obtain pR,S((1, 8)) ≡ 3 mod 2 and pR,S((9, 12)) ≡ 2 mod 2.

Lemma 4.9. If no arc of S ⊂ E2n belongs to any R ⊂ S, then for every
arc (j, j′) in S with j or j′ in R we have

pR,S((j, j′)) =
∑

(k,k′)∈]j,j′[maxR

(pR,S((k, k′)) + 1)

+
∑
x∈S\R

x/∈(k,k′),∀(k,k′)∈]j,j′[R

FS(x) mod 2,

with the last sum over all x ∈ S \R which are not in any subarcs of ]j, j′[R.

Proof. All points belonging to a maximal subarc (k, k′) from the left
sum belong to (j, j′). Moreover, k or k′ is a free point in R, and thus con-
tributes +1.

Lemma 4.10. Let R ⊂ S ⊂ E2n be subsets with |S| = n+k and n−k+1 ≤
|R| ≤ n. If no arc of S belongs to R, then there exists an arc (j, j′) of S
with j or j′ in R and such that pR,S((j, j′)) = 0 mod 2.

Proof. First, by Lemma 4.6 there is at least one arc of S with an ex-
tremity in R. We write L 6= ∅ for the set of all such arcs. Now, we suppose
for contradiction that pR,S = 1 mod 2 on all those arcs. By Lemma 4.9, for
all (j, j′) ∈ L we get

pR,S((j, j′)) =
∑
x∈S\R

x/∈(k,k′), ∀(k,k′)∈]j,j′[R

FS(x) mod 2,

with x not belonging to any subarc (k, k′) of (j, j′) such that k or k′ is in R.
Since by the contradiction hypothesis this sum must be 1 mod 2, there is
at least one such x which is free, and thus at least |L| free points in S \ R.
However, we know that there are at least n − k − |L| + 1 free points in R,
and by Lemma 4.3 there are at most n − k free points in S, which is a
contradiction.

Lemma 4.11. Let R ⊂ S ⊂ E2n be subsets and (j, j′) be an arc of S with
j ∈ R (resp. j′ ∈ R). Then

ha(ε
S
R) = (−1)(pR,S((j,j

′))+1)ha(ε
S
R′),

with R′ obtained by taking R where we replace j by j′ (resp. j′ by j), re-
specting the order of S.
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Proof. We use induction on the size of S ∩ ]j, j′[ and R. If S ∩ ]j, j′[ = ∅,
then clearly pR((j, j′)) = 0 mod 2 and we get the result since S(j′) = S(j)+1
and thus xSj = −xSj′ . To get the result in the general case, we check how the
sign of the exterior product changes when we add free points and arcs to S
and points to R. We leave the details to the reader.

Proposition 4.12. For all a ∈ Bn, k ∈ {1, . . . , n}, r ≥ n − k + 1 and
S ⊂ E2n such that |S| = n+ k, we have

ha(ε
S
r ) = 0.

Proof. This directly follows from Lemmas 4.5, 4.4, 4.10, and 4.11.

Corollary 4.13. The map h0 induces a homomorphism of graded (su-
per)algebras given by

h : OH (Bn,n,Z)→ OZ (OH n), xi 7→
∑
a∈Bn

ai.

Injectivity of h. We will need the following result.

Lemma 4.14. The algebra homomorphism

h : OH (Bn,n,Z)⊗Z Z/2Z→ OZ (OH n)⊗Z Z/2Z
induced by h is an isomorphism.

Proof. The assertion results from the commutativity of the diagram

OH (Bn,n,Z)⊗Z Z/2Z h //

'
��

OZ (OH n)⊗Z Z/2Z

'
��

H(Bn,n,Z)⊗Z Z/2Z ' // Z(Hn)⊗Z Z/2Z

which comes from the equivalence modulo 2 between the odd and the even
cases, upon observing that H(Bn,n,Z) is isomorphic to Z(Hn) by a mor-
phism similar to h; see [21, Section 5.3] for more details.

Proposition 4.15. The homomorphism h is injective.

Proof. From [24, Theorem 3.8] we know that OH (Bn,n,Z) is a free Z-
module. Hence the injectivity of h follows from the lemma above and the fact
that if a Z-linear map between two free Z-modules induces an isomorphism
over Z/2Z then it is injective.

Computing the rank of OZ (OH n). To show the existence of an iso-
morphism between Z(Hn) and H(Bn,n), Khovanov [21] constructed a man-

ifold S̃ using products of 2-spheres. We make a similar construction, but
using circles. The inspiration from Khovanov’s work should be clear. All co-
homology groups and rings in this section are supposed to be taken over Z.
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Definition 4.16. For an a ∈ Bn, let Ta ⊂ T 2n := S1 × 2n· · · × S1 be the
set of all points (x1, . . . , x2n) ∈ T 2n such that if i is linked to j by an arc
of a, then xi = xj . We also define

T̃ :=
⋃
a∈Bn

Ta ⊂ T 2n.

One can notice that Ta ' Tn as we equalize n pairs of coordinates. In
the same spirit, we have Tb ∩ Ta ' T |W (b)a|, with xk = xl whenever the kth
and the lth end points are in the same component of W (b)a. As a result,

T̃ is a collection of hypertori identified with each other on certain subtori.

It is well-known that the cohomology ring of an n-torus is the exterior
algebra generated by n elements of degree 1. If we forget the grading, then we
get an isomorphism a(OH n

C)a ' H(Ta) of superrings and an isomorphism

b(OH n
C)a 'ab H(Tb ∩ Ta) of abelian groups for all a, b ∈ Bn. Lifting the

(super)ring structure from H(Tb ∩ Ta), we get a (super)ring structure on

b(OH n
C)a and (super)ring morphisms

γa;b,a : a(OH n
C)a→ b(OH n

C)a, x 7→ b1ax,

γb;b,a : b(OH n
C)b→ b(OH n

C)a, x 7→ xb1a.

The inclusions Tb ∩ Ta ⊂ Ta and Tb ∩ Ta ⊂ Tb induce ring morphisms on
cohomology:

ψa;b,a : H(Ta)→ H(Tb ∩ Ta), ψb;b,a : H(Tb)→ H(Tb ∩ Ta).

Lemma 4.17. The morphisms defined above are such that the following
diagram of ring morphisms commutes:

H(Tb)
ψb;b,a

//

'
��

H(Tb ∩ Ta)

'
��

H(Ta)
ψa;b,a
oo

'
��

b(OH n
C)b

γb;b,a
// b(OH n

C)a a(OH n
C)a

γa;b,a
oo

Proof. Say H(Tb) '
∧∗{t1, . . . , tn}. Then the map ψb;a,b identifies tk

with tl whenever the kth and the lth end points of b are in the same com-
ponent of W (b)a. The map γb;b,a does exactly the same on the generators of
b(OH n

C)b as Cbba merges the corresponding components.

Definition 4.18. Let I and J be finite sets and Ai, Bj be rings for all
i ∈ I and j ∈ J . Moreover, let βi,j : Ai → Bj be ring morphisms for some
pairs (i, j) ∈ I × J with

β :=
∑

βi,j :
∏
i∈I

Ai →
∏
j∈J

Bj .

We define the equalizer Eq(β) of β as the subring of
∏
Ai such that for
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(ai)i∈I ∈ Eq(β) we have

βi,j(ai) = βk,j(ak)

whenever βi,j and βk,j are defined.

By Proposition 3.12, we get OZ (OH n) = Eq(γ) for γ :=
∑

a6=b γa;b,a
+ γb;b,a. Thus, if we define ψ :=

∑
a6=b ψa;b,a + ψb;b,a, then by Lemma 4.17,

we get a commutative diagram

(4.1)

H(T̃ )
κ // Eq(ψ) //

'

��

⊕
a∈Bn

H(Ta)
ψ
//

'
��

⊕
a6=b∈Bn

H(Tb ∩ Ta)

'

��

OZ (OH n)
' // Eq(γ) //

⊕
a∈Bn

a(OH n
C)a

γ
//
⊕

a6=b∈Bn
b(OH n

C)a

with κ coming from the factorization by Eq(ψ) of the map φ : H(T̃ ) →⊕
a∈Bn H(Ta) induced by the inclusions Ta ↪→ T̃ . This factorization exists

since imφ ⊂ Eq(ψ). Our goal now is to prove that κ is an epimorphism such

that rk(OZ (OH n)) ≤ rk(H(T̃ )).

Definition 4.19. We say that there is an arrow a → b for a, b ∈ Bn if
there exists a quadruplet 1 ≤ i < j < k < l ≤ 2n such that (i, j), (k, l) ∈ a
and (i, l), (j, k) ∈ b. Visually, we have

• • • •
i j k l −→ i j k l

• •• •

This leads to a partial order: a ≺ b if there exists a chain a → a1 → · · · →
ak → b. We extend (arbitrarily) this partial order to a total order < on Bn.

Lemma 4.20. For all a ∈ Bn, we have

T<a ∩ Ta =
⋃
b→a

(Tb ∩ Ta)

with T<a :=
⋃
b<a Tb.

Proof. We use similar arguments to those in [21, Lemma 3.4], replacing
S by T .

Lemma 4.21. There exists a cellular decomposition of Ta which restricts
to a decomposition of T<a∩Ta, which itself restricts to the decomposition of
Tb ∩ Ta for all b→ a. This decomposition is such that there are

(
n
k

)
cells of

dimension k in Ta.

Proof. We construct a similar decomposition to that in [21, Lemma 3.5].
We stress that now the cells are not in even degree only.
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Corollary 4.22. The morphism

H(T<a ∩ Ta)→
⊕
b<a

H(Tb ∩ Ta)

induced by the inclusions Tb ∩ Ta ⊂ T<a ∩ Ta is injective.

We remark that T≤a = T<a ∪ Ta, so there is a Mayer–Vietoris sequence

(4.2) . . . // Hm−1(Ta ∩ T<a)
δ

rr
Hm(Ta ∪ T<a) // Hm(Ta)⊕Hm(T<a) // Hm(Ta ∩ T<a)

δ

rr

Hm+1(Ta ∪ T<a) // . . . .

Proposition 4.23. The following sequence is exact:

H(T≤a)
φ
//
⊕
b≤a

H(Tb)
ψ−
//
⊕

b<c≤a
H(Tb ∩ Tc),

where φ is induced by the morphisms Tb ↪→ T≤a, and where we define

ψ− :=
∑
b<c≤a

(ψb,c − ψc,b)

with ψb,c = ψb;b,c : H(Tb)→ H(Tb∩Tc) induced by the inclusion Tb∩Tc ↪→ Tb.

Proof. We proceed by induction on a using Corollary 4.22 as in [21,
Proposition 3.8] with the only difference that we lose the left part 0 → in
our sequence.

Proposition 4.24. There is an epimorphism of superrings

k : H(T̃ )→ OZ (OH n).

Proof. We take a maximal in Proposition 4.23 giving an exact sequence

H(T̃ )
φ−→
⊕
b

H(Tb)
ψ−−−→

⊕
b<c

H(Tb ∩ Tc),

and we observe that by definition Eq(ψ) = kerψ− = imφ, so that κ :

H(T̃ )→ Eq(ψ) from diagram (4.1) is surjective.

Now we show that H(T̃ ) is a free abelian group with the same rank as
OH (Bn,n,Z). Thanks to [24, Corollary 3.9], we already know that

rk(OH (Bn,n,Z)) =

(
2n

n

)
.
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Lemma 4.25. For all k ≥ 0, the cohomology groups

Hk(Ta ∪ T<a), Hk(Ta), Hk(T<a), Hk(Ta ∩ T<a)

are free and their ranks satisfy

rk(Hk(Ta ∪ T<a)) = rk(Hk(Ta)) + rk(Hk(T<a))− rk(Hk(Ta ∩ T<a)).

Proof. We use induction on Bn. We consider the Mayer–Vietoris se-
quence (4.2) and we claim that the morphisms Hk(Ta) → Hk(Ta ∩ T<a)
are surjective, and thus the boundary operators δ are zero. Indeed, the de-
composition from Lemma 4.21 has the same number of k-cells as the rank
of Hk(Ta), so characteristic functions on them are independent generators
for the cohomology. Since the cell decomposition restricts to Ta ∩ T<a, the
cohomology groups Hk(Ta ∩ T<a) are free with ranks given by the cell de-
composition, and the morphisms are surjective. This gives an isomorphism

Hk(Ta ∩ T<a) '
Hk(Ta)⊕Hk(T<a)

Hk(Ta ∪ T<a)
.

If a is minimal, then the lemma is trivial. For the general case, we get the
result by induction since Hk(Ta), H

k(T<a) and Hk(Ta ∩ T<a) are free, and
so is Hk(Ta ∪ T<a).

Proposition 4.26. H(T̃ ) is a free abelian group of rank

rk(H(T̃ )) =

(
2n

n

)
.

Proof. We obtain a cellular partition of T̃ by first taking the cellular
decomposition of Ta0 from Lemma 4.21, with a0 ∈ Bn the minimal element,
and then by adding the cells Tam \ T<am for all am ∈ Bn following the total

order. We claim that the rank of H(T̃ ) is the number of cells of the partition.
Indeed, all cohomology groups are free and the relation from Lemma 4.25
gives the claim since rk(H(Tam)) − rk(H(Tam ∩ T<am)) counts exactly the
number of cells of Tam \ T<am . Finally, as in [21] (and as proved in [27,

Lemma 3.64]), the number of cells is
(
2n
n

)
.

Corollary 4.27. OZ (OH n) is a free abelian group and

rk(OZ (OH n)) = rk(OH (Bn,n,Z)).

Proof. By Proposition 4.15, we have

rk(OZ (OH n)) ≥ rk(OH (Bn,n,Z))

and by Propositions 4.24 and 4.26, and [24, Corollary 3.9], we get

rk(OZ (OH n)) ≤ rk(H(T̃ )) =

(
2n

n

)
= rk(OH (Bn,n,Z)).
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Proof of Theorem 4.1. In order to prove Theorem 4.1, we construct a
surjective homomorphism π : OH (Bn,n,Z)→ H(T̃ ) such that the following
diagram commutes:

OH (Bn,n,Z)
h //

π
&&

OZ (OH n)

H(T̃ )

k

99

Following [21, Section 4], let ı∗ : H(T 2n)→ H(T̃ ) be the homomorphism

induced by the inclusion T̃ ⊂ T 2n.

Lemma 4.28. The map ı∗ : H(T 2n) � H(T̃ ) is an epimorphism.

Proof. The map induced on homology H1(T̃ ) ↪→ H1(T
2n) is split injec-

tive, and both groups are free. Indeed the cellular decomposition of T̃ has
all 1-dimensional cells given by linearly independent diagonals in T 2n, which
can be completed to a basis for H1(T

2n). Hence, by the universal coefficient

theorem the map induced on cohomology H1(T 2n) � H1(T̃ ) is surjective.

The same applies for all Hk(T 2n) → Hk(T̃ ), with linearly independent hy-
perplanes of dimension k. Indeed, cells of Ta \T<a are given by hyperplanes
with at least one generating vector linearly independent of the cells of T<a.

We write Xi ∈ H(T̃ ) for the image by ı∗ of the generating element
in the cohomology of T 2n given by the characteristic function on the ith
component. In other words, if pi is the projection T 2n → S1 onto the ith
component, then Xi = i∗ ◦ p∗i (X), where H(S1) =

∧∗{X}.
Then we define a ring homomorphism π0 :OPol2n→H(T̃ ) by π0(xi)=Xi.

Clearly we have an isomorphism H(T 2n) ∼=
∧∗{p∗1(X), . . . , p∗2n(X)}, and so

π0 is surjective by the lemma above.

Lemma 4.29. The map k : H(T̃ )→ OZ (OH n) is an isomorphism.

Proof. It is an epimorphism between free abelian groups of the same
rank.

From this, we deduce the homomorphism j∗ : H(T̃ )→
⊕

a∈Bn H(Ta) ∼=⊕
a∈Bn a(OH n

C)a, induced by the inclusions Ta ⊂ T̃ , is an injection. More-
over, by construction of π0, the following diagram commutes:

OPol2n
h0 //

π0 $$

⊕
a∈Bn a(OH n

C)a

H(T̃ )

j∗

77

Lemma 4.30. We have π0(OC n) = 0.
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Proof. By the commutativity of the diagram above, we get j∗ ◦π0(OC n)
= h0(OC n), which is zero by Proposition 4.12. This concludes the proof
since j∗ is injective.

Therefore, there is an induced map π : OH (Bn,n,Z) → H(T̃ ) given by
π(xi) = Xi. Since π0 is surjective, so is π.

Proof of Theorem 4.1. By construction, h = k◦π. Since k and π are both
surjective, h is surjective as well. By Proposition 4.15, it is also injective and
thus an isomorphism.

5. Turning OH n
C into an associative algebra. In this section, we

show that we can twist the multiplication of OH n
C , turning it into an asso-

ciative Z[i]-algebra. To do so, we begin by proving that OH n
C is a quasialge-

bra in the sense of Albuquerque–Majid [1], graded by a groupoid as in [29].
Finally, we give some classification results for such algebras.

5.1. The Putyra–Shumakovitch associator. The material in this
subsection is due to Putyra and Shumakovitch [31] (1).

Grading by a groupoid. A groupoid is a small category with every
morphism admitting an inverse. We say that a ring R is graded by a groupoid
G if

R =
⊕

g∈Hom(G)

Rg, and Rg1Rg2 ⊂ Rg1◦g2

whenever g1 and g2 are composable, and Rg1Rg2 = 0 otherwise.

Arc grading. Let Gn be the groupoid with objects given by the el-
ements of Bn and with a unique morphism a → b for all a, b ∈ Bn. By
uniqueness of the morphisms, the composition is such that a → b → c is
equal to a → c. We can view the morphism a → b as the diagram W (b)a
with the composition defined for all a, b, c ∈ Bn by W (c)b◦W (b)a = W (c)a.
It is clear that Gn is a groupoid as every morphism a → b has an inverse
b→ a and a→ a is the identity.

Example 5.1. We can put Gn in the form of a diagram. For example,
G2 can be pictured as

• • • •• • • • ""
• • • •

• •• •• • • •

**

• •• •

• • • •• •• •

jj

• •• •• •• •bb

(1) And we would like to thank Krzysztof Putyra for explaining it to us.
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The decomposition

OH n =
⊕

a,b∈Bn
b(OH n)a =

⊕
W (b)a∈Hom(Gn)

b(OH n)a

gives a grading of OH n
C by Gn. The integer degree, coming from the grading

of
∧∗V (S), will be called the quantum degree and written | · |q. The degree

coming from the grading of Gn will be called the arc degree and denoted
| · |B. We get a bigrading, written | · |, by the groupoid Gn × Z, with Z
being the abelian group Z viewed as a category with one abstract object ?,
morphisms given by the integers and composition obtained by taking the
sum, i.e.

?
z1−→ ?

z2−→ ? = ?
z1+z2−−−−→ ?.

Notice that Hom(Gn ×Z) ' Hom(Gn)× Z.
As a matter of fact, OH n

C is graded by a subgroupoid with arrows given
by diagrams W (b)a and a quantum degree in 2Z or 2Z + 1 depending on
whether |W (b)a| ≡ n mod 2 or not.

Definition 5.2. We denote by Gn×Z2 the groupoid given by the same
objects as Gn ×Z, but with hom-spaces defined as

hom((a, ?), (b, ?)) =

{
(W (b)a, k)

∣∣∣∣ k ∈ 2Z if |W (b)a| ≡ n mod 2,

k ∈ 2Z + 1 otherwise.

}
.

Quasialgebras. Recall that we proved in Proposition 3.2 that OH n
C is

not an associative algebra. We claim that it is almost one: it is a quasialgebra
in the sense of [1] but graded by a groupoid as in [29]. Before defining
quasialgebras, recall that the nerve of a category C is the simplicial set
generated by its morphisms. We denote it by N(C), and Nk(C) is the set of
compositions of k morphisms in C.

Definition 5.3. A quasialgebraA is a (non-associative)R-algebra graded
by a groupoid G with a 3-cocycle

φ : N3(G)→ R∗,

where R∗ ⊂ R are the invertible elements, such that

(5.1) (xy)z = φ(|x|, |y|, |z|)x(yz)

for all x, y, z ∈ A (homogeneous with compatible degrees). We call φ the
associator of A.

Remark 5.4. The condition of φ being a 3-cocycle means

φ(h, k, l)φ(g, hk, l)φ(g, h, k) = φ(gh, k, l)φ(g, h, kl)

for all sequences e
g←− d

h←− c
k←− b

l←− a ∈ G. We also require φ(h, idb, l) = 1
whenever idb is an identity morphism. Hence the following diagram com-
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mutes:

(5.2)

((A⊗A)⊗A)⊗A φ⊗id
//

φ
��

(A⊗ (A⊗A))⊗A

φ
��

(A⊗A)⊗ (A⊗A)

φ **

A⊗ ((A⊗A)⊗A)

id⊗φtt

A⊗ (A⊗ (A⊗A))

Notice that if we have a non-associative R-algebra A graded by a groupoid
G and if a φ : N3(G) → R∗ respecting (5.1) exists, then its definition on
degA := {deg(x) ∈ Hom(G) | x ∈ A} is forced by (5.1). Moreover, it
will be a 3-cocycle on this subgroupoid since (5.2) must commute for the
multiplication in A to be well-defined.

We can view Z∗ = {±1} as the group Z/2Z by the isomorphism x ∈
Z/2Z 7→ (−1)x. Because of that, we will write the associator of OH n

C as a
map with codomain Z/2Z.

Lemma 5.5. There exists a unique map

ϕch
C : N3(Gn)→ Z/2Z

such that for all a, b, c, d ∈ Bn we have

OF (Cdba ◦Cdcb IdW (b)a) = (−1)ϕ
ch
C (W (d)c,W (c)b,W (b)a)OF (Cdca ◦ IdW (d)cCcba).

Proof. The two cobordisms Cdba ◦ Cdcb IdW (b)a and Cdca ◦ IdW (d)cCcba
have the same Euler characteristic and the same source and target, and thus
are homeomorphic. This means they are related by changes of chronology
and orientations, which induce only potential changes of sign.

Lemma 5.6. For all choices C ∈ Cn, the cobordism Ccba is composed of
the same number of splits.

Proof. This is immediate as all Ccba have the same Euler characteristic.

We define

ϕcom : N3(Gn ×Z) ⊂ (Hom(Gn)× Z)3 → Z/4Z
by

((W (d)c, k), (W (c)b, l), (W (b)a,m))

7→ (k − n+ |W (d)c|)s(W (c)b,W (b)a) mod 4,

where s(W (c)b,W (b)a) is the number of splits coming from the cobordism
Ccba, which does not depend on C by Lemma 5.6. If we take x, y, z ∈ OH n

C ,
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then

(5.3) ϕcom(|x|, |y|, |z|) = 2p(x)s(|y|B, |z|B).

In this spirit, we extend the definition of parity to any (W (d)c, k) ∈
Hom(Gn×Z) by setting p((W (d)c, k)) :=(k−n+|W (d)c|)/2∈{0, 1/2, 1, 3/2}.
Note that the parity gives an integer for every element in the subgroupoid
Gn ×Z2 from Definition 5.2.

Lemma 5.7. The map

ϕC := ϕch
C + ϕcom/2 : N3(Gn ×Z2)→ Z/2Z

is such that

(xy)z = (−1)ϕC(|x|,|y|,|z|)x(yz)

for all x, y, z ∈ OH n
C .

Proof. Suppose x ∈ d(OH n
C)c, y ∈ c(OH n

C)b and z ∈ b(OH n
C)a. We

compute

xy = S(d, c, b) ∧ x ∧ y,
(xy)z = S(d, b, a) ∧ S(d, c, b) ∧ x ∧ y ∧ z,

yz = S(c, b, a) ∧ y ∧ z,
x(yz) = S(d, c, a) ∧ x ∧ S(c, b, a) ∧ y ∧ z,

where S(d, c, b) are the terms coming from the splits of the cobordism Cdcb.
Note that we abuse notation by identifying x, y with their images in
d(OH n

C)b in the first line, and so on.
This computation means that the non-associativity comes from two phe-

nomena:

• The commutation between the elements coming from the splits of the
product yz and the left term x, that is,

S(d, c, a) ∧ x ∧ S(c, b, a) ∧ y ∧ z
= (−1)p(x)p(S(c,b,a))S(d, c, a) ∧ S(c, b, a) ∧ x ∧ y ∧ z.

By (5.3), we have

p(x)p(S(c, b, a)) = p(x)s(W (c)b,W (b)a) = ϕcom(|x|, |y|, |z|)/2.
• The change of chronology and orientations between the cobordisms Cdba ◦
Cdcb IdW (b)a and Cdca ◦ IdW (d)cCcba, meaning that

S(d, b, a) ∧ S(d, c, b) = (−1)ϕ
ch
C (|x|B ,|y|B ,|z|B)S(d, c, a) ∧ S(c, b, a)

by Lemma 5.5.

To conclude, we have

(xy)z = (−1)ϕ
ch
C (|x|B ,|y|B ,|z|B)+ϕcom(|x|,|y|,|z|)/2x(yz).
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Lemma 5.8. The map ϕC is a 3-cocycle. More generally, the map

ψC := 2ϕch
C + ϕcom : N3(Gn ×Z)→ Z/4Z

is a 3-cocycle.

Proof. We mainly use Remark 5.4. Take a, b, c, d, e ∈ Bn. Substituting

e1d, d1c, c1b and b1a in (5.2), we get

(5.4) chedcb + chedba + chdcba = sedcscba + checba + chedca

where scba = s(W (c)b,W (b)a), chdcba = φchC (W (d)c,W (c)b,W (b)a), and so

on. Now suppose we have a sequence (e, ?)
g←− (d, ?)

h←− (c, ?)
k←− (b, ?)

l←−
(a, ?) ∈ Gn ×Z. We compute

ψC(h, k, l) + ψC(g, hk, l) + ψC(g, h, k)

= 2(p(h)scba + chdcba + p(g)sdba + chedba + p(g)sdcb + chedcb),

and

ψC(gh, k, l) + ψC(g, h, kl) = 2
(
p(gh)scba + checba + p(g)sdca + chedca

)
.

It is easy to see that p(gh) = p(g) + p(h) + sedc and

sdba + sdcb = scba + sdca = #splits W (d)cW (c)bW (b)a→W (d)a,

so that by (5.4) we get

ψC(h, k, l) + ψC(g, hk, l) + ψC(g, h, k) = ψC(gh, k, l) + ψC(g, h, kl),

which concludes the proof for ψC . We get the claim for ϕC by seeing that
ϕC = ψC |G×Z2/2.

Theorem 5.9. The non-associative ring OH n
C is a quasialgebra with

associator ϕC .

Proof. This is an immediate consequence of Lemmas 5.7 and 5.8.

We call ϕC the Putyra–Shumakovitch associator.

5.2. Twisting OH n
C

Twisted multiplication. The idea of twisting a G-graded R-algebra
A by a map τ : N2(G)→ R∗ is to define a new algebra Aτ to have the same
elements as A, but with a multiplication given by

Aτ ⊗R Aτ → Aτ , (x, y) 7→ x ∗τ y := τ(|x|, |y|)xy,
for all x, y ∈ Aτ , where xy is the product in A.

Proposition 5.10. Let A be a quasialgebra graded by G with associ-
ator φ. If φ is a coboundary, then there exists a twist τ such that Aτ is
associative.
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Proof. By definition of coboundary, there exists a map τ : N2(G)→ R∗

such that

(5.5) φ(g, h, k) = τ(g, h)τ(g, hk)−1τ(gh, k)τ(h, k)−1

for all sequences d
g←− c h←− b k←− a ∈ G. Let Aτ be the twisting of A by this τ .

Then

(x ∗τ y) ∗τ z = τ(|x|, |y|)τ(|xy|, |z|)(xy)z,

x ∗τ (y ∗τ z) = τ(|x|, |yz|)τ(|y|, |z|)x(yz),

for all x, y, z ∈ Aτ , and thus, by (5.1) and (5.5), we conclude that Aτ is
associative.

The geometric realization of the nerve of a category C, denoted |N(C)|, is
a topological space constructed by gluing simplices respecting the simplicial
structure of the nerve.

Lemma 5.11. The geometric realization of N(Gn) is a simplex of dimen-
sion Cn − 1, with Cn the nth Catalan number:

|N(Gn)| ' ∆(Cn−1).

Proof. The proof is immediate from the fact that Bn has cardinality Cn,
and that Gn has a unique morphism between each pair of objects.

Lemma 5.12. The cohomology groups of Gn ×Z are

H0(N(Gn ×Z),Z/4Z) ' Z/4Z,
H1(N(Gn ×Z),Z/4Z) ' Z/4Z,
H≥2(N(Gn ×Z),Z/4Z) ' 0.

Proof. First, by Lemma 5.11, we find that |N(Gn × Z)| ' ∆m × S1 for
m = Cn − 1. By the Künneth formula, we get

Hk(N(Gn ×Z),Z/4Z) '
⊕
i+j=k

H i(∆m,Z/4Z)⊗Z/4Z H
j(S1,Z/4Z),

which proves the claim.

Some technicalities still remain to be solved, before we can apply Propo-
sition 5.10 to OH n

C : we do not know the cohomology of Gn × Z2, and
thus we are not able to show that the Putyra–Shumakovitch associator is
a coboundary. Therefore, we work with ψC , which has an image in Z/4Z
and gives square roots of −1. Hence, we must consider the extended version
OH n

C ⊗Z Z[i] to the Gaussian integers, with Z[i]∗ = {1, i,−1,−i} ' Z/4Z.
By Lemmas 5.7 and 5.8, OH n

C ⊗Z Z[i] is a quasialgebra graded by Gn × Z
with ψC as associator.

Theorem 5.13. For all C ∈ Cn there exists a map τC : N2(G2 × Z) →
Z/4Z such that the twisted algebra (OH n

C ⊗Z Z[i])τC is associative.
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Proof. By Lemma 5.12, we have H3(N(Gn×Z),Z/4Z) ' 0, and thus ev-
ery 3-cocycle is a coboundary. In particular, the associator ψC is a cobound-
ary and we can apply Proposition 5.10.

Remark 5.14. The twist is not necessarily unique and thus we poten-
tially get a family of associative algebras for each C ∈ Cn.

Example 5.15. We construct an explicit
(
OH 2

C

)
τC

based on the choice

C from Remark 3.1. We twist this algebra by setting

τC(( , k), ( , `)) = ik, τC(( , k), ( , `)) = ik−1,

for k, ` ∈ Z, and τC = 1 everywhere else. In short, we get the multiplication
table

(
OH 2

C

)
τC

0 0 − 0

− 0 0 − 0

0 0 0 0 0

0 − −

0 0 0 0

for a, and the one for b stays the same. An exhaustive computation (which
can easily be done by computer) confirms that dτC gives the associator in
this case.

Remark 5.16. For this example, the twisting in OH n
C results in integer

coefficients, which is not surprising since the geometric realization of G2×Z2

has dimension 2, and thus there exists a twist for the associator ϕC in this
case. In general, this is not true and we lose the property that the algebra
agrees modulo 2 with Hn ⊗Z Z[i].

5.3. Classification results. For now, we have a family {OH n
C} of

quasialgebras indexed by Cn and a family of associative algebras indexed
by Cn and the twists. In this section, we partially classify these families.

Proposition 5.17. Let C,C ′ be two choices in Cn and ϕC , ϕC′ be the
respective associators of OH n

C and OH n
C′. If ϕC = ϕC′, then the two quasial-

gebras are isomorphic, OH n
C ' OH n

C′.
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Proof. Since Ccba and C ′cba are related by a change of chronology and
orientations, there is a map ηC,C′ : N2(Gn)→ Z/2Z such that

OF (Ccba) = (−1)ηC,C′ (W (c)b,W (b)a)OF (C ′cba)

for all a, b, c ∈ Bn. Writing ∗C for the product in OH n
C and ∗C′ for the one in

OH n
C′ , this means that x∗C y = (−1)ηC,C′ (|x|B ,|y|B)x∗C′ y for all x, y ∈ OH n.

We compute

OF (Cdba ◦ Cdcb IdW (b)a)

= (−1)ηC,C′ (W (d)b,W (b)a)+ηC,C′ (W (d)c,W (c)b)OF (C ′dba ◦ C ′dcb IdW (b)a),

OF (Cdca ◦ IdW (d)cCcba)

= (−1)ηC,C′ (W (d)c,W (c)a)+ηC,C′ (W (c)b,W (b)a)OF (C ′dca ◦ IdW (d)cC
′
cba),

so that by definition of the associators, we get

(5.6) dηC,C′ = ϕch
C′ − ϕch

C ,

and thus, as ϕch
C = ϕch

C′ by hypothesis, ηC,C′ is a 2-cocycle. By Lemma 5.11,
we know that H2(N(Gn),Z/2Z) ' 0, and so ηC,C′ is a coboundary. Hence,
ηC,C′ = dλC,C′ for some λC,C′ : N1(Gn) → Z/2Z. This means that the
morphism

x 7→ λC,C′(|x|B)x : OH n
C → OH n

C′

is an isomorphism of quasialgebras.

For the associative twisted algebra, the case is much simpler and all
algebras are isomorphic. This means that the choice of C and of the twist
τC does not matter in the end.

Proposition 5.18. For all choices C,C ′ ∈ Cn and all choices of twists
τC , τC′, there is an isomorphism (OH n

C ⊗Z Z[i])τC ' (OH n
C′ ⊗Z Z[i])τC′ .

Proof. For all x, y ∈ OH n, we have

x ∗τC y = iτC(|x|,|y|)+2ηC,C′ (|x|B ,|y|B)−τC′ (|x|,|y|)x ∗τC′ y,
where ∗τC is the product in (OH n

C ⊗Z Z[i])τC , and we write

θC,C′ := τC + 2ηC,C′ − τC′ : N2(Gn ×Z)→ Z/4Z.

We compute dθC,C′ = ψC + 2dηC,C′ − ψC′
(5.6)
= 0, and by using similar argu-

ments to those in the proof of Proposition 5.17, we conclude that the two
algebras are isomorphic.

Corollary 5.19. The associative twisted algebra is uniquely determined
up to isomorphism. We denote it OH n

τ .

Remark 5.20. Finding a twist is not an easy task, which can entail
some serious difficulties for the construction of OH n

τ .
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Proposition 5.21. The following three arc algebras are not isomorphic:

Hn ⊗ Z[i] 6' OH n
τ 6' OH n

C ⊗ Z[i].

Proof. The first two are associative algebras as opposed to the last one.
Let us begin with the case n = 2. We know that the center of H2 has graded
rank 1 + 3q2 + 2q4. Howewer, by a similar argument to Proposition 3.11, we
have

Z(OH 2
τ ) ⊂ a(OH 2)a⊕ b(OH 2)b.

But OH 2
τ behaves like an exterior algebra on this subset, implying that

elements anticommute and thus the graded rank of the center is 0 in degree 2.
Therefore, H2 and OH 2

τ have non-isomorphic centers and thus cannot be
isomorphic as algebras.

This can be extended to all n ≥ 2. Suppose x, y ∈ a(OH n
τ )a with |x|q =

|y|q = 1. Their products are given by

(x, y) 7→ τ(|x|, |y|)x ∧ y, (y, x) 7→ τ(|y|, |x|)y ∧ x,
since OF (Caaa) is the product in the exterior algebra

∧∗V (W (a)a). However,
|x| = |y|, implying τ(|x|, |y|) = τ(|y|, |x|) and thus xy = −yx.

Proposition 5.22. The odd center of OH 2
τ is not isomorphic to the

algebra OH (B2,2,Z[i]).

Proof. It is not hard to compute that the odd center of OH 2
τ satisfies

OZ(OH 2
τ )

=
〈

+ , − , − , ,
〉
,

and thus has graded rank 1+2q2 +2q4. However, OH (B2,2,Z[i]) has graded
rank 1 + 3q2 + 2q4.

Despite this result, it is easy to show that OH n
τ contains a subalgebra iso-

morphic to OH (Bn,n,Z[i]), by constructing an injective map, say h̃, similar
to h0 from Section 4. As

⊕
a a(OH n

τ )a is isomorphic to an exterior algebra,

h̃ will be well-defined. Moreover, the different arc algebras being isomorphic
modulo 2, it is injective for the same reason as in Proposition 4.15.

6. Perspectives. One natural application of the work in this paper
could be the construction of odd Khovanov homology for tangles (Putyra–
Shumakovitch’s work in progress using the structure of quasialgebras [31]).
The fact that the twist τ is not explicit may cause several technical difficul-
ties in defining (and working with) (OH n

τ ,OH n
τ )-bimodules.

Another possibility consists in working with quasibimodules, that is, bi-
modules with the associativity axiom given by an associator, as in [29]. With
such a theory at hand, it seems plausible that the braid group action on the
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category of complexes of (OH n
C ,OH n

C)-quasibimodules up to homotopy de-
scends to an action of the (−1)-Hecke algebra from [24, Section 4] on its
(odd) center, paralleling the even case (see [20, Section 5.3]).

The twisted odd arc algebra OH n
τ was defined over the Gaussian inte-

gers for technical reasons. One question that we leave open is whether it is
possible to twist OH n

C over the integers.
The construction in this paper shares several features with Ehrig–Strop-

pel’s [14] Khovanov arc algebra of type D. It would be interesting to find a
connection between these two arc algebras.

In [7], an action of the 2-Kac–Moody algebra of Rouquier [32] (and there-
fore of Khovanov–Lauda’s [22]) on Khovanov’s arc algebras was constructed.
The results of Rouquier [32] on strong categorical actions, together with the
fact that our associative arc algebra is not isomorphic to Khovanov’s, imply
that the 2-Kac–Moody algebra does not act on it. It seems plausible that
the odd arc algebra admits an action of an algebra akin to Brundan and
Kleshchev’s [4] Hecke–Clifford superalgebra, which could be seen as a super
counterpart of the cyclotomic KLR algebra.

Another challenging problem we mention is to find the representation-
theoretic context (category O) for the odd arc algebras. The analogy with
[14] and [15], taken together with [18] and the results in [17, Section 5.1],
might suggest a connection with category O for Lie superalgebras.
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