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Abstract—The question of knowing whether the Policy Iteration algorithm (PI) for solving stationary Markov Decision Processes (MDPs) has exponential or (strongly) polynomial complexity has attracted much attention in the last 25 years. Recently, a family of examples on which PI requires an exponential number of iterations to converge was proposed for the total-reward and the average-reward criteria. On the other hand, it was shown that PI runs in strongly polynomial time on discounted-reward MDPs, yet only when the discount factor is fixed beforehand.

In this work, we show that PI needs an exponential number of steps to converge on discounted-reward MDPs with a general discount factor.

I. INTRODUCTION

Markov Decision Processes (MDPs) are a popular and efficient tool to solve sequential decision problems under uncertainty. They are widely used to model stochastic optimization problems that appear in various engineering and industrial applications such as PageRank Optimization [5], [8], [13], Smart Grids [18] or Epidemics Management [4] for instance. See [19] for a survey of numerous applications in which MDP models play an essential role.

More specifically, an MDP describes the random process of an agent that evolves on a finite set of states. One of the states is chosen to be the initial state. At every time step, the controller of the process needs to choose one among the several actions available in the current state. The chosen action determines a transition probability distribution for the next state to reach as well as an immediate reward (or cost).

The goal of the controller is to choose the right actions in each state in order to maximize the rewards collected by the agent over time according to some ad hoc optimization criterion. We call such a choice of actions a policy, the one maximizing the optimization criterion being the optimal policy.

In this work, we only consider infinite-horizon MDPs in which the agent is assumed to follow the process for an infinite number of steps. Furthermore, we consider two of the most important optimization criteria in practice, namely the total-reward and the discounted-reward criteria. In total-reward MDPs, rewards are summed up during the whole process. In that case, a necessary condition for the problem to be well defined is to have a reward-free absorbing state (or set of states), which we call the target state. Then, the goal of the controller is to reach that target state while maximizing the expected sum of rewards until there. In discounted-reward MDPs, the reward of an action at time $t$ is multiplied by some factor $\lambda^t$, where $0 < \lambda < 1$ is the discount factor. This factor can be seen either as a deflation rate or as the probability for the process to stop at each time step. For an advanced study of MDPs and optimality criteria, see for example [16].

Markov Decision Processes can be solved in weakly polynomial time using Linear Programming (LP) [16]. However, a much more efficient way of solving these problems in practice is to use an appropriate iterative algorithm. Among them, (greedy) Policy Iteration (PI) is one of the most studied. It usually converges in a few iterations and is guaranteed to find the optimal solution in finite time. It can be viewed as a Simplex algorithm in which several pivoting steps are performed simultaneously. Unfortunately, the algorithmic complexity of PI is not well understood. Despite its practical efficiency, examples in which PI requires an exponential number of iterations to converge exist in a number of cases of practical importance.

There is a significant research effort for understanding the complexity of PI. For general MDPs, the best upper bound $O(k^n/n)$ is due to Mansour and Singh [14], where $n$ and $k$ are respectively the number of states and the maximum number of actions per state. For total- and average-reward MDPs, the largest known lower bound is also exponential and has recently been found by Fearnley through a carefully built family of examples [6], based on a construction for parity games that was proposed by Friedmann [9]. This was a breakthrough after more than 25 years of research on the question of the complexity of PI [11], [15]. The story seems different though for discounted-reward MDPs for which a strongly polynomial upper bound has recently been found by Ye [20], yet only for a fixed discount factor; PI is shown to run in at most $\frac{n^2(k-1)}{1-\lambda} \cdot \log \left( \frac{n^2}{1-\lambda} \right)$ iterations in that case. This bound was later improved by a factor $n$ by Hansen et al. [11] and adapted to two-player turn-based zero-sum games, a natural two-player extension of MDPs for which PI also applies. Thereby, they provided the first (strongly) polynomial time algorithm for this latter class of problems.

In this work, we show that if we do not assume a constant discount factor, then PI runs in exponential time.
This question was mentioned as an open problem by both Ye [20] and Fearnley [7]. Our proof uses perturbation analysis to provide an adequate value of the discount factor such that adding discount to Fearnley’s family of examples does not change the choices made by PI. Hence, it takes the same number of steps with or without discount and therefore, it requires an exponential number of steps to converge in both cases. Our result combined with the ones of Ye [20] and Fearnley [6] completes the characterization of the worst-case complexity of PI for MDPs: it is strongly polynomial for discounted-reward MDPs with a fixed discount rate but exponential for total-reward, average-reward and discounted-reward MDPs in general.

It has to be mentioned that Andersson and Miltersen have already used the kind of tools to show that discounted and undiscounted games are polynomial-time equivalent [1]. However, in their work, they do not focus on a particular algorithm—like PI—but rather on the general complexity of these problems. Hence, their result only has a small impact on MDPs, since those are already known to be solved in (weakly) polynomial-time when using linear programming methods, which is not the case for games.

The paper is organized as follows. In Section II, we properly define MDPs and some related concepts and we formulate the greedy Policy Iteration algorithm. We also give a number of preliminary results. In Section III, we state Fearnley’s family of examples and analyze some of its properties. Section IV lays the foundations for our main result by analyzing how the optimal solution of an MDP is modified when perturbing the problem instance. Section V applies the analysis of Section IV to discounted-reward MDPs and presents our main result.

II. DEFINITIONS AND PRELIMINARIES

In this section, we properly define Markov Decision Processes and the Policy Iteration algorithm and we summarize the main features of the total-reward example on which Policy Iteration needs an exponential number of steps to converge.

A. Total-reward Markov Decision Processes

An instance of a total-reward Markov Decision Process is a tuple \( \mathcal{M} = (S, \mathcal{U}, \mathcal{P}, R) \) where

- \( S = \{1, \ldots, n, \tau\} \) is the finite set of states (\( \tau \) is a reward-free absorbing state);
- \( \mathcal{U} \) is the finite set of all actions, and \( \mathcal{U}_s \) is the set of actions available to the agent in state \( s \);
- \( \mathcal{P} = \{ P_{s,s'}^{u} | s, s' \in S, u \in \mathcal{U}_s \} \) is the set of transition probabilities that represents uncertainty. For any action \( u \in \mathcal{U}_s \) available in \( s \), \( P_{s,s'}^{u} \) is the probability of going from state \( s \) to state \( s' \) when the action \( u \) is chosen;
- \( \mathcal{R} = \{ r_{s}^{u} | s \in S, u \in \mathcal{U}_s \} \) is the set of rewards collected by the agent at any state \( s \) when using action \( u \in \mathcal{U}_s \).

We define a deterministic stationary policy (or strategy) \( \pi : S \to \mathcal{U} \) as the deterministic choice of one action in each state. In this context, let \( \mathcal{P}^\pi \) be the (row-stochastic) transition probability matrix obtained using action \( \pi(s) \) in each state \( s \in S \) and let the substochastic matrix \( P^\pi \) be the same matrix as \( \mathcal{P}^\pi \) but without the row and column corresponding to state \( \tau \). Similarly, let \( r^\pi \) be the reward vector obtained when using policy \( \pi \) and let \( r^\pi \) be the same vector as \( r^\pi \) without the entry corresponding to state \( \tau \).

We also define the value \( x^\pi_s \) of a policy \( \pi \) at state \( s \) as the expected total reward collected by the agent during its infinite walk starting in \( s \) and following policy \( \pi \) thereafter. Again, \( x^\pi \) is the vector containing entries \( x^\pi_s \) for all \( s \in S \) and \( x^\pi \) is the same vector as \( r^\pi \) but without its \( \tau^{th} \) entry. The vector \( x^\pi \) is the solution of the following linear system:

\[
(I - P^\pi) x^\pi = r^\pi, \tag{1}
\]

where \( I \) designates the identity matrix. The controller’s goal is to find the optimal policy \( \pi^* \) such that \( x^\pi_s \geq x^\pi_s \) for every state \( s \) and every policy \( \pi \). It can be shown that such a policy always exists [16, Theorem 7.1.9].

B. Policy Iteration

The Policy Iteration algorithm (PI) jumps from one policy to another until it converges to a global optimum. Every step is made through a comparison between policies, therefore we say that

- policy \( \pi \) weakly dominates \( \pi' \) (\( \pi \geq \pi' \)) if \( x^\pi_s \geq x^{\pi'}_s \) for every state \( s \);
- \( \pi \) (strongly) dominates \( \pi' \) (\( \pi > \pi' \)) if the previous inequality is strict for at least one state;
- \( \pi \) and \( \pi' \) are equivalent (\( \pi \approx \pi' \)) if \( x^\pi_s = x^{\pi'}_s \) for every state \( s \).

We can also compare policies with respect to some fixed policy, say \( \pi \). Therefore, for every state \( s \), following Fearnley [6], we define the appeal of an action \( u \in \mathcal{U}_s \) with respect to \( \pi \) as:

\[
a^\pi_{s \rightarrow u} = r^\pi + \sum_{s' \in S} P^\pi_{s,s'} x^{\pi'}_{s'} \tag{2}
\]

where \( x^\pi \) is solution of (1). At some state \( s \), an action \( u \in \mathcal{U}_s \) is said to be appealing with respect to \( \pi \) if \( a^\pi_{s \rightarrow u} > a^\pi_{s \rightarrow u} \). A formulation of the greedy version of Policy Iteration is given in Algorithm 1.

| letterpaper 1 GREEDY POLICY ITERATION |
| Require: An arbitrary policy \( \pi_0 \), \( k = 0 \). |
| Ensure: The optimal policy \( \pi^* \). |
| 1: while \( \pi_k \neq \pi_{k-1} \) do |
| 2: Evaluation step: compute \( x^{\pi_k} \). |
| 3: Greedy Improvement step: |
| \( \pi_{k+1}(s) = \text{argmax}_{u} a^\pi_{s \rightarrow u} \) for all states \( s \in S \). |
| 4: \( k \leftarrow k + 1 \). |
| 5: end while |
| 6: return \( \pi_k \). |

The two following well known theorems are the main arguments behind the finite time convergence guarantees of PI. (Proofs can be found, e.g., in [2].)
Theorem 1: Let \( \pi \) and \( \pi' \) be two policies such that \( a_{s \to \pi'(s)}^\pi \geq x_{s}^\pi \) for every state \( s \) and such that this inequality is strict for some states. Then \( \pi' \succ \pi \).

Theorem 2: For any sub-optimal \( \pi \), \( \exists (s, u), u \in U_s \) such that \( a_{s \to u}^\pi > x_{s}^\pi \).

Theorem 1 essentially says that replacing any actions by more appealing ones strictly improves a policy, hence PI never considers the same policy twice. Theorem 2 says that if, for some policy, no appealing action exists, then this policy is optimal. Therefore, since there are only a finite number of policies, PI converges to a global optimum in a finite number of steps. However, Theorems 1 and 2 do not guarantee convergence in polynomial time.

III. EXPONENTIAL COMPLEXITY EXAMPLE FOR POLICY ITERATION

In [6], Fearnley provides a family of examples for a total-reward MDP with \( n \) states on which PI requires an exponential number of steps to converge. For that purpose, he implements a binary counter.

Example 1 (Fearnley, [6]): Let \( M_{\text{exp}} \) be the MDP instance with \( n \) states proposed in [6]. There exists an initial policy \( \pi_0 \) such that Policy Iteration needs to explore the sequence of policies
\[
\{ \pi_0, \pi_1, \ldots, \pi_K \}
\]
to converge, with \( K \geq 2^n - 1 \), where \( m \) is the number of bits of the binary counter and where the number of states \( n = 7m + 4 \).

We now state three important properties of Example 1 that will be useful to our analysis. These features all follow from the developments made in [6].

Property 1: In Example 1, every step of Policy Iteration, starting at \( \pi_0 \), is made in a non-ambiguous way, i.e. at every step \( k = 0, \ldots, K \) of sequence (3) and for every state \( s \), \( \arg \max_{u \in U_s} a_{s \to u}^\pi \) is unique.

Property 2: Every policy of Example 1 is proper, which means that whatever the chosen policy \( \pi \) and the starting state \( s \), there exists a positive-probability path from \( s \) to the final state \( \pi \), i.e., for each \( \pi \) and \( s \), there exists a sequence of states \( \{s_0 = s, s_1, \ldots, s_k = \pi\} \) such that \( P_{s_i, s_{i+1}}^\pi > 0 \) for \( i = 0, 1, \ldots, k - 1 \). Note that if such a sequence exists, then there exists a sequence of length at most \( n + 1 \).

Property 3: In Example 1, \( P_\pi \in \mathbb{Q}^{n \times n} \) and \( r_\pi \in \mathbb{Z}^{n \times n} \) for every policy \( \pi \) and there exist values \( \delta(n) \in \mathbb{N}, \delta(n) \leq (10m + 4)2^m \) and \( \kappa(n) \in \mathbb{N}, \kappa(n) \leq (10m + 4)2^m \), with \( n = 7m + 4 \), such that \( \delta(n) \cdot P_\pi \in \mathbb{N}^{n \times n} \) for all \( \pi \) and that \( |P_\pi| \leq \kappa(n) \) for all \( s, \pi ' \).

Property 2 makes sure that the value of the total-reward MDP from Example 1 is finite for any policy and any starting state, i.e., that the linear system (1) always has a unique solution [3]. Property 3 guarantees that the considered MDP has reasonable size.

Note that Properties 2 and 3 summarize the restrictive assumptions that are made in our results at the next Sections.

IV. PERTURBED TOTAL-REWARD MDP

In this section, we study how a small perturbation of the total-reward MDP instance affects the value of the states. We expect that a small enough perturbation should not affect the behavior of Policy Iteration. This section builds the basis on which our main result will rely. It may be useful to have a glance at Figure 1 at this point to have a better idea of the procedure that leads towards Theorem 7.

Let \( \pi \) be some policy in a total-reward MDP and let \( \bar{x} \) be the value of all states when using policy \( \pi \), which can be computed by solving the linear system (1). Our goal is to determine how much \( x \) is perturbed from a perturbation of the system’s matrix.

Lemma 1: Let \( x \) be the solution of
\[
Ax = b
\]
and \( \bar{x} \) the solution of the perturbed system
\[
\bar{A}\bar{x} = b,
\]
where \( A \) is an invertible matrix and let \( \Delta x \triangleq \bar{x} - x \) and \( \Delta A \triangleq \bar{A} - A \). Then the following bound holds for every subordinate norm:
\[
\frac{\|\Delta x\|}{\|x\|} \leq \frac{\|A^{-1}\| \cdot \|\Delta A\|}{1 - \|A^{-1}\| \cdot \|\Delta A\|},
\]
whenever
\[
\|A^{-1}\| \cdot \|\Delta A\| < 1.
\]

Proof: See, e.g., [12].

Note that (4) can be identified to (1) by taking \( A = (I - P_\pi) \) and \( b = r_\pi \). We now bound the different norms that appear in (6) to obtain a usable bound on \( \|\Delta x\| \). For that purpose, we will use the norm \( \|\cdot\|_\infty \). Recall that for any matrix \( M \), \( \|M\|_\infty = \max\sum_{j} |M_{i,j}| \). Our analysis will make use of Hadamard’s determinant inequality.

Theorem 3 (Hadamard): Let \( M \) be an \( n \times n \) matrix such that \( |M_{i,j}| \leq \beta \) for all \( i, j \). Then:
\[
|\det(M)| \leq \beta^n n^{n/2}.
\]
The next lemma gives us an upper bound on \( \|A^{-1}\|_\infty \).

Lemma 2: Let us assume that \( A \in \mathbb{Q}^{n \times n} \) is an invertible matrix such that \( |A_{i,j}| \leq 1 \) and \( \delta \cdot A_{i,j} \in \mathbb{Z} \) for all \( i, j \). Then:
\[
\|A^{-1}\|_\infty \leq \delta^n n^{(n+1)/2}.
\]

Proof: Since \( A \) is invertible, we may use Cramer’s rule and express \( A^{-1} \) as:
\[
A^{-1} = \delta (\delta \cdot A)^{-1} = \delta \frac{\text{adj}(\delta \cdot A)}{\det(\delta \cdot A)}
\]
where \( \text{adj}(\delta \cdot A) \) is the adjugate matrix of \( \delta \cdot A \) in which every entry is the determinant of an \( (n-1) \times (n-1) \) submatrix of the integer matrix \( \delta \cdot A \) (possibly with a minus sign). We know that every entry of \( |\delta \cdot A| \) is less than \( \delta \) and
that $|\det(\delta \cdot A)| \geq 1$. Hence, using (8) and Theorem 3, we have:

$$\|A^{-1}\|_\infty \leq \delta \cdot \|\text{adj}(\delta \cdot A)\|_\infty$$

$$\leq \delta \cdot \max_{1 \leq j \leq n} \sum_{i=1}^{n} \delta^{n-1} (n-1)^{(n-1)/2}$$

$$\leq \delta^n n^{(n+1)/2}.$$  

It now remains to find an upper bound on $\|x\|_\infty$.

**Lemma 3:** Let $x$ be the solution of (4), and assume that $A \in \mathbb{Q}^{n \times n}$ is an invertible matrix such that $|A_{i,j}| \leq 1$ and $\delta \cdot A_{i,j} \in \mathbb{N}$ for all $i, j$ and that $b \in \mathbb{Z}^n$ with $|b_i| \leq \kappa$ for all $i$. Then:

$$\|x\|_\infty \leq \kappa \delta^n n^{(n+1)/2}. $$

**Proof:** Using Lemma 2, we have $\|x\|_\infty \leq \|A^{-1}\|_\infty \cdot \|b\|_\infty \leq \delta^n n^{(n+1)/2} \cdot \kappa$.  

The next theorem uses the bounds from Lemmas 2 to 3 to obtain an upper bound on $\|\Delta x\|_\infty$.

**Theorem 4:** Let $x$ be the solution of (4) and $\tilde{x}$ be the solution of the perturbed system (5), and let $\Delta x = \tilde{x} - x$ and $\Delta A = \tilde{A} - A$. Let us further assume that $A \in \mathbb{Q}^{n \times n}$ is an invertible matrix such that $|A_{i,j}| \leq 1$ and $\delta \cdot A_{i,j} \in \mathbb{N}$ for all $i, j$ and that $b \in \mathbb{Z}^n$ with $|b_i| \leq \kappa$ for all $i$. Then, provided that $\|\Delta A\|_\infty$ satisfies:

$$\|\Delta A\|_\infty \leq 1/2 \cdot \delta^{-n} n^{-(n+1)/2},$$

we have:

$$\|\Delta x\|_\infty \leq 2 \kappa \delta^{2n} n^{n+1} \cdot \|\Delta A\|_\infty.$$  

**Proof:** We know from Lemma 2 that $\|A^{-1}\|_\infty \leq \delta^n n^{(n+1)/2}$. So if we impose $\|\Delta A\|_\infty$ to satisfy (9), then Assumption (7) from Lemma 1 is satisfied and the denominator in (6) is at least 1/2. Substituting the other available bounds from Lemmas 2 and 3 into (6) gives the result.  

V. DISCOUNTED-REWARD MDPs

AS A PERTURBATION OF TOTAL-REWARD MDPs

In this section, we show that adding a discount factor $\lambda \triangleq 1 - \varepsilon$ close enough to 1 to the originally discount-free total-reward MDP of Example 1 does not change the behavior of Policy Iteration and thus that the latter requires an exponential number of steps to converge on discounted-reward MDPs. We show this by providing a value of $\varepsilon$ such that the same choices are made by Algorithm 1 on both problems at each improvement step. We proceed in three steps:

1. first, we identify the minimum possible difference between the appeal of the best action and the appeal of the other actions in a state;
2. then, we characterize the perturbation induced by adding a discount factor $\lambda$;
3. finally, we provide a value for $\varepsilon$ that induces a small enough perturbation so that the action with the best appeal does not change in each state, and this at every step of PI.

A. The minimum difference between the appeals of actions

First, let us observe that the value of the states of an MDP can be expressed as a fraction with bounded denominator.

**Lemma 4:** Let $x$ be the solution of (4) and let us assume that $A \in \mathbb{Q}^{n \times n}$ is an invertible matrix such that $|A_{i,j}| \leq 1$ and $\delta \cdot A_{i,j} \in \mathbb{Z}$ for all $i, j$. Then the vector $x$ can be expressed as:

$$x = \frac{v}{d},$$

where $v$ is an integer vector of the same dimension as $x$ and $d$ is a positive integer satisfying $d \leq \delta^n n^{n/2}$.  

**Proof:** The linear system (4) can be rewritten as $(\delta \cdot A)x = \delta \cdot b$, where both $\delta \cdot A$ and $\delta \cdot b$ are integer valued. Hence, using Cramer’s rule for linear systems, $x$ can be expressed as:

$$x = \frac{v}{\det(\delta \cdot A)}$$

where $v$ is an integer vector with the same dimension as $x$ and $d$ is a positive integer satisfying $d \leq \delta^n n^{n/2}$.

**Proof:** From the definition of appeal (2) and from Property 1, we know that

$$a_{s \rightarrow u}^\pi - a_{s \rightarrow u'}^\pi \geq \frac{1}{\delta^{n}n^{n/2}}.$$

Since Example 1 has Properties 2 and 3, $\delta \cdot (P_{s,s'}^\pi - P_{s,s'}^u)$ is an integer and we can use Lemma 4 and write:

$$a_{s \rightarrow u}^\pi - a_{s \rightarrow u'}^\pi = \frac{w}{\delta^{n}n^{n/2}}.$$

where $w$ is an integer strictly greater than 0 and $d$ is less than $\delta^n n^{n/2}$.  

B. The perturbation induced by the discount

Let $M$ be a total-reward MDP and let $M_\lambda$ be the corresponding discounted-reward MDP, i.e., the MDP with same states- and actions space, transition probabilities and rewards but with an additional discount factor $\lambda = 1 - \varepsilon$. The value $\tilde{x}^\pi$ of the states of $M_\lambda$ under policy $\pi$ is obtained by solving the following linear system:

$$(I - \lambda P^\pi) \tilde{x}^\pi = r^\pi.$$  

We can identify this system to (5), where $\tilde{A} = I - \lambda P^\pi$. Furthermore, if we define $A = I - P^\pi$ as in (4), then $\tilde{A}$ can be expressed as a perturbation $A \Delta A$ of $A$, namely $A \Delta A = \tilde{A} - A = \varepsilon P^\pi$. Hence, $\|\Delta A\|_\infty \leq \varepsilon$. Given a state $s$ in the discounted MDP $M_\lambda$, we define the appeal $a_{s \rightarrow u}^\pi$ of an
action \( u \in U_s \) with respect to some policy \( \pi \) in a similar way as in (2):
\[
\tilde{a}_{s \rightarrow u}^{\pi} \triangleq a_{s \rightarrow u}^{\pi} + \sum_{s' \in S} \lambda P_{s,s'}^{u} \tilde{x}_{s'}^{\pi},
\]
(11)
Let us now quantify the perturbation on the appeals incurred from the discount.

**Theorem 6:** For any state \( s \), any action \( u \in U_s \) and any step \( k \) of Policy Iteration applied to Example 1, we have:
\[
|a_{s \rightarrow u}^{\pi} - \tilde{a}_{s \rightarrow u}^{\pi}| \leq 4 \kappa \delta^n n^{n+2} \varepsilon,
\]
where \( a_{s \rightarrow u}^{\pi} \) and \( \tilde{a}_{s \rightarrow u}^{\pi} \) are defined by (2) and (11) respectively and \( \lambda = 1 - \varepsilon \) is the discount factor.

**Proof:** In the definition (11) of \( \tilde{a}_{s \rightarrow u}^{\pi} \), we may write \( \tilde{x}_{s}^{\pi} \) as a perturbation of \( x_{s}^{\pi} \) using the same notation as in Lemma 1: \( \tilde{x}_{s}^{\pi} \triangleq x_{s}^{\pi} + \Delta x_{s}^{\pi} \). From (2) and (11), we have:
\[
|a_{s \rightarrow u}^{\pi} - \tilde{a}_{s \rightarrow u}^{\pi}| \leq \sum_{s' \in S} P_{s,s'}^{u} \varepsilon |x_{s'}^{\pi} - (1 - \varepsilon) \Delta x_{s'}^{\pi}|
\]
Since \( P_{s,s'}^{u} \leq 1 \) and \( |v| \leq \|v\|_{\infty} \) for any \( i \) and any vector \( v \), we have:
\[
|a_{s \rightarrow u}^{\pi} - \tilde{a}_{s \rightarrow u}^{\pi}| \leq n \cdot (\varepsilon \|x_{u}^{\pi}\|_{\infty} + (1 - \varepsilon) \|\Delta x_{u}^{\pi}\|_{\infty}).
\]
Using the fact that \( 1 - \varepsilon < 1 \) and the bounds from Lemma 3 and Theorem 4 with a perturbation \( \|\Delta A\|_{\infty} \leq \varepsilon \) gives the result. \( \square \)

**C. Main result**

Let us now combine the results from Sections V-A and V-B to show that the choices made by PI at every improvement step do not change when applied to the discounted or the undiscounted version of Example 1.

**Theorem 7 (Main Theorem):** There exists an infinite family of discounted-reward MDPs with a particular starting policy on which the number of iterations that Policy Iteration takes is lower bounded by an exponential function of the size \( n \) of the MDP.

**Proof:** Let \( \mathcal{M} \) be the total-reward MDP from example 1 on which PI explores the exponential size sequence of policies (3) and let \( \mathcal{M}_k \) be the corresponding discounted-reward MDP with \( \lambda = 1 - \varepsilon \) defined in Section V-B. We show that PI also explores sequence (3) on \( \mathcal{M}_k \) provided \( \varepsilon \) is small enough. Figure 1 sketches the idea of the proof.

Fig. 1. The idea of the proof of Theorem 7 is to bound the parameter \( \varepsilon \) in order to make sure that \( |a_{s \rightarrow u}^{\pi} - a_{s \rightarrow u}^{\pi'}| + |a_{s \rightarrow u}^{\pi} - a_{s \rightarrow u}^{\pi'}| \leq a_{s \rightarrow u}^{\pi} - a_{s \rightarrow u}^{\pi'} \).

From Theorem 5, we know that
\[
\tilde{a}_{s \rightarrow u}^{\pi} - \tilde{a}_{s \rightarrow u}^{\pi'} \geq a_{s \rightarrow u}^{\pi} - a_{s \rightarrow u}^{\pi'} - 2 F(n, \delta, \kappa) \varepsilon.
\]
If we take \( \varepsilon \) to satisfy
\[
\varepsilon < \frac{1}{2 F(n, \delta, \kappa) G(n, \delta)} \frac{1}{8 \delta^{n+1} n^{3/2} n^2},
\]
we have \( a_{s \rightarrow u}^{\pi} > \tilde{a}_{s \rightarrow u}^{\pi} \) for every \( u \neq u^* \) and hence, \( \text{argmax}_{u \in U_s} \tilde{a}_{s \rightarrow u}^{\pi} = u^* = \text{argmax}_{u \in U_s} a_{s \rightarrow u}^{\pi} \). Therefore, by induction, PI makes the same choice on both \( \mathcal{M} \) and \( \mathcal{M}_k \) at every step \( k \) and sequence (3) is observed on both problems.

Note that \( \mathcal{M}_k \) has the same size as \( \mathcal{M} \) and recall that \( \delta(n) = \kappa(n) = (10 n + 4) \delta^n \), where \( n = 7 m + 4 > m \). Hence, an \( \varepsilon \) that satisfies condition (14) can be written with a polynomial number of bits since:
\[
\varepsilon < \frac{1}{2^{3 + \log_2 \kappa + (3 n + 1) \log_2 (1.5 n + 2) \log_2 n}} = \frac{1}{2^{3 + n + (3 n + 1) n + (3 n + 2) \log_2 (10 n + 4) + (1.5 n + 2) \log_2 n}} < \frac{1}{2q(n)},
\]
where \( q \) is a suitable polynomial. Finally, observe that condition (14) implies condition (9) from Theorem 4. \( \square \)

\footnote{In practice, one would already observe Theorem 7 with \( q \) linear in \( n \).}
VI. CONCLUSIONS AND PERSPECTIVES

In conclusion, Example 1 rules out the hope for greedy Policy Iteration to be a strongly polynomial time algorithm to solve Markov Decision Processes, even though it was one of the best candidates. Nevertheless, Example 1 is artificial and is unlikely to be encountered in practical applications. In Figure 2, we attempt to challenge the robustness of Example 1 and we therefore perturb PI by making all but one (instead of all) improving switches at every step of the algorithm. We observe that the number of iterations seems to grow at a polynomial rate in that case.

Furthermore, Example 1 uses probabilistic actions and both positive and negative rewards. We would like to investigate whether Policy Iteration runs in polynomial time on deterministic MDPs or on MDPs with only positive rewards. Such situations appear in a number of practical applications such as computing minimum mean-cost cycles [10] or optimizing the PageRank of nodes [5]. We would also like to apply smoothed analysis [17] on PI to explain its practical efficiency.
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