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Abstract

A three-dimensional finite-element model is used to investigate the tidal flow around
Rattray Island, Great Barrier Reef, Australia. Field measurements and visual ob-
servations show both stable eddies developing at rising and falling tide in the wake
of the island. The water turbidity suggests intense upwelling able to carry bed sed-
iments upwards. Based on previous numerical studies, it remains unclear at this
point whether the most intense upwelling occurs near the centre of the eddies or
off the island’s tips, closer to the island. All these studies resorted to a very simple
turbulence closure, with a zero-equation model whereby the coefficient of vertical
viscosity is computed via an algebraic expression. In this work, we aim at studying
the influence of the turbulence closure on model results, with emphasis on the pre-
diction of vertical motions. The Mellor and Yamada level 2.5 closure scheme is used
and an increase in the intensity of vertical transport is observed. This increase is
partly explained by the fact that the Mellor and Yamada model takes into account
the hysteresis effect in the time variation of turbulence variables. The influence
of the advection of turbulence variables is estimated to be negligible. By a better
representation of transient coastal phenomena, the Mellor and Yamada level 2.5
turbulence closure improves the model to a significant degree.

Key words: Finite Element Method, Turbulence closure scheme, Upwelling, Lee
eddies, Shelf dynamics, Tidal currents, Unstructured mesh, Australia, Great
Barrier Reef, Rattray Island



1 Introduction

Over the last decade, increasing effort has been directed toward the devel-
opment of marine models using unstructured meshes. A thorough review of
these studies is presented by Pain et al. (2005). Admittedly, unstructured
meshes have much to offer for marine modelling. They allow for an accu-
rate representation of the topography (e.g., islands, narrow straits) and the
bathymetry (Legrand et al., 2007, 2006). The mesh can easily be refined in
regions of interest or coarsened in those regions where the dynamics is less
demanding. Finally, unstructured meshes set up in spherical geometry should
be able to circumvent the singularity at the poles, rendering those techniques
potentially very useful for global scale ocean modelling (Legrand et al., 2000;
Gorman et al., 2006). These assets are quite compelling for marine modelling
and should prompt further developments and research for improving current
models. Several numerical methods can handle unstructured meshes; among
them the finite volume method, the spectral element method and the finite
element method. In this paper, we focus on the finite element (FE) method.

The first developments of FE marine models were based on the wave conti-
nuity equation (Lynch and Gray, 1979), whereby the primitive shallow-water
equations are manipulated to form a wave equation to predict the free-surface
elevation. This method does not suffer from spurious oscillations occurring
when using equal-order interpolations with the primitive equations. The gen-
eralisation of this method led to the generalised wave continuity equation
(GWCE), documented by Kinnmark (1986). The GWCE has been extensively
used over the past 20 years with successful applications in coastal regions for
tidal predictions (Walters and Werner, 1989; Lynch and Naimie, 1993; Lynch
et al., 1996; Fortunato et al., 1997; Cushman-Roisin and Naimie, 2002). This
method, however, is subject to advective instabilities (Kolar et al., 1994) and
suffers from the breaking down of mass conservation (Massey and Blain, 2006),
making it less suitable for coupling with transport equations and long-term
integrations.

These limitations urged the development of marine models based on the prim-
itive equations. To that end, research toward finding a stable mixed FE for-
mulation for the shallow-water equations has been thriving since the end of
the nineties (Le Roux et al., 1998; Le Roux, 2001; Hanert et al., 2003; Le
Roux, 2005). Early issues of the FE method, often cited as pretexts not to use
it, are starting to lose resilience. Nowadays, developments and applications
of FE marine models based on the primitive equations are becoming less of
an exception (Nechaev et al., 2003; Danilov et al., 2004; Ford et al., 2004a,b;
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Danilov et al., 2005; Hanert et al., 2005; Labeur and Pietrzak, 2005; Pain et al.,
2005; Pietrzak et al., 2005, 2006; Walters, 2006; White and Deleersnijder, 2006;
White et al., 2007). This revolution in model design calls for validation test
cases. Idealised test cases are generally too simple and are usually set up to
validate the numerical component of a model without too much regard onto
the ability of the model to represent the physics. There is a great need of re-
alistic test cases against which models can assess their ability at representing
processes encountered in the field. With this objective in mind, a self-forming
group is putting together a set of realistic benchmarks that ought to remain
relevant for the next decade (Aikman et al., 2006). Following these guide-
lines, Blaise and White (2006) recently set up a benchmark focusing on the
three-dimensional flow around Rattray Island, Great Barrier Reef, Northeast
Australia (Figure 1).

In 1982, the Australian Institute of Marine Science carried out an extensive
field survey at Rattray Island (Wolanski et al., 1984). Twenty-six current-
meters were deployed at various sites in the southeast of the island and the
water elevation was recorded. Landsat imagery and aerial photographs allow
for direct visualisation of the secondary circulation in the wake of the island.
The recirculating water is turbid, facilitating the interpretation of the circu-
lation from the air. Since then, Rattray Island has been the focus of several
studies (Falconer et al., 1986; Black and Gray, 1987; Wolanski and Hamner,
1988; Deleersnijder et al., 1992; Wolanski et al., 1996; White and Deleersnijder,
2006; White et al., 2007), all of them but the last using the finite difference
method. By using a finite element model, White and Deleersnijder (2006)
aimed at investigating the effect of an increase in mesh resolution, keeping
all other parameterisations identical to that used in previous studies using
the finite difference method (Deleersnijder et al., 1992; Wolanski et al., 1996).
In this paper, the same FE model is utilised but it is improved with a more
sophisticated turbulence closure.

Vertical mixing by turbulence is a key player in the dynamics of processes
encountered in shallow coastal areas (Burchard, 2002). Simple turbulence clo-
sures, such as that used by Deleersnijder et al. (1992) and White and Deleer-
snijder (2006), neglect parts of the complex evolution of turbulent flows. In
this paper, the Mellor and Yamada level 2.5 turbulence closure (MY25) (Mel-
lor and Yamada, 1974, 1982) is considered mainly because it was designed and
tuned for geophysical fluid flow problems. Moreover, this turbulence closure
has been widely used in marine models (e.g. Blumberg and Galperin, 2006;
Ruddick et al., 1995; Ezer, 2005; Timmermann and Losch, 2005) and was re-
cently implemented in a FE water column model (Hanert et al., 2006). With
a better parameterisation of turbulence, we seek to improve the prediction of
the flow around Rattray Island and, in particular, the representation of the
upwelling mechanisms. By carrying the sediments from the sea bed to the sea
surface, an intense upwelling could be a dominant factor explaining the water
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turbidity in the wake of the island. Previous numerical models gave an insuffi-
cient upwelling velocity in the wake of the island. It was initially thought that
the resolution of the models was insufficient (Deleersnijder et al., 1992); but
recent finite-element simulations with variable horizontal resolutions (White
and Deleersnijder, 2006) showed that the resolution was not in question. In
that study, the authors used a diagnosis of vertical transport based on the
age of the bottom water, that can be considered to be the time elapsed since
a constituent left the sea bottom (Delhez et al., 1999; Deleersnijder et al.,
2001). Their results allow for concluding that upwelling also occurs off the is-
land’s tips (very close to the island) and not only near the centre of the eddies.
Moreover, they found that upwelling off the island’s tips was the most intense.
However, the upwelling predicted by the model was not always sufficient to
explain the presence of sediments at the sea surface. The turbulence closure
used in their study was admittedly too simple. Therefore, it remains unclear
whether the most significant upwelling mechanisms occur off the island’s tips
or near the centre of the eddies.

In this paper, after introducing the upwelling velocity we will describe the
model and the parameters used to perform the simulations. Sections 4 to 7
will be devoted to the results of simulations and comparisons using different
parameterisations of turbulence. The last section before the conclusion will
estimate the importance of the advection of turbulence variables in the model
applied to Rattray Island.

2 Upwelling velocity within eddies

The quantitative assessment of vertical motions calls for a representative es-
timator. In this work, the intensity of vertical transport will be estimated
by using the so-called upwelling velocity (Deleersnijder, 1989, 1994). The up-
welling velocity is not directly influenced by the bathymetry but is entirely
due to upwelling mechanisms. Let us consider the following transformation to
σ-coordinates:

σ =
z − η

h + η
, (1)

where h and η are respectively the unperturbed sea depth and the sea surface
elevation, positive upwards. The vertical coordinate z is pointing upward with
its origin at the mean sea level. The upwelling velocity is the component of the
vertical velocity that modifies the relative position of a particle within the wa-
ter column, i.e. the vertical velocity component that allows a particle to cross
iso-sigma surfaces. In this study, we will focus on the upwelling velocity, and
the transport by turbulent mixing will not be included in the diagnoses. White
and Deleersnijder (2006) showed that the upwelling velocity is presumably a
dominant process in the rise of sediments.
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Upwelling mechanisms in an eddy configuration are represented in Figure 2.
The velocity of the fluid on the perimeter of the eddy is smaller near the
sea bed (ubottom) than near the sea surface (utop) because of bottom friction.
The rotating fluid is sustained by a centrifugal acceleration in equilibrium
with the pressure gradient induced by the slope of the sea surface. Close
to the sea bed and because of bottom friction, the centrifugal acceleration
magnitude decreases while the pressure gradient remains constant and this
balance breaks down. This leads to flow convergence near the seabed and
upwelling within the centre of the eddy. On the outer edge of the eddy, the
centrifugal acceleration leads to a convergence of the flow at the sea surface,
inducing downwelling. Thus, shallow-water eddies tend to induce upwelling at
the centre and downwelling along the outer edge. The upwelling mechanism
in eddies is similar to that occuring in a stirred tea cup, with a convergent
flow near the bottom and upwelling in the centre (Bowker, 1988; Wolanski
et al., 1996). In this work, we will focus on upwelling zones. According to the
foregoing explanations, the larger the difference between the bottom velocity
and the surface velocity, the larger the upwelling in the centre of the eddy.

3 Model description

We use the three-dimensional finite-element marine model developed within
the scope of the SLIM project (Second-generation Louvain-la-Neuve Ice-ocean
Model, http://www.climate.be/SLIM). A version of the model SLIM, using
sigma coordinates and considering a constant density, is described in detail by
White et al. (2007) and the configuration used for studying the flow around
Rattray Island is presented by White and Deleersnijder (2006). It is very briefly
recalled here. According to Wolanski et al. (1984), temperature and salinity
contrasts are negligible near Rattray Island. Therefore, we consider the water
to have a constant density. We work on an f -plane and under the hydrostatic
approximation. Wind stress is not considered. The same assumptions as those
of White and Deleersnijder (2006) are made here so that the only difference
between both models is the turbulence closure.

The horizontal momentum equation is then

∂u

∂t
+ (v · ∇)u + f ê

z
∧ u = −g∇hη +

∂

∂z

(

νv
∂u

∂z

)

+ D, (2)

where v = (u, v, w) is the velocity and u = (u, v) contains the horizontal
components of v. The three-dimensional gradient operator is designated by
∇; ∇h is used to designate the horizontal gradient operator, which applies
on the horizontal components of a vector. The constant Coriolis parameter
and the gravitational acceleration are respectively represented by f and g; νv
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and ê
z

are respectively the vertical eddy viscosity coefficient and the upward-
pointing unit vector. In the scope of this work, the vertical eddy viscosity will
be calculated by means of different turbulence closure schemes in order to
investigate their effect on the results. D is the parameterisation of horizontal
momentum diffusion. In addition to equation (2), the continuity equation is
used to diagnostically compute the vertical velocity:

∂u

∂x
+

∂v

∂y
+

∂w

∂z
= 0. (3)

The free-surface elevation equation is derived from

∂η

∂t
+ ∇h ·

(∫ η

−h
udz

)
= 0. (4)

The total height of the water column is defined as H(x, y, t) = h(x, y) +
η(x, y, t). The horizontal momentum diffusion term D is

D =
∂

∂x

(

νh
∂u

∂x

)

+
∂

∂y

(

νh
∂u

∂y

)

, (5)

in which νh is computed using a Smagorinsky scheme (Smagorinsky, 1963)

νh = cs△
2



∂u

∂x

∂u

∂x
+ 0.5

(
∂u

∂y
+

∂v

∂x

)2

+
∂v

∂y

∂v

∂y





1

2

, (6)

where cs is a constant and ∆2 is a the surface area of the local triangle (Akin
et al., 2003). The overbar stands for depth-averaged quantities.

In this paper, the domain geometry, boundary conditions and forcings are
identical for all simulations.. The tidal ellipses are strongly polarised (Wolan-
ski et al., 1984) and a good approximation consists in assuming the mean flow
to be unidirectional. The domain is rotated so that its y-axis is parallel to
the direction of the tidal flow. Lateral boundaries are then assumed to be im-
permeable, without lateral friction. The southeast and northwest boundaries
remain open. On the open boundaries, the depth-averaged velocity and the
elevation obtained from field measurements are imposed under the form of the

incoming characteristic variable un − η
√

g/h where un is the depth-averaged

normal velocity (Flather, 1976; Ruddick et al., 1994). The phase lag between
incoming and outgoing boundaries is neglected. The size of the domain is
8, 2km in the x-direction and 12, 1km in the y-direction.

Two different unstructured meshes, refined in the vicinity of the island, are
employed. The coarse mesh is made of 3024 triangles and 10 layers on the
vertical (Figure 3). Its horizontal resolution varies from 140m in the vicinity
of the island to 700m near the domain boundaries. The fine mesh comprises
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6096 triangles and 16 layers on the vertical. Its horizontal resolution in the
vicinity of the island is 85m whereas the resolution near the domain boundaries
is unchanged. The Smagorinsky constant cs is set to 0.1 for the coarse mesh
and 0.3 for the fine mesh, giving approximately the same peak eddy viscosity
values in the island’s wake (νh = 0.5 m2s−1 ) for both meshes, in agreement
with estimates by Wolanski et al. (1984). The time step is 15 seconds. All
results are presented after three days of physical time in order to reach a
regime situation.

4 Simple turbulence closure

In this section, the simple algebraic turbulence closure suggested by Fisher
et al. (1979) and used by Deleersnijder et al. (1992) and White and Deleersni-
jder (2006) is presented. Accordingly, the vertical eddy viscosity νv is

νv = κu∗ (h + z + z0)

(

1 − δ
h + z + z0

H

)

, (7)

where κ ≃ 0.4 is the von Karman constant, δ is an adjustable parameter, z0 is
the bottom roughness height and u∗ is the bottom friction velocity computed
as

u2

∗
=

|τ |

ρ0

(8)

in which ρ0 is the water density and τ is the bottom stress parameterised by

τ

ρ0

=



 κ

ln
(

h+z+z0

z0

)




2

|u(z)|u(z), (9)

where z is taken at mid-height of the first layer near the bottom. First, the δ
parameter is taken to be the usual value of 0.6. This value was used in several
works, including studies focusing on Rattray Island (Deleersnijder et al., 1992;
White and Deleersnijder, 2006). However, using this value implies a nonzero
vertical eddy viscosity at the sea surface. With the MY25 closure, the bound-
ary condition is νv = 0 at the sea surface when the wind stress is neglected.
Obtaining a qualitatively comparable eddy viscosity profile with the simple
turbulence closure requires the choice of δ = 1. Results for both values of δ
are presented.

Results considered in this section are taken at four different simulation times.
Snapshots at these times (labelled 1 to 4) correspond respectively to December
1, 1982 at 1h40 (falling tide, peak ebb velocity), 5h00 (end of falling tide,
shortly before tide reversal), 7h55 (rising tide, peak flood velocity) and 10h50
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(end of rising tide, shortly before tide reversal). Figure 4 shows the depth-
averaged velocity at these different times, using the model with the simple
turbulence closure and δ = 0.6. Trial calculations showed that the choice of
turbulence closure (simple or MY25) did not significantly influence the depth-
averaged horizontal velocity field. Therefore, Figure 4 gives an overview of the
flow around the island that is applicable to all subsequent discussions. Figure
4 clearly shows two counter-rotating eddies of different sizes in the wake of
the island. The difference between these eddies is mostly due to bathymetric
effects. A study by Falconer et al. (1986) shows that when the model is run
on a flat bottom, both eddies are almost symmetric in size and intensity. Our
model reproduces these predictions (not shown).

Results for the upwelling velocity using the simple turbulence closure and
δ = 0.6 are depicted in Figure 5. Simulations on the coarse mesh give results
that are slightly noisier, but not qualitatively different. Therefore, further
simulations with the simple turbulence closure will only be carried out on the
fine mesh. Since the model is the same as that used by White and Deleersnijder
(2006), we have similar results. Using a value of δ = 1 (Figure 6) has the effect
of increasing the area on which upwelling is significant. The explanation is as
follows. As we can see in equation (7), a larger value of δ leads to a lower value
of νv, implying less vertical mixing. This decrease in vertical mixing gives rise
to a larger vertical shear in the horizontal velocity near the bottom, inducing
more intense upwelling.

5 A sophisticated turbulence closure

We have implemented the Mellor and Yamada level 2.5 (MY25) turbulence
closure that was developed by Mellor and Yamada (1974, 1982). This turbu-
lence closure includes an equation for the evolution of the variable q2 (where
q2/2 is the turbulent kinetic energy), and an equation for the evolution of
the variable q2l (where l is the turbulent length scale). To have a more robust
model for marine modelling, the quasi-equilibrium version of the MY25 turbu-
lence closure was used (Galperin et al., 1988; Deleersnijder and Luyten, 1994).
Since we consider a fluid of constant density, stratification is not considered
in the model. The following boundary condition on q2 is enforced both at the
sea surface and at the bottom (Stacey and Pond, 1997):

q2 = B
2/3

1 u2

∗
. (10)

Note that we neglect the surface stress, which implies that we have q2 = 0
at the surface. The boundary condition on the turbulent length scale, used at
the bottom, is

l = κz0. (11)
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As in Deleersnijder et al. (1992) and White and Deleersnijder (2006), the value
of the bottom roughness height z0 is fixed to 5 ·10−3m, that is typical of rough
sea beds (Black and Gray, 1987). Simulations showed that variations of the
bottom roughness height do not change significantly the results. At the sea
surface, the boundary condition on the turbulent length scale is:

l = 0. (12)

In this section, horizontal diffusion and advection of turbulence variables are
not considered since they are generally deemed negligible in marine modelling
compared to the more important production and destruction terms. We will
investigate below how including advection affects the turbulence closure be-
haviour. Simulation results with the MY25 turbulence closure are shown in
Figure 7. Similarly to the simple closure, simulation results are less noisy with
the finest mesh. However, results using the two meshes are not qualitatively
different. Now, these results will be compared with the model using the simple
closure and δ = 1 (Figure 6). This comparison emphasises an increase in the
upwelling velocity with the MY25 model, especially for snapshots (1) and (3).

Though upwelling mechanisms are influenced by a lot of complex processes,
general tendencies can nonetheless be brought to light. In order to analyse
the effect of the turbulence closure scheme upon the upwelling velocity, let
us consider a particular location in the two-dimensional plane where these
mechanisms will be studied. This location, noted P in Figure 8, lies on the
perimeter of the main eddies in the wake of the island at falling tide. Figure
9 shows the temporal evolution of the vertical eddy viscosity coefficient at P
and at a depth equivalent to 90% of the total depth. Two differences between
both turbulence closures are clearly visible. First, the mean eddy viscosity
coefficient is slightly greater with the simple closure model. Second, there is
a time lag between the two models. With the simple closure, the eddy coeffi-
cients react instantaneously when the flow changes. However, in nonstationary
flows, the turbulence variables are affected by a hysteresis phenomenon. The
latter has a great influence on the modeled flow during the acceleration and
deceleration phases of the tide (Baumert and Radach, 1992). This hysteresis
phenomenon is taken into account by the MY25 closure but not by the simple
closure. In Figure 9, the time line is decomposed into two types of intervals
(A and B), corresponding respectively to intervals where the vertical eddy
viscosity coefficient with the MY25 model is smaller or larger than that com-
puted by the simple closure. Figure 10 shows the bottom velocity in the y
direction at P using both closures. The velocity in the y direction was chosen
in lieu of the norm of the velocity in order to clearly distinguish between rising
and falling tides. Moreover, the velocity in the y direction corresponds to the
main component of the three-dimensional velocity during the simulation. The
interesting time intervals for the study of upwelling in Figure 10 and 9 are sit-
uated in the proximity of times (1) and (2). At times (3) and (4), location P
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is situated upstream of the island where there is neither eddies nor upwelling.

The effects of the MY25 closure in the A intervals are explained in Figure 11. In
these zones, we have less mixing with the MY25 model yielding a larger vertical
shear in the horizontal velocity. Then, the accelerations near the bottom are
smaller with the MY25 closure, whereas the decelerations are larger; i.e. the
bottom velocity tends to be lower with the MY25 closure. This is visible in
Figure 10, mainly in (A-2) and (A-4) intervals.

Over the B intervals (Figure 11), the opposite behaviour is expected (i.e. the
bottom velocity tends to be greater with the MY25 closure). In Figure 10, it is
difficult to observe such a tendency. There are three possible reasons for this.
First, the bottom velocity is so small in these regions, that the bottom friction
has a very limited effect. Second, there is a time lag between the variations of
the vertical eddy viscosity and their effect on the velocity. Third, the difference
in the vertical eddy viscosity between both closures remain quite limited in
these intervals (except in (B-3) where we can better observe the expected
tendency).

The influence of the turbulence closure on the bottom velocity causes differ-
ences in the upwelling velocity. As the A intervals are dominant in this case,
the bottom velocity is generally lower with the MY25 model. This leads to
a greater vertical gradient of velocity and a more intense upwelling with the
MY25 model, which can be seen by comparing Figure 6 and Figure 7.

Vertical profiles of the vertical eddy viscosity are shown in Figure 12 at the
four different times. The profiles are very similar for the two models. They
have the same parabolic shape, but the maximum value of the eddy viscos-
ity on the water column is different. The difference between both closures is
mainly related to the time lag and the generally larger values of the eddy
viscosity coefficient for the simple closure model. These two factors influence
the difference between the profiles.

To isolate the hysteresis effect, one can fix the eddy viscosity coefficient, av-
eraged over the whole spatial and temporal domains, at the same value for
the two methods. Doing so, only the hysteresis phenomena will have an ef-
fect in the comparison between both closures. This correction was made by
multiplying the eddy viscosity coefficient field obtained with the MY25 model
by a constant value in order to make its mean value equal to the mean eddy
viscosity obtained with the simple closure model with δ = 1.

Results obtained with the MY25 modified closure are shown in Figure 13. We
see that, for snapshots 1, 2 and 3, the upwelling velocity increases with the
MY25 modified closure in comparison with the simple closure model. However,
at snapshot (4) at the end of rising tide, values of upwelling velocity are
smaller with the MY25 modified model. This can be explained in Figure 14
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showing the temporal evolution of the vertical eddy viscosity coefficient at P
and at a depth of 90% near the bottom. We can see that the only effect is
the time lag. The MY25 modified closure responds with a delay compared
with the simple closure. The consequence is that, at the beginning of the tides
(A intervals), the MY25 modified closure gives less mixing than the simple
closure model. The upwelling at these times tends to be more important for
the MY25 modified closure. However, before tide reversal (B intervals), the
MY25 modified closure gives more mixing than the simple closure model. This
is particularly visible at snapshot (4). At this moment, the upwelling velocity
is less important compared with the simple closure model.

The time lag effect can cause differences in the upwelling velocity, but since
these differences can be positive or negative, they do not necessarily lead to
a global increase or decrease in upwelling. This time lag may be substantial
and can reach up to one hour.

6 Discussion

To see if the predicted upwelling would be sufficient to carry the sediments
from the sea bed to the sea surface within an eddy, the upwelling velocity
can be time-integrated during the course of a tidal cycle. This integration
yields what we will define as an upwelling height, and takes into account both
upwelling and downwelling that can occur during the integration period. This
integration was carried out at a location (noted Q in Figure 15), situated in a
high upwelling zone at falling tide. The results of the time integration of the
upwelling velocities are shown on Table 1. As the depth at Q is about 25 m, we
can reasonably assume that only the MY25 and the MY25 modified closures
will be able to account for the vertical transport throughout the water column
during the period considered. However, this diagnosis is based on restrictive
hypotheses. First, we use the upwelling velocity at mid-depth where it typically
reaches its maximum value. Second, the integration of the upwelling velocity
does not take into account the horizontal transport. By resorting to the theory
of the age (Delhez et al., 1999; Deleersnijder et al., 2001), the study by White
and Deleersnijder (2006) showed that horizontal transport could be crucial
in explaining upwelling mechanisms. Nevertheless, the time integration of the
upwelling velocity can give a good idea of the capacity of the vertical flow to
carry the sediments to the sea surface within eddies.

It is often assumed that the characteristic time is much larger for the advec-
tion of turbulence variables than for the production/destruction terms. If so,
the advection term can be regarded as negligible. At smaller scales, this term
could be more important, particularly for complex bathymetries. There we
study the influence of the advection term of turbulence variables upon the
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upwelling velocity. Figure 16 shows the upwelling velocity at four different
times, obtained from the simulation using the MY25 closure with advection
of turbulence variables. The simulations are performed with the coarse mesh.
In comparison with Figure 7, we can see that advection of turbulence vari-
ables has a small influence on the results. This can be understood with an
order of magnitude analysis of the different terms influencing the evolution
of the turbulent kinetic energy. The simulation results show that the advec-
tion has an influence that is on average 10 times less important than the
production/destruction terms. Vertical diffusion is almost of the same order
of magnitude as the production/destruction term. In the context of Rattray
Island and similar problems, the advection of turbulence variables has a lim-
ited effect and can be neglected. It might, however, be important in other
configurations, especially for flow characterised by smaller horizontal scales.

7 Conclusion

In this work, a Mellor and Yamada level 2.5 (MY25) turbulence closure was im-
plemented in a three-dimensional finite element hydrodynamic marine model.
Simulations were performed around Rattray Island, in order to estimate the
effect of the turbulence closure on the upwelling velocity in the wake of the
island.

The upwelling velocity is significantly altered when using the MY25 closure
instead of a simple algebraic closure. This difference is mostly caused by two
factors. First, the vertical eddy viscosity is, on average, smaller with MY25.
This leads to less mixing and a larger vertical shear in the horizontal velocity
at the bottom. As a consequence, this tends to increase upwelling in the centre
of the eddies. The second reason is that the MY25 closure takes into account
the hysteresis effect on turbulence variables. This hysteresis effect induces a
delay in the variation of turbulence variables, which has an influence on the
upwelling velocity. This influence can, depending on the situation, increase or
decrease the upwelling. The shape of the vertical profiles of eddy viscosity are
quite similar with both closures.

The MY25 closure gives sufficient upwelling in the wake of the island to rea-
sonably explain the transport of sediments from the sea bottom to the sea
surface. This is not the case with the model using the simple turbulence clo-
sure. However, a diagnosis based on the age (White and Deleersnijder, 2006)
accounted for the presence of mud at the surface via intense upwelling off the
tips of the island. The high turbidity downstream of the island is possibly
due to the combination of upwelling in the centre of the eddies and vertical
transport near the tips of the island.
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A simulation was performed with advection of turbulence variables in order to
estimate its effect on smaller scale. In the case of the tidal circulation around a
shallow-water island, the effect of advection of turbulence variables is relatively
small and can be neglected. This conclusion was confirmed by an analysis of
orders of magnitude carried out on the turbulent kinetic energy equation.

The Mellor and Yamada level 2.5 turbulence closure improves the model in its
ability to predict upwelling. The sophistication level of MY25 is not mandatory
for a non-stratified problem such as Rattray Island, yet it brings to light
phenomena that are simply absent when using a simple algebraic closure.
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Turbulence model Upwelling height [m]

Simple closure, δ = 0.6 11.5

Simple closure, δ = 1 19.6

MY25 modified 24.6

MY25 30.1

Table 1
Time-integration over a tide period of the upwelling velocity at mid-depth on Q
position. Integration started on December 1, 1982 at 0h55 and ended at 7h05, the
same day.

Fig. 1. Left: location of Rattray Island in the Great Barrier Reef, Northeast Aus-
tralia. Right: domain of interest with bathymetry in metres. Rattray Island is the
black area in the centre. (from White et al., 2007)
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Fig. 2. Schematic illustration of the mechanism of the upwelling induced in the
centre of an eddy. Fc is the centrifugal acceleration due to the rotating velocity on
the top (utop) and on the bottom (ubottom) perimeters of the eddy.

Fig. 3. Coarsest unstructured mesh used for the simulations. The mesh contains
3024 triangles and 10 layers on the vertical. To better render the bathymetry, a
stretch is applied in the vertical direction.
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Fig. 4. Depth-averaged velocity field on the fine mesh, using the model with simple
turbulence closure with the parameter δ = 0.6. Snapshots (1,2,3 and 4) respectively
taken on December 1, 1982 at 1h40 (falling tide, peak ebb velocity), 5h00 (end
of falling tide, shortly before tide reversal), 7h55 (rising tide, peak flood velocity)
and 10h50 (end of rising tide, shortly before tide reversal). The velocity has been
interpolated on a structured mesh. The mean velocity in the y-direction at snapshots
(1,2,3 and 4) is respectively 0.49m/s, 0.16m/s, −0.52m/s and −0.16m/s.
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Fig. 5. Upwelling velocity at mid-depth for the coarse mesh (left column) and for the
fine mesh (right column), using the simple turbulence closure with the parameter
δ = 0.6. Snapshots (1,2,3 and 4) respectively taken on December 1, 1982 at 1h40
(falling tide, peak ebb velocity), 5h00 (end of falling tide, shortly before tide rever-
sal), 7h55 (rising tide, peak flood velocity) and 10h50 (end of rising tide, shortly
before tide reversal).
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Fig. 6. Upwelling velocity at mid-depth for the fine mesh, using the simple turbulence
closure with the parameter δ = 1. Snapshots (1,2,3 and 4) respectively taken on
December 1, 1982 at 1h40 (falling tide, peak ebb velocity), 5h00 (end of falling tide,
shortly before tide reversal), 7h55 (rising tide, peak flood velocity) and 10h50 (end
of rising tide, shortly before tide reversal).
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Fig. 7. Upwelling velocity at mid-depth for the coarse mesh (left column) and for the
fine mesh (right column), using the Mellor and Yamada level 2.5 turbulence closure.
Snapshots (1,2,3 and 4) respectively taken on December 1, 1982 at 1h40 (falling
tide, peak ebb velocity), 5h00 (end of falling tide, shortly before tide reversal), 7h55
(rising tide, peak flood velocity) and 10h50 (end of rising tide, shortly before tide
reversal).
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1 2

Fig. 8. Position of the water column where temporal plots of velocity and eddy
viscosity are studied. P is located on the perimeter of the eddy at falling tide.
Snapshots (1,2) taken respectively on December 1, 1982 at 1h40 (falling tide, peak
ebb velocity) and 5h00 (end of falling tide, shortly before tide reversal).

Fig. 9. Temporal evolution of the eddy viscosity at a depth of 90% near the bottom
and at P position. Comparison between the Mellor and Yamada level 2.5 turbulence
closure and the simple turbulence closure (Fisher) with δ = 1. Times (1,2,3 and 4)
correspond respectively to December 1, 1982 at 1h40 (falling tide, peak ebb velocity),
5h00 (end of falling tide, shortly before tide reversal), 7h55 (rising tide, peak flood
velocity) and 10h50 (end of rising tide, shortly before tide reversal).
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Fig. 10. Temporal evolution of the bottom velocity at P position. Comparison be-
tween the Mellor and Yamada level 2.5 turbulence closure and the simple turbulence
closure (Fisher) with δ = 1. Times (1,2,3 and 4) correspond respectively to Decem-
ber 1, 1982 at 1h40 (falling tide, peak ebb velocity), 5h00 (end of falling tide, shortly
before tide reversal), 7h55 (rising tide, peak flood velocity) and 10h50 (end of rising
tide, shortly before tide reversal).

Fig. 11. Effects on the bottom velocity due to the MY25 model.
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Fig. 12. Vertical profile of vertical eddy viscosity at P position. Comparison between
the Mellor and Yamada level 2.5 turbulence closure and the simple turbulence clo-
sure (Fisher) with δ = 1. Snapshots (1,2,3 and 4) respectively taken on December
1, 1982 at 1h40 (falling tide, peak ebb velocity), 5h00 (end of falling tide, shortly
before tide reversal), 7h55 (rising tide, peak flood velocity) and 10h50 (end of rising
tide, shortly before tide reversal).
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3 4

Fig. 13. Upwelling velocity at mid-depth for the fine mesh, using the Mellor and
Yamada level 2.5 turbulence closure with modified vertical eddy viscosity in order
to have the same mean value than using the simple turbulence closure. Snapshots
(1,2,3 and 4) respectively taken on December 1, 1982 at 1h40 (falling tide, peak ebb
velocity), 5h00 (end of falling tide, shortly before tide reversal), 7h55 (rising tide,
peak flood velocity) and 10h50 (end of rising tide, shortly before tide reversal).
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Fig. 14. Temporal evolution of the eddy viscosity at a depth of 90% near the bottom
and at P position. Comparison between the Mellor and Yamada level 2.5 turbulence
closure with a multiplicative factor for νv and the simple turbulence closure (Fisher)
with δ = 1. Times (1,2,3 and 4) correspond respectively to December 1, 1982 at
1h40 (falling tide, peak ebb velocity), 5h00 (end of falling tide, shortly before tide
reversal), 7h55 (rising tide, peak flood velocity) and 10h50 (end of rising tide, shortly
before tide reversal).

Fig. 15. Position of the water column where the upwelling velocity is time-integrated
over a tide period. Snapshot taken on December 1, 1982 at 5h00 (end of falling
tide, shortly before tide reversal) with the Mellor and Yamada level 2.5 turbulence
closure.
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Fig. 16. Upwelling velocity at mid-depth for the coarse mesh, using the Mellor
and Yamada level 2.5 turbulence closure with advection of turbulence variables.
Snapshots (1,2,3 and 4) respectively taken on December 1, 1982 at 1h40 (falling
tide, peak ebb velocity), 5h00 (end of falling tide, shortly before tide reversal), 7h55
(rising tide, peak flood velocity) and 10h50 (end of rising tide, shortly before tide
reversal).
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