
Ocean Dynamics manuscript No.
(will be inserted by the editor)

Capturing the residence time boundary layer - Application
to the Scheldt Estuary.
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Abstract At high Peclet number, the residence time exhibits a boundary layer adja-

cent to incoming open boundaries. In a Eulerian model, not resolving this boundary

layer can generate spurious oscillations that can propagate into the area of interest.

However, resolving this boundary layer would require an unacceptably high spatial

resolution. Therefore, alternative methods are needed in which no grid refinement is

required to capture the key aspects of the physics of the residence time boundary layer.

An X-FEM representation and a boundary layer parameterisation are presented and

tested herein. It is also explained how to preserve local consistency in reversed time

simulations so as to avoid the generation of spurious residence time extrema. Finally,

the boundary layer parameterisation is applied to the computation of the residence

time in the Scheldt Estuary (Belgium/The Netherlands). This timescale is simulated

by means of a depth-integrated, finite element, unstructured mesh model, with a high

space-time resolution. It is seen that the residence time temporal variations are mainly

affected by the semidiurnal tides. However, the spring-neap variability also impacts the

residence time, particularly in the sandbank and shallow areas. Seasonal variability is

also observed, which is induced by the fluctuations over the year of the upstream flows.

In general, the residence time is an increasing function of the distance to the mouth

of the estuary. However, smaller-scale fluctuations are also present: they are caused by

local bathymetric features and their impact on the hydrodynamics.
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1 Introduction

The output files of most marine models are so huge that interpreting them is far from

trivial, calling for the design and implementation of simple estimators of the state of the

system under consideration (e.g. Deleersnijder and Delhez 2007). Several efforts have

been made to introduce such estimators; among them it is worth mentioning timescales

such as the age, flushing time, exposure time and residence time (Deleersnijder et al.

2001; Monsen et al. 2002; Delhez et al. 2004a,b; Delhez and Deleersnijder 2006; Delhez

2006). The latter is the time taken by a particle of water to touch an open boundary of

a control domain for the first time (Bolin and Rhode 1973; Zimmerman 1976; Takeoka

1984; Delhez and Deleersnijder 2006). The exposure time is an analogous concept,

defined to be the accumulated time during which water parcels stay in a control domain

(Delhez 2006). Both diagnostics can be used; and the choice of the method depends on

the context. The present study focuses on the residence time.

The definition of the residence time suggests a Lagrangian representation (Tart-

inville et al. 1997; Luther and Haitjema 1998; Meyers and Luther 2008). Then, ran-

dom walks are necessary to represent diffusive processes (Nauman 1981; Allen 1982).

The stochastic nature of Lagrangian approaches requires the computation of statistical

quantities which are relevant only if the number of particles is large (e.g. Tartinville

et al. 1997; Spivakovskaya et al. 2007). The direct Eulerian computation of the res-

idence time is also possible (Wang et al. 2004; Soetaert and Herman 1995; Gourgue

et al. 2007; Arega et al. 2008; Liu et al. 2008b). However, a specific tracer model run

is required for the computation of the residence time at each location and at each time

where and when the information is sought. Therefore, many tracer runs may be needed

to estimate the residence time with a significant time-space resolution. The computing

cost can be reduced by having recourse to the adjoint method recently developed by

Delhez et al. (2004b). The latter allows one to obtain the residence time at any time

and location in the whole domain by resolving an adjoint advection-diffusion problem

in a backward time integration mode.

At high Peclet number, the residence time exhibits a boundary layer adjacent to

incoming boundaries (Delhez and Deleersnijder 2006). This boundary layer, induced

by the homogeneous Dirichlet condition imposed at open boundaries, makes the resi-

dence time difficult to compute with common numerical methods. In a Eulerian model,

spurious oscillations are likely to be generated at incoming boundaries. These oscilla-

tions can propagate into the area of interest and affect the entire domain, leading to a

non-physical residence time field. This issue does not occur when the exposure time is

computed, as we do not prescribe boundary conditions at the boundary of the control

domain.

Although the description of the boundary layer itself may not be that important

for the interpretation of the results, its effect on the neighbouring field must be taken

into account. Refining the grid so as to resolve the steep gradient of the residence

time can overcome this issue, but the needed resolution would lead to an unacceptably

large computing time. In this study, we present solutions to treat the boundary layer

without increasing significantly the computing cost. They should help the modeller in

computing the residence time distribution in any domain without any critical issue.
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A first possible solution is based on X-FEM, the extended finite element method

(Moës et al. 1999). X-FEM consists of a classical finite element method enriched by a

set of test and shape functions especially designed to represent the solution whose an-

alytical behaviour is known a priori. The method can represent exactly a solution that

is known up to a multiplicative factor. The classical polynomial test and shape func-

tions allow for a good approximation of the solution when it differs from the assumed

behaviour (Hanert et al. 2007). Initially designed for fracture mechanics (Moës et al.

1999; Combescure et al. 2005; Wyart et al. 2008), this method was successfully applied

to marine simulations for the representation of the logarithmic bottom boundary layer

(Hanert et al. 2007).

The second method consists in parameterising the boundary layer. The latter is not

explicitly resolved but appropriate boundary conditions, derived from the analytical

solution of an idealised problem, are enforced. This kind of approach is also often used

to treat the logarithmic bottom boundary layer. In this case, the bottom stress (i.e. the

momentum flux) is parameterised as a quadratic function of the velocity, a formulation

that is in agreement with the logarithmic nature of the velocity profile (Blumberg and

Mellor 1987; Black and Gay 1987; Burchard 2002).

The present article is organized as follows. Section 2 introduces the adjoint method

for a depth-integrated model, along with the boundary conditions to enforce. The issue

of the boundary layer of the residence time is introduced in Section 3. Two solutions to

handle this boundary layer, one derived from the extended finite element method and a

parameterisation are developed and validated by means of a one-dimensional test case.

Section 4 introduces the concept of local consistency and explains how to ensure it for

multidimensional tracer simulations backward in time. In Section 5, the residence time

is computed in a realistic problem, the flow in the Scheldt Estuary. Finally, conclusions

are drawn in Section 6.

2 Residence time

The two-dimensional time-dependent residence time θ can be obtained by solving back-

ward in time the partial differential equation

∂(Hθ)

∂t
+∇ · (Huθ) = ∇ · [(−κ) H∇θ]−H, (1)

where t is the time, while u, κ and H denote the depth-averaged horizontal velocity, the

diffusivity and the total water depth, which is the sum of the surface elevation (positive

upwards) and the reference water depth. It must be stressed that this equation is not a

classical depth-integrated advection-diffusion equation (with a production term). If it

were so, the diffusivity term would appear with a positive sign in the right-hand side,

while it is negative here. In fact, equation (4) is obtained from an adjoint approach

similar to that of Delhez et al. (2004b). Details of its derivation may be found in

Appendix A.

Equation (4) must be integrated backward in time, otherwise the differential prob-

lem dealt with would be ill-posed (e.g. Garabedian 1964). The physical meaning of this

backward integration is that the residence time at time t depends on the dynamics

within the interval [t,∞]. The backward integration starts at time T , which corre-

sponds to the end of the physical simulation time (i.e. the beginning of the reverse

integration time). Introducing τ = T − t, equation (4) transforms to



4

∂(Hθ)

∂τ
+∇ · [H (−u) θ] = ∇ · (κH∇θ) + H, (2)

which is a classical tracer equation with reversed velocity and a source term.

The residence time is the time taken by a water parcel to touch an open boundary

of a control domain for the first time. Water parcels can flow out of the control domain

through open boundaries, but they are completely ignored from the moment they leave

the domain. A homogeneous Dirichlet boundary condition must be enforced at open

boundaries to ensure that the water parcels touching the boundary are removed from

the computation (Delhez et al. 2004b; Delhez and Deleersnijder 2006). In addition, a

no-flux condition is imposed at closed boundaries (Delhez et al. 2004b):

θ = 0 at open boundaries, (3)

n · (H∇θ) = 0 at closed boundaries, (4)

where n is the outgoing unit normal to the boundary. Unfortunately, at high Peclet

number, condition (3) induces a boundary layer in the vicinity of the open boundary

where the flow is into the control volume. This boundary layer must be treated in a

suitable manner in order to prevent spurious oscillations from developing.

3 One-dimensional developments

To gain insight into the residence time boundary layer issue, consider first a one-

dimensional steady-state configuration with a constant depth. The domain is defined

by 0 ≤ x ≤ L where x is the spatial coordinate. For simplicity, the velocity u =

U and the diffusivity κ = K are taken to be positive constants. This configuration

can be interpreted as a highly idealised channel (Delhez et al. 2004b). Under these

assumptions, equation (2) simplifies to

K
d2θ

dx2
+ U

dθ

dx
+ 1 = 0. (5)

The boundaries are assumed to be open. Therefore, according to condition (3), the

residence time is prescribed to be zero at x = 0 and x = L. This equation can be

adimensionalised, using x = x̃L and θ = θ̃L/U , and defining the Peclet number Pe as

UL/K. This yields

1

Pe

d2θ̃

d2x̃
+

dθ̃

dx̃
+ 1 = 0. (6)

For the sake of simplicity, the tildes are dropped hereinafter.

Solving equation (6) under the abovementioned Dirichlet boundary conditions leads

to

θ(x) =
1− e−Pe x

1− e−Pe
− x. (7)

As pointed out by Delhez and Deleersnijder (2006), this solution exhibits a boundary

layer near the inflow boundary, i.e. in the vicinity of x = 0. The thickness of this

boundary layer is of the order of Pe−1, i.e. K/U in dimensional variables. This can

be seen in Figure 1 for values of the Peclet number ranging from 10 to 1600. Figure 1
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also shows the results of a linear finite-element resolution of equation (5), with a mesh

made up of ten elements. Accordingly, the solution is approximated by

θ(x) ≈ θh
fem =

NX
j=1

θjφj(x), (8)

where φj is a piecewise linear shape function corresponding to the j-th node of the

mesh whose total number of nodes is N . The nodal values associated with the shape

functions φj are denoted θj . Figure 1 shows that the solution oscillates if the Peclet

number is higher than a threshold value. Although generated by the inflow boundary

condition, the oscillations affect the whole computational domain. The linear finite

elements scheme used for the one-dimensional simulation with U and K constants and

a uniform mesh is strictly equivalent to a finite-differences scheme. For that finite-

differences scheme, it is shown in Appendix B that oscillations appear when the mesh

Peclet number Peh = U∆x/K is higher than 2, where ∆x is the grid spacing. This is

illustrated in Figure 1, which exhibits spurious oscillations for Peh > 2.

The numerical oscillations are generated by the discretisation of the advection

term and the problem could be addressed by refined advection schemes, i.e. Total

Variation Diminishing - TVD, Flux-Corrected Transport (Kuzmin et al. 2005), slope

limiters (Cockburn and Shu 1998) or artificial viscosity (Arminjon and Dervieux 1993).

Although such methods are relatively efficient and easy to implement in an explicit

model, they can become intricate with an implicit time-discretisation such as used

in this paper. They also involve a larger computational overhead. More basically, the

amount of artificial diffusion introduced by these schemes can alter significantly the

flux of residence time through the open boundary. The methods described in this paper

involve no excessive numerical diffusion, even near the incoming open boundaries. The

discontinuous Galerkin method is used, which is linear and has proven to be efficient

and accurate for convection dominated flows. Thuburn and Haine (2001) showed that

the computation of the adjoint of a non-linear advection scheme can lead to ambiguous

results which do not reflect the physical behaviour of the system. Then, computing

the adjoint of the forward problem with a non-oscillatory advection scheme that is

better than first-order accurate (hence non-linear) cannot be done. Other techniques

have to be considered to address the issue of the residence time boundary layer with

an accurate discretisation.

One may have recourse to the X-FEM method (Moës et al. 1999), which is able

to represent exactly a solution known up to a multiplicative factor. A polynomial

component needs to be retained to take into account the discrepancies between the

actual solution and that assumed in X-FEM. Details of the implementation of the

method can be found in Appendix C. It produces results (Figure 2b) that do not

show the strong oscillations that appear when a classical finite element method is used

(Figure 1), and are very close to the analytical solution (Figure 2a). However, Appendix

C describes some difficulties that could be an obstacle to its application in a realistic

model. Because of these difficulties, it seems appropriate to look for another solution

to deal with the boundary layer. An alternative consists in a parameterisation, derived

from the analytical solution of the one-dimensional steady-state problem. The idea is to

derive an appropriate boundary condition for the outer solution of the boundary layer

problem (Figure 3). The representation of the boundary layer is indeed not crucial as

long as its impact on the residence time in the interior of the computational domain is

taken into account.
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We need to enforce a correct boundary condition at the limit of the computational

domain. The one-dimensional steady-state equation for the residence time (5) is an

ordinary differential equation which can be solved analytically. We first assume that

the velocity and diffusivity are constant in the parameterised zone. This hypothesis

is acceptable, as this zone generally is very narrow compared with the other length

scales of the flow under consideration. Furthermore, the boundary for the residence

time is not a physical boundary for the hydrodynamics (i.e. it is just an arbitrary

limit fixed by the user), and thus does not affect the velocity and diffusivity. Under

these hypotheses, equation (5) will be solved in the parameterised domain to obtain

the gradient to enforce (Neumann condition) at the boundary of the computational

domain. Following condition (3), a zero residence time is to be imposed at x = 0, and

we denote θ∗ the value of the residence time computed by the model at x = L∗/L

(see Figure 3), the boundary of the computational domain (called hereafter numerical

boundary). Then, the exact expression of the residence time may be rewritten as follows

θ =
e−Pe x − 1

e−Pe L∗
L − 1

„
θ∗ +

L∗

L

«
− x. (9)

To know the gradient to impose at the numerical boundary, expression (9) is differen-

tiated with respect to x and then evaluated at x = L∗/L, leading to

dθ

dx

˛̨̨̨
x= L∗

L

= Pe
e−Pe L∗

L

1− e−Pe L∗
L

„
θ∗ +

L∗

L

«
− 1, (10)

which corresponds in dimensional form to

dθ

dx

˛̨̨̨
x=L∗

=
1

K

e−UL∗/K

1− e−UL∗/K

`
θ∗U + L∗´

− 1

U
. (11)

This technique provides numerical results that are devoid of any oscillation (Figure

2c) and very close to the analytical solution (Figure 2a). It must be stressed, however,

that the presence of an oscillating mode is not directly related to the boundary condi-

tions (3); this mode is part of the general solution of the discrete equation if the Peclet

number exceeds a critical value (i.e. when Peh > 2). However, selecting the appropri-

ate strategy to impose boundary conditions can strongly reduce the amplitude of the

oscillatory mode, particularly at high Peclet number (Appendix D) .

As the X-FEM and parameterisation methods were developed from a time-independent

analytical solution, it is useful to validate them on a transient simulation to make sure

that they are still relevant if the solution varies in time. In a time-dependent configu-

ration, the velocity in the parameterised region, U , can sometimes be equal to zero. If

so, (10) contains divisions by zero, and cannot be computed. This case must be treated

separately. If U = 0, the advection term of equation (5) vanishes, and the equation for

the residence time reduces to

K
d2θ

dx2
= −1. (12)

Under the previously-used assumptions, the analytical solution of equation (12) in the

parameterised zone is

θ = − x2

2K
+

L∗x
2K

+
θ∗x
L∗ . (13)
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Therefore, the gradient to enforce on the numerical boundary is

dθ

dx
= − x

K
+

L∗

2K
+

θ∗

L∗ . (14)

Expressions (10) and (14) exhibits terms that are linear in θ∗, the other terms being

independent of θ∗. The former terms must be treated implicitly to ensure the stability

of the numerical method. Due to the stiffness of the problem, an unacceptably small

explicit time step would be needed to capture the relevant time-scales.

To validate the method for a time-dependent flow, we consider the same one-

dimensional domain, the velocity U being modulated in time by a sine representing an

idealised tide. A residual velocity Uresidual = Utide/100 is considered, where Utide is

the amplitude of the velocity associated with the tidal oscillations. The variables are

still dimensionless, and the ratios between parameters are chosen to be comparable

to a realistic situation, roughly similar to the characteristic scales encountered in the

simulations of the Scheldt Estuary (Section 5). The tidal period is Ttide = 0.864. The

Peclet number is set to Pe = 1000. The left half of the domain has a mesh size of 0.02L,

leading to a maximum mesh Peclet number Peh = 20. The right half of the domain

has a mesh resolution of 10−3L. Only the left open boundary is treated specifically,

while the right open boundary has a sufficient resolution to handle the boundary layer.

An implicit Euler time-stepping scheme is employed, and the time-discretisation of the

one-dimensional idealised equation reads

θn+1 − θn

∆τ
= K

∂2θn+1

∂x2
+ U

∂θn+1

∂x
+ 1. (15)

A first run is performed using a high-resolution model (mesh size of 10−3L) so as

to obtain a reference solution (Figure 4a). To remove the effects of initialisation, the

solution is shown after a simulation time of 30 tidal periods, corresponding approxi-

mately to twice the residence time (Delhez et al. 2004b). Due to the residual flow, the

peak of the residence time is shifted towards the left of the domain; and the solution

is asymmetric. This is clearly visible in the middle of the domain, represented by the

dashed lines on Figure 4. The X-FEM solution (Figure 4b) is very good and cannot

be distinguished from the high-resolution solution, even in the boundary layer. The

parameterised solution (Figure 4c) does not show the boundary layer (the blank space

in Figure 4c correspond to the boundary layer where no solution is available). In the

rest of the domain, the residence time is well computed and the results are similar to

the reference solution (Figure 4a).

While the X-FEM method allows for an excellent representation of the boundary

layer, it was pointed out above that its application in a two-dimensional realistic model

can become quite intricate. For this reason, and as we do not need to know exactly

the shape of the boundary layer, we will only use the parameterisation method for the

realistic application. This method has the advantage of being very simple to implement.

4 Solving the equation backward in time

Integrating backward in time is particularly difficult when dealing with parabolic equa-

tions. The ill-posedness of the backward problem requires the use of adequate methods

to ensure a continuous dependence on the final data (Payne 1975; Elden 1982; Liu et al.

2008a). The backward in time integration of the residence time equation is a well-posed
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problem, as the diffusivity coefficient is negative. It can be solved like a classical forward

advection-diffusion equation. However, as for any simulation involving hydrodynamics

and tracer simulations, special attention must be paid to local consistency.

A passive tracer simulation is said to be locally consistent if the numerical scheme

is such that the tracer concentration remains constant as time progresses, assuming

that the initial concentration was homogeneous in space (White et al. 2008). This

concept may be applied to the transport terms of the residence time equation, in order

to prevent the development of spurious extrema. The latter can be rather strong in

coastal and estuarine areas, partly because the sea surface elevation is in many locations

of the same order of magnitude as the unperturbed depth. White et al. (2008) showed

that a discrete compatibility between the free-surface equation

∂H

∂t
+∇ · (Hu) = 0 (16)

and the tracer equation must be fulfilled to ensure consistency. This compatibility is

of two kinds:

– Spatial compatibility is ensured if the discrete advection operator for a unit

tracer simplifies to the divergence term of the free-surface equation ∇ · (Hu). This

is obtained by using the same element to represent sea surface elevation and tracers.

Here we use linear discontinuous Galerkin elements: the fields are represented using

linear shape functions, and some discontinuities are allowed between elements. This

method requires the computation of fluxes at the interfaces between elements. Due

to their discontinuous representation, the variables needed to compute those fluxes

are not uniquely defined and a Riemann solver is used to obtain a unique value

that guarantees a stable and accurate formulation (Comblen et al. 2009). To ensure

consistency, the Riemann solver used to deduce interface values for velocities and

sea-surface elevation must be the same for tracer and continuity equations.

The mesh used to compute the residence time is a submesh of the global mesh used

for the hydrodynamics simulations. Hence, there is no error due to interpolation or

projection of data.

– Temporal compatibility is more complex, as we use a residence time simulation

which is reversed in time. As we use an implicit Euler method, the time discretisa-

tion of the free surface equation (16) reads

Hn+1 −Hn

∆t
= −∇ ·

“
Hn+1un+1

”
, (17)

The superscripts correspond to the time step at which the variables are expressed,

n + 1 being the new time step in the physical time (forward simulation) and n

being the old one. If we reverse the time of the simulation, n + 1 and n need to

be switched in the mass term. The opposite of the velocity must be taken for the

divergence term, the latter still being computed at time n+1 to be consistent with

the forward simulation:

Hn −Hn+1

∆τ
= −∇ ·

“
Hn+1(−un+1)

”
. (18)

The variables used for the residence time equation (2) must be taken at the same

time as the corresponding variables in the free surface equation. Thus, the time

discretisation of the residence time equation (2) reads

Hnθn −Hn+1θn+1

∆τ
= −∇ ·

“
Hn+1(−un+1)θn

”
. (19)
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Only the advection and mass terms are taken into account as they are the only

ones that need to be compatible with the free surface equation. Source and dif-

fusion terms do not break consistency because the first one is constant over the

whole domain and the second one depends on the gradient of the residence time

concentration, which is zero if the tracer is constant in space. It is obvious that,

for a constant θ, expressions (18) and (19) are equivalent. We thus need to use the

variables H and u at the times corresponding to equation (19) to ensure the local

consistency when time is reversed. Hydrodynamic results must then be saved at

each time step to reload them for the adjoint simulation. Thanks to the implicit

time-stepping scheme, a relatively large time step can be used, and the disk space

required to store the results of the forward simulation is not excessive (e.g. the

two-year simulation with a time step of 10 minutes described in section 5 required

47 Gb to store the state of the hydrodynamic variables at each time step).

For larger problems, a checkpointing mechanism can be used to reduce the disk stor-

age requirements, at the expense of additional recomputations (Alexe and Sandu

2009). During the forward simulation, the state of the hydrodynamic variables is

stored only at some specific time steps, called checkpoints. For the backward sim-

ulation, the checkpoints are read in the reverse order, and the variables at each

time step between two checkpoints must be recomputed using the forward model.

If the number of time steps between two checkpoints is not too large, the state of

the hydrodynamic variables between two checkpoints can be stored in the working

memory. Another technique to reduce the storage requirements is to store the data

at some specific time steps and interpolate the variables between those saved time

steps. However, the temporal accuracy of the results will be altered. Furthermore,

the interpolation scheme should be chosen with care to maintain conservation and

consistency (Deleersnijder 1993).

5 Application to a two-dimensional realistic problem

The residence time is now computed in a two-dimensional realistic domain, i.e. the

Scheldt Estuary (Belgium/The Netherlands). First, the hydrodynamics is simulated

using the two-dimensional version of the finite element model SLIM (Comblen et al.

2009; de Brye et al. 2009, http://www.climate.be/SLIM). This hydrodynamic simu-

lation concerns most of the North Western European Continental Shelf, the Scheldt

Estuary, the Scheldt River and the fraction of its tributaries under the influence of

tides, the latter two being represented by one-dimensional elements (Figure 5). The

residence time is then computed backward in time in the Scheldt Estuary sub-domain.

The computational grid is unstructured and refined in the regions of interest (e.g. the

Scheldt Estuary) or where the dynamics is more demanding (e.g. next to coastlines).

The mesh is made up of 26000 triangular elements, and 5000 of them are located in

the Scheldt Estuary. The river and its tributaries are represented by 350 line elements.

The mesh size is about 400 m in the one-dimensional river and tributaries; and it varies

from 150 metres to 30 kilometres in the two-dimensional domain. The minimum thick-

ness of the boundary layer κ
(−n·u)max

is approximately 10 metres near the upstream

boundary and 70 metres near the sea mouth boundary. The characteristic spatial res-

olution at the estuary/river interface (150 m) and at the sea mouth (400 m) provides

the reference value for the length scale L∗ used in the boundary representation. The

model and its validation on the present domain are described in detail by de Brye
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et al. (2009). At the shelf break, the sea surface elevation is prescribed from values of

the TPXO model, which assimilates satellite altimetry data (Egbert et al. 1994). The

following tidal constituents are taken into account: Mm, Mf , Q1, O1, P1, K1, N2, M2,

S2, K2, and M4. The surface atmospheric pressure and the wind velocity are obtained

from the NCEP Reanalysis data provided by the NOAA/OAR/ESRL PSD (Kalnay

et al. 1996). The non-tidal part of the flow in the Scheldt and its tributaries is obtained

from various sources, which are mentioned in de Brye et al. (2009).

Figure 6 shows the evolution of the residence time in the Scheldt Estuary on Febru-

ary 1, 2001. As the residence time is defined to be the time needed to touch an open

boundary of the estuary for the first time, the residence time decreases towards both

the upstream and downstream ends. Obviously, most of the water will eventually leave

through the mouth of the estuary, because the residual current is directed from the land

to the sea. However, due to the tidal motion, some water can indeed cross the upstream

boundary first. The residence time varies with the tidal phase. At the sea mouth, the

residence time is highest at the end of the ebb tide, because the water will be pushed

into the estuary during the coming rising water. Conversely, at the end of flood tide,

the residence time is relatively low. This simply reflects the fact that external water

has been entering the estuary during rising tide but much of it will be pushed back

out soon. The opposite behaviour is observed at the upstream boundary, where rising

water correspond to an outflow: the residence time is highest at the end of flood tide,

while it is lowest at the end of ebb tide. In addition to tidal effects, Figure 6 also shows

that the residence time varies spatially, due to bathymetry and related hydrodynamical

features. For instance, the large tidal flat area of the Verdronken Land van Saeftinghe

(Figure 6a), is associated with longer residence times than the surroundings. This is

because this area is very shallow with a few trenches (the only parts included in the

computational domain) and therefore the water velocity is rather low. It is the first

time residence times in the Scheldt Estuary have been estimated in such a detailed

way, i.e. with such a space-time resolution. The range of the residence time (0 - 56

days) corresponds well with previous studies estimating residence times in a number of

longitudinal boxes (0 - 50 days, Soetaert and Herman (1995)) or the nominal flushing

time for the entire estuary (25 - 65 days, Steen et al. (2002)). Note that these results

refer to winter situations and that the residence time tends to increase significantly

in summer, up to 70 days (Soetaert and Herman 1995) or even higher, depending on

how much the freshwater discharge decreases. This seasonal variation, related to the

Scheldt flow variability, is also observed in Figure 7 showing the mean residence time

over the whole estuary, as it is computed backward from December 31 to January 1,

2001. Besides the seasonal cycle and the high frequency variability of the semi-diurnal

tidal cycle (discussed above), Figure 7 also displays a fortnightly variation in the mean

residence time, corresponding to the spring-neap tidal cycle. Note that the results from

November, 2001 to December, 2001 correspond to the initialisation of the backward

simulations and cannot be trusted. According to Delhez et al. (2004b), the results be-

come significant after an initialisation period whose duration is about twice the mean

residence time, i.e. about two months.

It is interesting to understand how different tidal components act upon the residence

time. To this aim, a tidal decomposition using the T TIDE software (Pawlowicz et al.

2002) was performed on the residence time field with data covering the period from

May, 2001 to October, 2001. Figure 8 shows the amplitudes of the residence time

fluctuations associated with the M2, S2 and Msf tidal components. As the adjoint

method is used to compute the residence time, these amplitudes can be computed over
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the whole domain. As in the hydrodynamics, the M2 component is clearly dominant.

This variability is related to the displacement of the residence time structure by the

tidal excursion. The S2 signal is weaker, but its amplitude distribution over the domain

is very similar. This is due to the fact that semi-diurnal lunar (M2) and solar (S2)

components are characterised by a similar period (respectively 12.42 h and 12 h). The

small amplitudes next to the boundaries are an effect of the boundary layer related

to the fact that the residence time should be zero at the open boundaries. However,

the variability a few kilometers downstream the upstream boundary is very high. The

water at rising tide will be carried to the river and will then leave quickly the control

domain. At falling tide, most of the water in this zone will flow toward the sea mouth

and after many tidal cycles will exit the control domain by the downstream boundary.

Its residence time will then be much higher, explaining the high variability in this

region. The fortnightly signal Msf of period 13.66 days is induced by the combination

of M2 and S2 components. As this signal is related to slower variations, it generates

a larger boundary layer compared to semi-diurnal components. The residence time in

the trenches of the Verdronken Land van Saeftinghe is almost not affected by tidal

components, because the temporal variablility of the residence time is limited in this

zone. However, a slight temporal variation is related to the Msf period. This is because

the variations associated with the main flow are too fast to significantly influence

the residence time in this zone; but the variations of the flow corresponding to the

fortnightly tidal component are slow enough to drain or fill sufficiently the trenches

to impact somewhat the residence time. The residence time variations associated with

the fortnightly signal are stronger on sandbanks, because these areas have a relatively

large water depth during spring tides (lower residence time), but are covered with a

thin layer of water during neap tides, enhancing the relative impact of bottom friction

(higher residence time).

Figure 9 shows the residence time along a longitudinal section from the estu-

ary/river interface. The snapshots are taken at times similar to those of Figure 6.

As expected, the residence time remains always positive, and tends to zero at the

boundaries. The influence of the boundary layer is visible at 11h00. After that time,

the water flux enters in the estuary from the river. This inflow boundary influences the

residence time in the backward simulations to create the boundary layer which is fully

developed at 11h00. For the solution using the parameterisation of the boundary layer,

the latter is entirely comprised in the parameterised zone, while the solution using a

Dirichlet boundary condition oscillates. If we continue back in time, the outgoing flux

breaks the boundary layer and the residence time decreases smoothly in space near the

boundary. The residence time at both inflows and outflows is well represented by the

model. In the case of the Scheldt Estuary, the issue of the boundary layer is rendered

less severe by the time dependency of the flow, as the boundary layer disappears ev-

ery time the tide reverses. In a flow exhibiting a unique direction, this problem would

be more critical as the boundary layer would be present during the whole simulation

(Delhez and Deleersnijder 2006).

6 Conclusion

The adjoint method from Delhez et al. (2004b) presumably is the only one that allows

one to obtain at an acceptable CPU cost the residence time at any time and location

in the domain of interest. Thus, the residence time is also computed near boundaries,
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where it exhibits a boundary layer whose characteristic length is generally much smaller

than the mesh size.

Two methods were presented for dealing with the residence time boundary layer

without explicitly resolving it. The first one, using the extended finite elements method,

consists in enriching the functional space available for the representation of the field

with shape functions derived from an idealised analytical solution. It is able to represent

the boundary layer itself with a high degree of precision and has been validated on one-

dimensional stationary and non-stationary configurations. While this method seems

promising to represent the boundary layer of the residence time, its implementation in

a two-dimensional or three-dimensional realistic model is likely to present insuperable

difficulties.

The second method is a parameterisation of the boundary layer, in which the latter

is not explicitly resolved. The effect of the boundary layer is parameterised by imposing

on the boundary a normal gradient of the solution, whose expression was developed

from an idealised analytical solution. This method is easy to implement in realistic

models and produces results which are physically acceptable and devoid of any spurious

oscillation. It was validated on both one-dimensional and two-dimensional simulations.

The residence time was computed in the Scheldt Estuary with a high level of

detail. The amplitudes of its variations associated with the main tidal components were

obtained over the whole domain, showing that the residence time temporal variability

is mainly affected by the semidiurnal signals. However, the spring-neap variability also

has an influence on the residence time, particularly in the sandbanks and shallow areas.

On top of the tidal effects, the residence time varies spatially, due to the bathymetry

and related hydrodynamical processes.

The use of the adjoint method to compute the residence time addresses the problem

of spatial and temporal consistency, which are mandatory to obtain acceptable results.

The way to preserve consistency, specifically for reversed time simulation, was explained

in detail.

For computing the residence time, the adjoint method has strong advantages over

other methods, such as forward Lagrangian approaches or forward Eulerian models. It

should help significantly doing physical diagnoses. However, its implementation is more

complex due to the integration backward in time and the boundary layer treatment.

This article is a complement to Delhez et al. (2004b) and should help the modeller in

computing the residence time distribution in any domain without any critical issue.
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A Derivation of the two-dimensional residence time equation

The equation (4) for the depth-averaged residence time can be derived by adapting the proce-
dure introduced in Delhez et al. (2004b) in the context of a three-dimensional model.

In the context of two-dimensional depth-integrated model, the (mean) residence time in a
control domain ω at a particular location x0 and a given time t0 is given by

θ(t0, x0) =

Z ∞

t0

„ZZ
ω

H(t, x)C(t, x)dx

«
dt (20)

where C(t, x) denotes the concentration field produced by a unit point discharge at x0 at time
t0 and where H is the total water depth (which is the sum of the surface elevation and the
reference water depth).

In a direct approach, C is obtained by solving the advection-diffusion problem8>>>>>>>><>>>>>>>>:

∂(HC)

∂t
+∇ · (HuC) = ∇ · (κH∇C)

H(t0, x)C(t0, x) = δ(x− x0)

C = 0 at the open boundaries of ω,

n · κH∇C = 0 at material boundaries of ω,

(21)

where u and κ denote respectively the depth-averaged horizontal velocity and the diffusivity
and where δ is the Dirac impulse function. Using this approach, the direct problem (21) must
be solved for a variety of initial conditions corresponding to the times and locations at which
the residence time is sought, which can be very demanding in computer resources.

An alternative and more efficient procedure can be derived by considering the adjoint of
(21). To this end, we define the adjoint variable C?

T as the solution of the differential problem8>>>>>>>>><>>>>>>>>>:

H
∂C?

T

∂t
+ Hu · ∇C?

T +∇ · (κH∇C?
T ) = 0

C?
T (T, x) = 1 in ω,

C?
T = 0 at the open boundaries of ω,

n · κH∇C?
T = 0 at material boundaries of ω.

(22)

where T denotes some fixed time horizon.
Using (21) and (22), it is easy to show that (see Delhez et al. 2004b)

C?
T (t0, x0) =

ZZ
ω

H(T, x)C(T, x)dx (23)

so that the adjoint variable can be interpreted as the amount of the tracer considered in the
direct problem that is still present in the control domain at time T , i.e. the fraction of the
mass of the tracer released at time t0 and location x0 with a residence time larger than T − t0.
One has therefore

θ(t0, x0) =

Z ∞

t0

C?
t (t0, x0)dt =

Z ∞

0
D(t0, τ, x0)dτ (24)

where we introduced the cumulative distribution function

D(t0, τ, x0) = C?
t0+τ (t0, x0) (25)

With this definition and using the depth-integrated continuity equation

∂H

∂t
+∇ · (Hu) = 0 (26)
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it is easy to show from (22) that D satisfies the differential equation

∂HD

∂t
−

∂HD

∂τ
+∇ · (HuD) +∇ · (κH∇D) = 0 (27)

and the auxiliary condition
D(t, 0, x) = 1 in ω. (28)

Integrating (27) with respect to τ and assuming that D(t, τ, x) decreases to zero when τ
tends to infinity, i.e. that all the particles are eventually flushed out of the control domain,
one gets finally

∂Hθ

∂t
+ H +∇ · (Huθ) +∇ · (κH∇θ) = 0 (29)

which is the differential equation for the (mean) depth-averaged residence time in ω.
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B Constraint on the mesh Peclet number

Starting from equation (6), we will solve the steady-state, one-dimensional problem defined in
section 3 by means of a finite difference scheme.

The domain is discretised by N finite difference nodes of indices n = 1 → N , whose
locations are defined by x̃n = (n− 1/2)/N . The grid resolution is then defined by ∆x̃ = 1/N .

The discrete residence time at these points is noted θ̃h
n, where h refers to the approximate

value of the variable. Two fictious points are added beyond both boundaries of the domain
(i.e. at x̃0 = −1/(2N) and x̃N+1 = 1+1/(2N)) whose values will be noted θ̃h

0 and θ̃h
N+1. These

points will be useful to enforce the Dirichlet boundary conditions, as no grid point is defined
on the boundary. The simplest centered finite-difference discretisation of the non-dimensional
form of equation (6) yields

1

Pe

θ̃h
n+1 − 2θ̃h

n + θ̃h
n−1

∆x̃2
+

θ̃h
n+1 − θ̃h

n−1

2∆x̃
+ 1 = 0, n = 1, 2 . . . N. (30)

Boundary conditions, which consist in a zero residence time at each boundary, are enforced by
imposing

θ̃h
0 + θ̃h

1

2
= 0,

θ̃h
N + θ̃h

N+1

2
= 0. (31)

The solution of the discrete problem defined by (30) and (31) is of the form

θ̃h
n = Arn + Bn + C (32)

where

r =
2− Pe∆x̃

2 + Pe∆x̃
, (33)

A =
2

(1 + r)(rN − 1)
, (34)

B = −
1

N
, (35)

C =
1

1− rN
+

1

2N
. (36)

The constant r then satisfies
−1 < r < 1. (37)

When the mesh Peclet number Peh = Pe∆x̃ is higher than 2, the constant r is negative, and
a spurious oscillating oscillating mode appears in the solution (32). In dimensional variables,
the critical factor Peh becomes Pe∆x/L. It can be written as ∆x/(LPe−1), i.e. the mesh size
divided by the thickness of the boundary layer.
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C X-FEM method for the one-dimensional problem

Using the X-FEM method, the set of shape functions in (8) is enriched with shape functions
derived from the exact solution:

θ(x) ≈ θh
fem + θh

x-fem =
NX

j=1

θjφj(x) +

NxX
j=1

bjφj(x)F (x), (38)

where Nx is the number of enriched nodes. F (x) is a function derived from the a priori known
shape of the solution. It describes the solution up to a multiplicative factor that is to be
determined. For the present one-dimensional experiment, this function is meant to represent
the boundary layer. It is obtained by extracting from the exact solution (7) the part that is
associated with the steep residence time gradient in the boundary layer, i.e.

F (x) = 1− e−Pe x. (39)

The second term of (7) is linear and, hence, does not exhibit a boundary layer. It will then
be handled by the classical linear shape functions. Thus, multiplying (39) by a nodal factor in
combination with the linear shape functions contribution will allow for a good representation
of the solution.

The residence time is computed in the idealised one-dimensional channel using X-FEM.
The mesh is made up of 10 elements (N = 11) with an enriched shape function for the first
node of the mesh, corresponding to the inflow boundary (Nx = 1). The X-FEM results (Figure
2b) do not show the strong oscillations that appear when a classical finite element method is
used (Figure 1), and are very close to the analytical solution (Figure 2a). However, oscillations
still appear for moderate mesh Peclet numbers (e.g. when Peh = 5, 10, 20). These oscillations
appears only when the first node is enriched and the boundary layer length exceeds the width
of the enrichment zone. One might think that it is desirable to enrich more nodes. But, when
doing so, problems arise, especially if extended shape functions are present where the solution is
quasi-linear. In this case, the enriching function F (x) is almost equal to 1, and the linear system
to be solved becomes ill-conditioned because φj(x) and φj(x)F (x) are almost equivalent. It is
thus safe to enrich only the node that is adjacent to the boundary, or to resort to a strategy
consisting in determining a priori the number of nodes to enrich to obtain the most accurate
solution while retaining a well-conditioned system. The second option is unlikely to be easy
to implement. Furthermore, in many realistic applications, the width of the boundary layer is
generally much smaller than the element size, implying that enriching only the first node will
be sufficient in most cases.

While the X-FEM method seems promising in an idealised problem, its application in a
realistic model might present some difficulties:

– As they depend on the velocity, the extended shape functions vary in time. They thus need
to be updated after each temporal iteration. The solution at time t + ∆t is expressed as a
linear combination of the shape functions defined at time t. However the test functions at
time t + ∆t must be used to compute the next time step. It is thus necessary to use two
different sets of shape/test functions.

– The shape functions are expressed as a function of the normal distance from the boundary.
This distance can be complex to define in a realistic two-dimensional domain.

– The enrichment is performed only near the boundary, which can be difficult to handle in
a general finite elements code.

– The steepness of the enriched shape functions requires a very high order integration rule.
While an exact integration can be performed in the one-dimensional model, it can be more
complex in a two-dimensional framework. A possible solution would be to develop integra-
tion rules specifically designed for the function to integrate, but this is not straightforward.
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D Influence of the boundary condition on the oscillations

Starting from the non-dimensional finite-difference discretisation of the residence time (30),
the parameterisation of the boundary layer (10) is now applied to the inflow boundary, while
a Dirichlet boundary condition is still used at the outflow boundary:

θ̃h
1 − θ̃h

0

∆x̃
=

e−Pe L∗
L

1− e−Pe L∗
L

Pe

 
θ̃h
1 + θ̃h

0

2
+

L∗

L

!
− 1,

θ̃h
N + θ̃h

N+1

2
= 0. (40)

The solution of the discrete problem is still of the form (32). However, due to the different
boundary conditions, the coefficients modify to:

A =
2Pe(1 + L∗

L
)

Pe(1 + r)(rN − 1) + 2N(e
L∗
L

Pe − 1)(r − 1)
, (41)

B = −
1

N
, (42)

C =
2N(e

L∗
L

Pe − 1)(r − 1)(1 + 2N)− Pe(1 + r)
h
1 + 2N + rT (2L∗

L
N − 1)

i
2N
h
Pe(1 + r)(rN − 1) + 2N(e

L∗
L

Pe − 1)(r − 1)
i . (43)

When the mesh Peclet number Pe∆x̃ is higher than 2, the oscillating mode is still present. The
amplitude of the oscillations is controlled by the constant A. Figure 10 shows that if we use
a Dirichlet inflow boundary condition, the norm of this constant will increase with the mesh
Peclet number. If the mesh Peclet number is high, the solution will inevitably show significant
oscillations. If the parameterisation of the inflow boundary layer is used with a sufficiently large
L∗

L
, the oscillatory part of the solution is limited and decreases as the mesh Peclet number

increases (Figure 10). This is due to the fact that, for a high mesh Peclet number, the boundary

layer is entirely comprised in the parameterised zone. The parameterisation used with L∗

L
= 0

produces the same results as the Dirichlet boundary condition. It is then necessary to use a

sufficiently large value of L∗

L
to limit the oscillating part of the solution.
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Fig. 1 Residence time for the dimensionless, steady-state one-dimensional problem for various
Peclet numbers. The thick curve represents the analytical solution. The thin curve represents
the numerical solution obtained with a classical finite element method where the circles indicate
the mesh nodes. The dimensionless thickness of the boundary layer is Pe−1. The mesh Peclet
number is defined by Peh = U∆x/K, where ∆x is the grid spacing.
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Fig. 2 Residence time for the dimensionless, steady-state one-dimensional problem for various
Peclet numbers (the label on the curves indicates the mesh Peclet number, which is 0.1Pe in this
case). The simulation configuration corresponds to Figure 1. Dashed vertical lines correspond
to the mesh nodes position. (a) Analytical solution, (b) Boundary layer treated using the
X-FEM method, (c) Parameterised boundary layer.
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(b)

(c)
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Fig. 3 Parameterisation of the boundary layer for the residence time. The numerical domain
boundary is moved to avoid the computation of the boundary layer.
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Fig. 4 Evolution of the residence time for the transient one-dimensional problem, after an
initialisation of 30 tidal periods (τ ′ = τ

Ttide
− 30). The colorbar indicates the residence time.

(a) High-resolution solution, (b) Boundary layer treated using the X-FEM method, (c) Pa-
rameterised boundary layer.
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Fig. 5 Unstructured mesh used for the numerical simulations, with a zoom on the Scheldt
Estuary (lower panel). The blue part of the mesh (Scheldt Estuary) is used for the residence
time computations. The mesh is made up of 26000 triangular elements, and 5000 among them
are located in the Scheldt Estuary. The river and its tributaries are represented by 350 one-
dimensional elements. The mesh resolution is about 400 m in the one-dimensional rivers and
varies from 150 metres to 30 kilometres in the two-dimensional domain.
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Fig. 6 Residence time in the Scheldt Estuary on February 1, 2001 during a tidal period. The
arrows are a qualitative indication of the transport through open boundaries. The residence
time interval between isolines is five days.

5h00 sea mouth: 3h00 before high tide
upstream boundary : 4h30 before high tide

7h00 sea mouth: 1h00 before high tide
upstream boundary : 2h30 before high tide

9h00 sea mouth: 1h00 after high tide
upstream boundary : 0h30 before high tide
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11h00 sea mouth: 3h00 after high tide
upstream boundary : 1h30 after high tide

13h00 sea mouth: 1h15 before low tide
upstream boundary : 2h45 before low tide

15h00 sea mouth: 0h45 after low tide
upstream boundary : 0h45 before low tide
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Fig. 7 Mean residence time over the estuarine domain. The red curve represents a one day
running mean taken to filter out tidal oscillation. Results between the dashed line (November
1, 2001) and December 31, 2001 correspond to the initialisation of the backward simulation
and cannot be trusted (a period of twice the order of magnitude of the residence time, following
Delhez et al. (2004b)).
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Fig. 8 Amplitude of the residence time variations associated with the M2, S2 and MSF tidal
components, in days.
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Fig. 9 Residence time along the line A-B on February 1, 2001 during a tidal period. Solutions
using the parameterisation of the boundary layer (black) and a Dirichlet boundary condition
(red).
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Fig. 10 Evolution of the constant A from equation (32) with the mesh Peclet number Pe∆x̃ for
the stationary one-dimensional problem. Results obtained using a Dirichlet boundary condition
(plain line) and the parameterisation of the inflow boundary layer (dotted lines). The values
along the curves indicate different parameterised length L∗/L used for the parameterisation
of the boundary layer. The dashed line indicates a mesh Peclet number of 2 under which the
solution does not present any oscillation. The number of nodes N = 10.
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