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Multi-Agent systems

Starlink Multi-robot system
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Ad-hoc and sensor networks

)
Flock of birds
b )
N ~—
- E Y E e i A ®
v ‘ """ X R
"“ AR v \‘ \‘\ =
: N n X .
Ve R - -
B S
? :
H oy - . l'
Voo . J
P R B -
- ., N 4 4 " &8
B




Multi-Agent systems
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Under some assumption on the network,

tll)rg y(t) =y* For some desirable y*

e.g. for consensus: y* € span{1}



Multi-Agent systems

Multi-Agent system - Averaging consensus

Closed system
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Multi-Agent systems

Multi-Agent system - Averaging consensus
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Open Multi-Agent systems
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Many multi-agent systems are open by nature




Open Multi-Agent systems
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Challenging design and analysis:
» Variable dimension
» Variable objective
» No more convergence
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Problem Statement

Each agent has a noisy measurement of [t : z; ~ N (u, o?) (iid.)

GOAL: Estimating L y;(t) = u
SO
27 1 yi(t) ~ Replacement assumption
/ S~ -> constant size system n
(\ P A, replacement rate
« @

~ \YE(t) Va4(t) _ - -
Agents have:
Bounded memory
No identifier
A, communication rate |dentical algorithms

Random, pairwise,
asynchronous, symmetric



Outline

1. Performance Limitations
2. Gossip averaging algorithm
3. Symmetric Push-Sum



Performance Limitations

Best possible way for agent i to estimate u:

yPest(t) = average {z; | k has influenced i at time t}

Ideal : requires a growing memory + identifiers

» Lower bound on the expected performance of any algorithm:

n
1
Performance metric: MSE(t) = —Z(yi(t) — u)?
n
i=1

IE[MSE(t)] = IE[MSEbest(t)]
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The gossip averaging algorithm

Initialization: Xi = Zj

. . Xi+Xx;
Interactioni — j: x| =x =——
Estimate of u : y; (t) = x;(t)
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The gossip averaging algorithm

Initialization: Xi = Zj
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The gossip averaging algorithm

Initialization: Xi = Zj
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The gossip averaging algorithm

Initialization: Xi = Zj

. . Xi+Xx;
Interactioni — j: x| =x =——
Estimate of u : y; (t) = x;(t)

_ 1
Closed: all x; converge to x = £Z’,§=1 Z

Replacement of j by n + 1:
All x; re-converge to = or+ lznﬂ
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New agent has more weight
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Performance of the gossip algorithm
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The gossip algorithm: a baseline

Theoretical evolution of an open multi-agent system subject
to gOSSip algorithm exists [J.M. Hendirkx, S. Martin 2017]

‘ Baseline algorithm with theoretical guarantees

Issues with the gossip algorithm
1. Not equal weight for all agents
— Large squared bias

2. Disruptions due to replacements
—> Large Variance

12



Symmetric Push-Sum (SPS)

Gossip - Issue 1: too much weight for new agents

— Ildea: give decreasing weights to incoming agents

Symmetric Push-Sum: add a weight for each agent
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Symmetric Push-Sum (SPS)

Gossip - Issue 1: too much weight for new agents

— Ildea: give decreasing weights to incoming agents

Symmetric Push-Sum: add a weight for each agent
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Symmetric Push-Sum (SPS)

Gossip - Issue 1: too much weight for new agents

— Ildea: give decreasing weights to incoming agents

Symmetric Push-Sum: add a weight for each agent

X;: quantity, w;: volume
Xi .
y; = —: estimate
Wi
1L 1L

Communication:
Mix their ‘content” and share it equally

= / x-+=x-+=xi+xj
e ‘ / 2
1L 1L + +_Wi+Wj

Wi =W T 14
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Symmetric Push-Sum (SPS)

Gossip - Issue 1: too much weight for new agents

— Ildea: give decreasing weights to incoming agents

Symmetric Push-Sum: add a weight for each agent
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Symmetric Push-Sum (SPS)

Gossip - Issue 1: too much weight for new agents

— Ildea: give decreasing weights to incoming agents

Symmetric Push-Sum: add a weight for each agent

o o

AN X;: quantity, w;: volume
\
Xi .
y; = —: estimate
Wi
1L 1L

Replacement:
Which volume should we choose
for the first new agentn 4+ 17
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Symmetrlc Push-Sum (SPS)
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Replacement:

Which volume should we choose for
the first new agentn + 17

First new agentn + 1

We suppose for
other agents

Yn+1(0) = Zp4q
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Goal: Compute the external average
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Symmetric Push-Sum (SPS)
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Symmetric Push-Sum: Summary

Symmetric Push-Sum algorithm (SPS):

Initialization: choose w;(0) x; = w; (0) z;
. . W'+W' x.+x
Interactioni — j: wit = Wj+ — 2T xf =t =220
2 J 2
. (t)
Estimate of u: () = i

How to choose w;(0) ?

w;(0) =1 for the n initial agents

n—1

K
Wi (0) = (—) for the k" arriving agent

n

Supposing convergence occurs between each replacement,
(i.e. replacements are very infrequent)

these decreasing weights ensures that
n+k

1
yi(t) - Tk z Zj between each replacement
i=1




SPS: performance with infrequent
replacements
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SPS: performance with frequent
repla
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Symmetric Push-Sum with

difference tracking
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Conclusion

» External averaging problem: in the context of open multi-
agent systems for decentralized estimation.

» Challenging problem with limitations.

» Well known gossip averaging algorithm does not answer
challenges properly.

» Symmetric Push-Sum shows very good results to these
challenges.

Open problems

] Develop theoretical guarantees
(J Consider separate arrivals and departures



