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1 Introduction
We develop a methodology that automatically provides
nearly tight performance bounds for first-order decentral-
ized methods on convex functions and we demonstrate its
usefulness on different existing methods [1]. Decentralized
optimization has received an increasing attention due to its
useful applications in large-scale machine learning and sen-
sor networks, see e.g. [2] for a survey. In decentralized
methods for separable objective functions, we consider a set
of agents {1, . . . ,N}, working together to solve the follow-
ing optimization problem:

minimize
x ∈ Rd

f (x) =
1
N

N

∑
i=1

fi(x),

where fi : Rd → R is the private function locally held by
agent i. Each agent i holds its own version xi of the deci-
sion variable x, performs local computations and exchanges
local information with its neighbors to come an agreement
on the minimizer x∗ of the global function f . Exchanges
of information often take the form of an average consensus
on some quantity, e.g., on the xi. These consensuses can be
represented using a multiplication by a matrix W ∈ RN×N ,
typically assumed symmetric and doubly stochastic.

One of the simplest decentralized optimization method is the
distributed (sub)gradient descent (DGD) [2] where agents
successively perform an average consensus step (1) and a
local gradient step (2). We have, for all i ∈ {1, . . . ,N},

yk
i =

N

∑
j=1

wi jxk
j; (1)

xk+1
i = yk

i −α∇ fi(xk
i ), (2)

where α > 0 is a constant step-size.

2 Contributions and results

In general, the quality of an optimization method is eval-
uated via a worst-case guarantee. Obtaining theoreti-
cal worst-case performance bounds for decentralized algo-
rithms can often be a challenging task, requiring combining
the impact of the optimization component and the intercon-
nection network. This can result in performance bounds that
are complex and not very tight. For example, we have empir-
ically shown that the existing performance bounds for DGD
are significantly worse than the actual worst-cases. How-
ever, accurate performance bounds are important to cor-
rectly understand the impact of the network topology and
algorithm parameters on the performance of the algorithm.

In this work, we follow an alternative computational ap-
proach that finds a worst-case performance guarantee of an
algorithm by solving an optimization problem, known as the
performance estimation problem (PEP). The PEP approach
has led to many results in centralized optimization, see e.g.
[3], but it has never been applied to decentralized optimiza-
tion methods. The current PEP framework lacks for ways
of representing the communications between the agents. We
therefore propose two formulations of the average consen-
sus steps that can be embedded in a solvable PEP [1].

The first formulation uses a given averaging matrix W to di-
rectly incorporate the updates of the chosen method as con-
straints over the iterates. This leads to performance bounds
that are tight, but specific to the given matrix.
The second formulation is a relaxation that considers en-
tire spectral classes of possible symmetric matrices. This
allows PEP to provide spectral upper bounds on the perfor-
mance that are valid over an entire class of networks and
can thus be compared with the bounds of the literature. This
also allows looking for the worst communication network
from the given class. This formulation is a relaxation be-
cause it replaces the set of consensus steps (e.g. (1)) with
a set of constraints that are only proven to be necessary for
having an averaging matrix in the given class. Although it
is a relaxation, the performance guarantees it provides for
the decentralized algorithms we have experimented, such as
DGD and DIGing, significantly improve on the theoretical
existing ones and are numerically tight. They are also in-
dependent of the number of agents in the problem and they
help for better tuning of the parameters of the algorithms.

Using our two new formulations, the PEP approach can be
applied directly to many decentralized algorithms.
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