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1 Introduction
We consider a decentralized optimization problem in which
a set of agents {1, . . . ,N} collaborate to minimize the aver-
age of their private local functions fi : Rd → R:

minimize
x ∈ Rd

f (x) =
1
N

N

∑
i=1

fi(x).

Each agent i holds a local copy xi of the decision variable
to performs local computations. The agents exchange lo-
cal information with their neighbors to come to an agree-
ment on the minimizer x∗ of the global function f . These
exchanges often take the form of an average consensus on
some quantity, e.g., on the xi. The consensus step can be
represented using a multiplication by an averaging matrix
W ∈RN×N , for which Wi j ̸= 0 only when there is a commu-
nication link between i and j. We will focus on the case
where the matrix W is symmetric and doubly-stochastic,
which is required for the convergence of many decentralized
algorithms. In general, the performance of a decentralized
optimization method is largely impacted by the averaging
matrix W . While the zero elements are imposed by the net-
work topology, the values of the non-zero elements should
be carefully determined to obtain efficient algorithms, as for
any other parameter of a method.

2 State of the Art in Averaging Consensus
For the pure averaging consensus xk+1 = Wxk, it has
been shown in [1] that the symmetric matrix W leading
to the smallest per-step convergence factor is the doubly-
stochastic matrix with the smallest Second Largest Eigen-
value Magnitude (SLEM), denoted Wλ2 . Obtaining such a
matrix requires (at least) one agent to have an entire knowl-
edge of the communication network. Another choice for
W , based only on local degree information, is to choose the
Metropolis weights, denoted WM: for any edge between i
and j (i ̸= j),

Wi j =
1

max{di,d j}
,

where di and d j are the degree of agents i and j. The diag-
onal weights Wii are chosen so that WM is doubly stochastic.
The Metropolis weights ensure convergence of the consen-
sus to the average, but often at a slower rate.

The next section shows that Wλ2 is not especially the best
choice for decentralized optimization algorithms, where the
consensus is constantly perturbed by local updates based on
the local gradients.
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3 Results for Decentralized Optimization
To compute the optimal weights for a given algorithm, a
given class of function and a given performance measure,
we rely on the Performance Estimation (PEP) framework,
allowing to compute numerically the exact worst-case per-
formance for a given averaging matrix W [2]. We there-
fore have a numerical function Perf that computes the al-
gorithm’s performance depending on the problem settings
(class of functions, network topology, etc) and the algorithm
parameters (step-sizes and averaging weights). A priori, this
function is non-smooth and non-convex in the parameters.
In this work, we use a zero-order method (pattern search)
to find the parameter values leading to the best worst-case
performance, for the given problem settings. We therefore
identify, the optimal weights W , but also the other param-
eters of the method, e.g. the step-size, since the optimal
parameter values are often interdependent.

To reduce the computational load, we only look for averag-
ing matrices with equal weights for every edge. We expect
better results when allowing different weights. In our pre-
liminary results (see Table 1), we observe that the optimal
matrix W∗ does not generally match Wλ2 nor WM , and allows
the algorithms to work with larger step-sizes and improve
the performance up to 40 % for 10 iterations. This means
that λ2, which is used in every theoretical bound, is not the
best characterization of the network we can have for decen-
tralized optimization. As future work, we would like to ex-
plore which network characterizations are more suitable.

Topology complete star cycle
Weights W∗ Wλ2

WM W∗ Wλ2
WM W∗ Wλ2

WM

DIGing 0.24 0.40 0.40 0.64 0.86 0.73 0.41 0.67 0.67
EXTRA 0.25 0.25 0.25 0.44 0.45 0.58 0.32 0.33 0.33
DNGD 0.24 0.27 0.27 0.50 0.63 0.75 0.32 0.47 0.47

Table 1: Worst-case performance of 10 iterations of differ-
ent decentralized optimization algorithms, for different
weighting matrices and different network topologies.
The network size is fixed to N = 4 agents. Local func-
tions are 1-smooth and 0.1-strongly-convex.
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