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2 worlds

Direct solver

Iterative solver
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Band Solver

A low storage and fast solver for sparse matrix compared to a
dense Gaussian elimination (both are in the homework)

Other idea explains in the syllabus: Frontal solver
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Cholesky Decomposition

The decomposition is valid only for positive definite matrix and
follows

A = LLT

with L a lower triangular matrix.
=> Crout or Banachiewicz algorithm
Then we use a forward and a backward substitution to get the
solution of the system

Ly = b and LT x = y
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Fill in problem

Reordering the matrix to reduce the fill in

• In X or Y

• Reverse Cuthill-McKee (RCMK)

• Approximate Minimum Degree (AMD)

• Nested Dissection (ND)
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Iterative Solver

• Richardson iteration

• Jacobi iteration

• Conjugate Gradient

• GMRES

• Multigrid
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Preconditionning

The goal is to decrease the condition number of the matrix using a
preconditionner to have less iterations. The system becomes

P−1
1 AP−1

2 y = P−1
1 b

with
x = P−1

2 z

where P1 and P2 are the left and right preconditionner

κ(A) =
λmax

λmin

Preconditionner:

• Diagonal

• Incomplete LU (iLU0, iLUk)
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Low storage

• COO

• CSR

• CSC

• ELL

• BSR
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Storage system

A =


1 0 4 0
0 2 0 0
0 6 3 0
0 0 5 1



COO:

data = [1, 4, 2, 6, 3, 5, 1]

row = [0, 0, 1, 2, 2, 3, 3]

col = [0, 2, 1, 1, 2, 2, 3]

CSR:

data = [1, 4, 2, 6, 3, 5, 1]

row = [0, 2, 3, 5, 7]

col = [0, 2, 1, 1, 2, 2, 3]
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Speed diagnostic

Use log-log plot to show the convergence of your solver !
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Grand Prix International 2025 de l’Elément le Plus Fini
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