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1 Abstract

Free surface and granular fluid mechanics problems combine the challenges of fluid dynamics with aspects

of granular behaviour. This type of problem is particularly relevant in contexts such as the flow of

sediments in rivers, the movement of granular soils in reservoirs, or the interactions between a fluid and

granular materials in industrial processes such as silos. The numerical simulation of these phenomena

is challenging because the solution depends not only on the multiple phases that strongly interact with

each other, but also on the need to describe the geometric evolution of the different interfaces. This

paper presents an approach to the simulation of fluid-granular phenomena involving strongly deforming

free surfaces. The Discrete Element Method (DEM) is combined with the Particle Finite Element

Method (PFEM) and the fluid-grain interface is treated by a two-way coupling between the two phases.

The fluid-air interface is solved by a free surface model. The geometric and topological variations are

therefore naturally provided by the full Lagrangian description of all phases. The approach is validated

on benchmark test cases such as two-phase dam failures and then applied to a historical landslide event.

2 Introduction

Fluid mechanics problems involving free surfaces and grains are multifaceted phenomena that require a

deep understanding of fluid dynamics and granular interactions. They are particularly relevant to civil

engineering, earth science, and many industrial applications.
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Figure 1: In this study, two types of interfaces are a source of complexity: the free surface between fluid
and air, and the solid-fluid interface.

For example, let us consider landslides. These natural phenomena often have catastrophic conse-

quences for people, and understanding the dynamics and predicting the potential impact in advance can

help prevent the worst. Landslides occur when soils on steep slopes become unstable. In some cases,

these steep hillsides are located above water basins, resulting in a hard impact of the soil on the water,

causing significant impulse waves on the water. In other cases, known as submarine landslides, the soil

detaches below the water level, creating waves on the water surface. Both cases can be referred to as
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landslide tsunamis [41], and it remains a difficult challenge to simulate the creation of these waves near

the source, in order to predict their propagation[1]. In these phenomena, the two main interfaces are

solid-fluid between the moving soil and water, and fluid-air at the surface of the water. Figure 1 is

an illustration of the two-dimensional numerical simulation of the Lituya Bay landslide and tsunami,

conducted by the authors. This illustrates the complexity of the two types of interfaces.

A numerical solver that performs simulations of this problem must therefore be able to cope with

different challenges. On the one hand, interaction laws between the fluid and the granular phase are

non-linear. On the other hand, geometrical non-linearities also appear due to the moving interfaces and

changes in topology. Our problem thus has two types of interfaces corresponding to specific physical

couplings. We will now describe the state of the art in modeling these couplings individually and finally

propose a new method that has all the right qualities to simulate all the couplings at once.

2.1 Fluid-air coupling – two phase flows

For the fluid-air coupling, several approaches have been proposed in the literature. Multi-fluid formula-

tions such as volume-of-fluid [20] or level-set [40] approaches simulate both phases completely. However,

the cost of doing so can quickly become prohibitive. In fact, the time scales of the dynamics in the lighter,

less viscous fluid are often much shorter than in the heavier, more viscous fluid. Much unnecessary work

would be spent solving the air phase, which often has limited effect on the flow. In addition, many

formulations consider smooth interfaces between the phases because it is difficult to follow topological

changes in a sharp manner. This can lead to a loss of accuracy in the representation of the two phases

as a result of diffusive effects.

Another strategy consists in simulating only the heavier fluid. This is an attractive solution, as the

equations only require to be solved on one part of the domain, and the time step can be chosen at the

scale of the dynamics of the heavier fluid. The fluid-air interface thereby becomes a free surface, on which

the kinematics are dictated by the fact that there is no flow through the interface. The main challenge

becomes geometrical. Indeed, the motion of the interface must be tracked and topological changes such

as two parts of the domain colliding or separating, should also be accurately detected. It is even possible,

as was recently proposed in [25], to account for the presence of a lighter fluid in situations where the

heavy fluid fully encapsulates an empty region, such as closing wave phenomena.

Here, Lagrangian approaches are more common, as the degrees of freedom move with the flow. La-

grangian methods can be separated into mesh-based and meshless methods. Meshless methods, typically

considered as particle methods, do not require the generation of a mesh, and field gradients are computed

using neighborhood samples around the particles. The smoothed particle hydrodynamics (SPH)[30], the

material point method (MPM)[38], and the lattice Boltzmann method (LBM)[33] are popular examples

of these methods. Mesh-based methods, on the other hand, make use of a mesh connecting the particles

to solve the equations of motion. These methods benefit from the strong mathematical background of

mesh-based methods, such as the finite element method, to solve the equations and apply boundary

conditions. Arbitrary Lagrangian-Eulerian (ALE)[22] belong to this category. They are a good method

of choice for simulating deforming domains thanks to great conservation properties, but become complex

and prohibitive when high levels of topological changes are desired. Another challenge in these methods

remains to efficiently generate meshes onto these particles. With recent advances in mesh generation

techniques[28], however, this step should no longer be considered a bottleneck to the entire simulation

process.

In this work, the Lagrangian mesh-based method known as the particle finite element method, or

PFEM[32], is used. In brief, the PFEM solves the equations of motion using a finite element formulation,

and then displaces the nodes of the mesh, the particles, based on the obtained displacement or velocity

field. As this Lagrangian displacement may lead to great distortions of the mesh, especially in highly

deforming domains such as fluids, the mesh is discarded at each time step, keeping only the nodes, on

which a new triangulation is performed. The free surface boundary is then tracked through the use of

an indicator function that defines the shape of the domain.
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2.2 Fluid-solid coupling

The second interface, between the solid and the fluid, arises as the solid phase is driven into the flow.

To model the mixture, i.e. the solid grains and the fluid, multiple approaches can be considered. Solid

phases can be modeled using solid mechanics and the coupling between the solid and the fluid can be

achieved using fluid-structure interaction methods (FSI).

Another approach is to consider the mixture as a continuum described by a two-fluid model. In this

case, a constitutive law for the mixture stress tensor must be used [3]. Such a model is well-suited for a

macroscopic description of the mixture.

Alternatively, the solid phase can be modeled as a discrete phase composed of individual grains,

while the fluid is still a continuum. This approach is commonly referred to as CFD-DEM, which couples

Computational Fluid Dynamics with the Discrete Element Method. The discrete representation of the

solid allows to describe local interactions between grains, such as collisions. To model these contacts,

two methods are commonly used: the smooth contact dynamics and the non-smooth contact dynamics,

also called the hard sphere model. In the smooth contact dynamics, the contact forces are computed

using an explicit penalty method based on the overlap of the grains [24]. In the non-smooth contact

dynamics, contact impulses are iteratively obtained by prohibiting grain overlaps [23]. Both approaches

are able to efficiently and accurately describe contact forces, taking into account frictional and cohesive

behaviours if needed.

To capture the grain presence in the fluid without the need to track the exact interface, volume-

averaged methods can be used. The fluid equations are averaged on cells larger than the particle size[2].

The forces between the two phases are computed using the averaged stress tensor and additional consti-

tutive laws. Still, satisfying Newton’s third law is mandatory to ensure the conservation of momentum.

To this end, a strategy to project the forces caused by the grains as well as their volume onto the fluid

mesh are required. An extensive review of the different methods to compute the void fraction is presented

in [7]. The most common approach, the particle centroid method (PCM), assumes grains to be described

by their centroid on which forces can be estimated. A smooth representation of the void fraction can

then be obtained through a two-stage projection as proposed by [26]: first, a nodal non-negative void

fraction is computed. Next, a diffusion operator smooths the field. Alternatively, the solid volume ratio

can be estimated at quadrature points leading to a temporally stable scheme [13]. This approach allows

the mesh to be around the same size as the grains, which is a significant improvement compared to the

PCM which is typically restricted to a mesh size larger than the grain diameter.

In this work, the mesh size limitation is overcome by computing the exact centroid between the mesh

elements and each grains. This method uses a first degree integration rule over the grain and an exact

void fraction computation[36]. This is suitable for the simulations performed in this work, as the mesh

size will be refined close to the free surface independently of the grain size.

2.3 Fluid-Granular Flows with free surface Dynamics

The present work aims at simulating granular free surface flows. The applications require to have sharp

interfaces between the fluid, the air and the solid, and allow large deformations of the domain. Different

approaches for simulating free surface flows coupled to a solid granular formulation have been proposed.

Eulerian-Lagrangian methods such as FEM-DEM couplings with a multi-phase flow formulation have

been proposed, for instance [27]. In their approach, the free surface interface is captured using a con-

servative levelset method, while the solid-fluid interface is managed by an immersed boundary method.

Such approaches benefit from high levels of accuracy and good conservation properties. The fact of

requiring a levelset function to represent the fluid domain, however, may increase the computational cost

and strong topological changes are often complicated to capture.

Lagrangian-Lagrangian formulations have also been proposed, such as a moving particle semi-implicit

(MPS) formulation for the fluid, coupled with the DEM method for the solid granular phase[42]. Sim-

ilarly, an SPH-DEM coupled formulation was proposed by [39]. In both methods, local gradients are

defined through the use of a smoothing kernel based on neighboring particles, and therefore do not re-

quire the proper definition of a mesh. An important aspect of the coupling between the fluid and solid
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phases in this method is that a large number of fluid particles is required around each solid particle,

and this ratio should be kept constant. Simulating solid impacts on the free surface (i.e., solid particles

entering the fluid) may therefore be challenging.

In [15], a fully Lagrangian approach was proposed to simulate landslide phenomena, in which both

phases are considered as a continuum. More specifically, both phases are simulated with the particle finite

element method, but two different constitutive models are considered for each phase. While the water

phase is modeled as a standard Newtonian fluid, the landslide phase is parametrized using a frictional

viscoplastic model. Three-dimensional results were demonstrated and used to simulate the 1963 Vajont

rockslide and tsunami.

Finally, a PFEM-DEM formulation has been proposed by Franci et al. [16] for a one-way coupling for

particle-laden flows. Since the particles are sufficiently small and disperse such as to consider their effect

on the fluid as negligible. Hence, the approach of Franci et al. is very similar to the method proposed in

this paper, albeit without the two-way coupling.

Figure 2: We present a fully coupled PFEM-DEM formulation for the simulation of fluid-grain flows
with strong domain deformations.

In this paper, we present a new PFEM-DEM formulation to simulate two-way coupled fluid-grain

problems with large deformations of the fluid domain. Figure 2 demonstrates the potential of our solver.

Deforming free surfaces, fluid-grain coupling, complex evolutions of the domain and moving boundaries

are all within the capabilities. This method is of great interest for simulations such as landslide-generated

impulse waves. Although the rotating turbine is an illustrative example, the present paper aims to

validate our approach to landslide-related problems. Indeed, thanks to the Lagrangian formulation of

the fluid, free surfaces are inherently captured, allowing to simulate strongly dynamic phenomena such as

impulse waves. The discrete element method, used for the granular phase, is adequate for the landslide

phenomena simulated in this paper, but also has the capability to simulate phenomena at much smaller

scales, understating the versatility of the approach.

We first present the fully coupled formulation, followed by two benchmarks to validate the approach.
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Finally, we apply the method to the 1958 Lituya Bay landslide and tsunami, a historical event.

3 The Physical Problem

In this section, the governing equations of the physical problem are presented. The fluid flow within the

multi-phase system is governed by the Volume-Averaged Navier-Stokes (VANS) equations. The motion

of individual grains is modelled using the Newton-Euler equations, assuming the grains to be rigid bodies

with a cylindrical shape. Interactions between grains, as well as between grains and the boundaries, are

handled by the Non-Smooth Contact Dynamics (NSCD) method [23]. To represent the grains in the

weak form of the VANS equations, a least-squares projection of the relevant grain fields is used.

In the following, the fluid governing equations are presented in Section 3.1, followed by the equations

for the grains in Section 3.2, and finally the fluid-grains coupling model is discussed in Section 3.3.

3.1 Volume-Averaged Navier-Stokes equations

These fluid conservation equations are derived by averaging the Navier-Stokes equations over a control

volume containing both phases, similar to a two-fluid approach. The Lagrangian formulation is used

to track the fluid material points. This description provides a natural way to capture the domain

deformation and the free surface dynamics.

dx

dt
= u, (1)

∇ · (εu+ (1− ε)v) = 0, (2)

ερ
du

dt
= ∇ · σ + ερg + (1− ε)f , (3)

where x is the fluid material point position, u is the fluid velocity, v is the averaged solid velocity, ρ is

the fluid density, d
dt the material derivative in the Lagrangian frame, σ is the Cauchy stress tensor, g is

the gravitational acceleration, ε is the void fraction and f is the fluid-grain interaction force. The stress

tensor is defined as

σ = −pI + εη(∇u+∇Tu), (4)

where p is the pressure, I is the identity tensor, and η is the dynamic viscosity. The displacement,

Equation (1), is performed at the nodal values, Section 4.7 describes the proposed scheme. The continuity

equation and momentum conservation equation, Equations (2) and (3), are solved using the Finite

Element Method. Linear elements are used for both the velocity and pressure fields. Let τi denote the

shape functions associated to the i–th node, the discretisation of the velocity and pressure are given by

u(x, t) ≈ uh(x, t) =

N∑

i=1

ui(t)τi(x(t)), (5)

p(x, t) ≈ ph(x, t) =

N∑

i=1

pi(t)τi(x(t)), (6)

where uh and ph are the discrete velocity and pressure fields, respectively, N is the number of nodes

in the mesh, and ui and pi are the nodal values of the velocity and pressure fields. As equal-order

discretisation does not satisfy the inf-sup condition, a Pressure-Stabilizing Petrov-Galerkin (PSPG) is

introduced [21]. The discrete form of the volume-averaged equations is to find (uh, ph) ∈ (Uh×Ph) such

that for all test functions (û, p̂) ∈ (Û
h × P̂h),
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0 =

∫

V

∇ · (εuh + (1− ε)vh) p̂h dV

+

N∑

i

ξ

∫

V

R(uh, ph) ·∇p̂h dV,

(7)

0 =

∫

V

(
R(uh,ph)︷ ︸︸ ︷

ερ
duh

dt
+∇ph − ερg − (1− ε)fh

)
· ûh dV

−
∫

V

∇ ·
(
εη

(
∇uh +∇Tuh

))
· ûh dV,

(8)

where R(uh, ph) is the residual of the momentum equation and ξ is the PSPG stabilization parameter

obtained element-wise as

ξ =

[(
2

∆t

)2

+

(
4η

ρh2

)2
]− 1

2

. (9)

No advection is considered in the discretisation of the momentum equation, as the advection is captured

by the nodal displacement, see Section 4.7. The viscous term is not considered in the momentum residual

as its derivative is zero for linear shape functions. Details can be found in [8, 19] regarding the integration

by parts of the equations and the application of boundary conditions. The fluid-grain model is presented

in Section 3.3 and its implementation is described in Section 4.

3.2 Grains dynamics

Grains are assumed to be circular rigid bodies with a prescribed radius and mass. Their dynamics are

governed by the Newton-Euler equations:

dy

dt
= v, (10)

m
dv

dt
= mg + Fc + F, (11)

I
dω

dt
= M+Mc, (12)

C(Fc,Mc,v,y) = 0, (13)

where m are the grain masses, y are the grain positions, v are the grain velocities, I are the moments of

inertia, ω are the grain angular velocities, F are the fluid-grain forces, Fc are the contact forces, M are

the fluid-grain torques and Mc are the contact torques. Contacts between grains and the boundaries are

modelled using the Non-Smooth Contact Dynamics (NSCD) assuming inelastic collisions. The abstract

contact dynamics operator C is used to enforce the contact conditions, Equation (13). For each contact,

these conditions are the Signorini condition, Coulomb’s friction law and the momentum balance at the

contact point. The Signorini condition ensures that the grains do not overlap at the end of the collision.

Coulomb’s friction law ensures that, at the contact point, the relative velocity of the grains remains

within the tangential cone. The contact dynamics describes the relative velocity of two grains after the

collision to the contact impulse. A detailed description of this methodology can be found in [11, 10,

8]. The fluid-grain interaction force relies on constitutive laws for local interactions not captured by the

numerical scheme. In this work, solely the drag force and pressure gradient are considered, the lift force,

Basset history force and virtual mass force are neglected. Hence, the fluid-grain force associated to the

grain index p is
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F =

∫

Vp

(
fdrag
p −∇p

)
dVp, (14)

where Vp is the volume of the grain, and fdrag
p is the drag force acting on the grain. The drag force

density is modelled using the Dallavalle correlation with the Di Felice voidage function,

fdrag
p = ε−2.8

(
0.77

√
εRep + 5.88

)2
η

d2p︸ ︷︷ ︸
≜γ

(
u− vp

)
, (15)

where dp is the grain diameter, Rep = ρdp∥u−vp∥/η is the Reynolds number and γ is the drag coefficient.

No angular velocity is considered in the fluid-grain force calculation.

3.3 Fluid-grains coupling

As grains are discrete entities flowing within the fluid domain, a coupling strategy is required to include

them in the VANS equations. This is achieved through an L2-projection step, in which grain fields are

projected over the domain. Three fields are of interest, the void fraction to ensure mass conservation,

the grain velocity to ensure fluxes are correctly computed, and the fluid-grain interaction force to ensure

momentum conservation and Newton’s third law are satisfied. The projections are defined as,

∫

V

(1− ε) τ dV =
∑

p

∫

Vp

τ dVp, (16)

∫

V

(1− ε)vh ·∇τ dV =
∑

p

∫

Vp

vp ·∇τ dVp, (17)

∫

V

(1− ε)fh τ dV = −
∑

p

∫

Vp

(
fdrag
p −∇ph

)
τ dVp, (18)

where, as a reminder, τ represents the nodal shape functions. In order to avoid overshoots and under-

shoots due to the L2 projection, the mass matrix is mass-lumped for the void fraction, Equation (16).

The left-hand side of Equations (17)–(18) is substituted by the right-hand side in the discrete form of the

VANS equations (7)–(8). An ad-hoc integration scheme is performed to integrate over the grain domain

by subdividing the grain into the mesh intersected elements. Over each element that intersects the grain,

the centroid of the overlapping area is computed and used to evaluate the fields. Figure 3 illustrates

the projection of grain volume to the fluid domain to compute the void fraction, and the centroid of the

grain-triangle element overlap are indicated in red. Details on the spatial representation of the grains

are discussed in section 4.5.
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Figure 3: Illustration of the fluid-grains coupling. Grains are represented as a continuous field using an
L2 projection. The integral over the disc is approximated by the sum of the integrals over the elements
containing the grain. The red dot represents the centroid of each overlapped sub-element. The void
fraction is indicated by the colour map.
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4 A fully Lagrangian scheme
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Figure 4: A schematic of the algorithm.

The simulations of interest in the current study occur in extremely strongly deforming domains. This

is the case for both the solid phase and the fluid phase. For this reason, considering Lagrangian formu-

lations, inherently capable of describing the motion and deformations of the domains, is crucial. The

decision was therefore made to adopt a particle-based formulation for both phases.
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This not only allows to track topological changes in both phases, but also to naturally couple them

together. Hence, both phases are initially represented by two separate sets of particles: the grains and

the fluid. This is the starting point of the overall algorithm of the coupled method, presented in Figure

4. This figure will help the reader understand the algorithm. In what follows, the fluid discretization

approach is presented first, followed by the solid-fluid coupling procedure to integrate the equations in

time and space. Finally, the advection steps for both the fluid particles and solid grains are described.

4.1 Fluid particles triangulation

Capturing highly deforming fluid domains requires a specific technique that inherently follows the evolu-

tion of the geometry. The particle finite element method has been specifically designed for such flows. In

this Lagrangian method, all the relevant information is passed on from one time step to another through

the particles. Then, with the aim to solve the equations of motion, a Delaunay triangulation of these

particles is performed, resulting in a mesh of the convex hull (Figure 4: point 1).

4.2 Domain definition

The particles are displaced after each time step in such a way that it is impossible to simply deform

the initial mesh. In addition to the tracking of the interfaces in a continuous manner, the topological

changes appearing near free surfaces must also be taken into account. We thus only rely on a point

cloud S to represent the fluid domain and its boundary. It is possible (and fast) to triangulate S and

the boundary of this triangulation will give the new ‘shape’ of the fluid domain. The convex hull H(S)

of a point cloud S = {s1, . . . , sn} is a clear and perfectly defined concept. However using H(S) as the

oracle that determines the boundary of the fluid domain is not very interesting. Being always convex,

it is obviously very restrictive. Figure 5 illustrates the importance of having a method that accurately

covers something else than a convex hull.

The very notion of the boundary of a point cloud is not unique. There are a large number of methods

that can be used to calculate the boundary of S, one being called the α-shape of S [12]. The concept of

α-shape is closely linked to the Delaunay triangulation DT(S). The α-complex of S is the set of triangles

of DT(S) whose circumradii are smaller than a given length. The α-shape of S is the boundary of the

α-complex.

To capture the evolution of the shape of the fluid domain, we compute DT(S) and subsequently

remove triangles that are too large (see Figure 4: point 2). We verify that the circumradius Re of each

element satisfies the following criterion:

Re < α · h(x). (19)

Here, h(x) is a mesh size field that defines how acceptable circumradii are distributed over the domain.

In this context, the parameter α ≥ 1 corresponds to a tolerance. Size fields are continuous functions of

the position x and meshes are discrete, so we allow some long edges/large elements to be acceptable.
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Figure 5: Chaotic free surface flows require the method to be able to track complex topological changes
and to detect boundaries.

4.3 Boundary colouring

In Lagrangian formulations, it is not possible to define the boundaries only once at the beginning of the

simulation. Indeed, since the particles follow the deformation of the fluid and its topological changes,

interactions with the walls surrounding the fluid will also change over time. Boundaries therefore need

to be identified again at the beginning of each time step, so that the correct boundary conditions can

be applied. This is even more critical in cases of moving boundaries, as illustrated in Figure 5. From

the α-shape algorithm, the boundaries of the fluid domain are automatically obtained. However, the

distinction between different boundaries such as walls, moving bodies and free surfaces is not automatic,

and therefore, the fluid boundary edges must be coloured according to which boundary wall they belong.

In Figure 4, point 3, fluid boundaries belonging to the wall are coloured in green, and free surfaces in

red.

Classical PFEM implementations consider a discretisation of the wall boundaries, in which the nodes

of the walls are actually part of the fluid if an element can be created with them that is accepted by the

α-shape. In the method proposed here, walls are not explicitly meshed, and the fluid only recognises them

geometrically. Figure 6 illustrates the difference between these two approaches. The main advantage of

the classical method, which considers particles along the wall, is that it is very simple to implement and

boundaries of the fluid can be immediately identified as part of a specific wall. The main disadvantage

is that this is known to cause issues in terms of mass conservation, as has discussed in [14]. Moreover,

properly applying slip boundary conditions can be complex.
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Figure 6: Comparison between the classical PFEM method for wall boundary management in which
boundary nodes are considered along solid walls (l), and our approach which only considers solid walls
if fluid particles are actually on it (r).

Figure 7 illustrates the steps followed by the boundary management proposed in this work. First of

all, we define a one-dimensional boundary mesh to represent the solid walls. This mesh is constituted of

a sequence of edges. Once the boundary walls are defined, every edge of the wall is stored into a quadtree

data structure [29]. This allows to perform efficient queries to detect if fluid particles are approaching

walls.

The quadtree data structure is then used to colour de boundaries. Once the α-shape algorithm has

defined the boundaries of the fluid, a loop is performed over all the bounding edges of the α-shape. If

the two fluid particles of a bounding edge are situated on a wall edge of the quadtree, the edge is colored

such that it belongs to the wall. In practice, being on a wall edge means that the two particles are within

a small distance to the wall, for instance a distance less than 1% of the mesh size.
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(a) Wall boundaries are discretized by
linear segments.

(b) The only particles in the simula-
tion are fluid.

(c) The α-shape only considers fluid
particles.

(d) Fluid boundaries are colored with
the walls.

Figure 7: The different steps of the wall detection method.

Applying boundary conditions then becomes straightforward, and can be done in the same manner

as any classical finite elements formulation. The issue of fluid particles crossing solid boundaries is

addressed in the advection step, described in section 4.7.

4.4 Mesh adaptation

Mesh adaptation is crucial in the PFEM. Indeed, since the definition of the fluid domain relies on the α-

shape, one must ensure that the elements inside the fluid domain respect the given size field and respect

condition (19). Due to the Lagrangian motion of the particles, the triangulation will be deformed. This

can lead to very poor quality elements in the mesh, and consequently a poor definition of the fluid domain

and its boundaries.

In [25], an adaptive mesh refinement technique has been proposed for the PFEM to address this

challenge. The size field h(x), used to filter elements in the α-shape procedure, is chosen to be highly

refined near the free surface, and coarser at a distance from these boundaries. Indeed, since it is near the

free surface that the topological changes occur, it is desirable to have greater accuracy in these regions.

After defining the boundaries of the fluid domain through the α-shape, an algorithm broadly inspired

by the constrained Delaunay technique of Chew [6] is then used to meet the quality and size criterion

imposed by the size field. This method allows to maintain high quality elements at all times, and ensures

a smooth and continuous representation of the free surface. An interpolation of the solution is performed

on newly inserted nodes.
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4.5 Spatial representation of grains in the fluid

Since grains are represented as discrete entities, they are projected onto the continuous representation

of the fluid, Equations (16)–(18).

To compute the void fraction and the averaged velocity of the grains, the mass-matrix, which arises

on the left hand-side of the weak form, is mass-lumped [5, 18]. Conversely, the fluid-grain interaction

force is computed locally for each grain and then applied to the fluid. This is done to ensure Newton’s

third law.

To represent a grain, the disc is subdivided by mesh facets, generating sub-elements. The centre of

mass of each sub-element is computed analytically by iterating over the edges of the overlapped element.

For each edge, a triangle is constructed using the edge and the grain’s centre of mass. The exact

intersection between this triangle and the disc is computed, along with the centroid of the intersection

as it is only composed of triangles or disc sections. Using these centroids, the centre of mass of each

sub-element is determined, on which the integrand is then evaluated. Figure 8 illustrates this procedure.

This approach allows for the exact integration of a linear integrand over the intersection, ensuring that

the void fraction is computed precisely while maintaining positive values bounded by unity. Additionally,

if a grain spans multiple elements, the interaction force is distributed across the elements containing the

grain, rather than being concentrated at the grain’s centre of mass. This distribution smooths out jumps

in the fluid-grain interaction force when a grain enters or leaves an element.

-= +
Figure 8: Disc integration rule over the fluid domain. The disc is divided into sub-elements defined by
the overlap with each element of the mesh. The centroid of each sub-element is computed by iterating
over the element edges. The black dot indicates the computed centroid.

4.6 A semi-implicit temporal scheme

Since the fluid-grain interaction force is a source term in the momentum equation, it is crucial to ensure

the stability of the numerical scheme as its magnitude can be significant. This is achieved by using

a semi-implicit scheme to estimate the fluid-grain interaction force. The grain index p is dropped for

clarity. The force is linearised and an implicit prediction of the grain velocity at the integration point is

made based on the grains dynamics, Equation (11),

m
v∗ − vn

∆t
= mg + Fn

c + V

[
−∇pn+1 + γn

(
un+1 − v∗)

]
(20)

where subscript ‘n’ denotes the explicit value , subscript ‘n + 1’ the implicit value , and subscript ‘∗’
the predicted value. As the contacts have not been resolved yet, the contact force is taken as the one

estimated at the previous time step. It leads to the following prediction of the grain velocity at the

integration point,

v∗ =

[
m

∆t
+ γn

]−1[
m

∆t
vn +mg + Fn

c + V

(
−∇pn+1 + γnun+1

)]
(21)
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This estimate is then used to compute the drag force acting on the fluid, Equation (15), and to project

the grain mass flux in the continuity equation, Equation (2). An implicit Euler scheme is applied to the

viscous term in the momentum equation, Equation (3).

As the mesh can reach fine resolutions to capture topology changes, the void fraction can tend to zero

if an element is completely covered by a grain. In this case, the drag force tends to infinity, leading to a

non-physical force. Additionally, the fluid acceleration, stress tensor and gravitational force terms vanish

in the momentum equation. The only term remaining is the drag force, which imposes the velocity

continuity in the grains domain. The pressure field is computed based on the velocity prediction in

the continuity equation. As the prediction is based on the pressure gradient and the fluid velocity, the

system of equations stays full-rank even though the void fraction tends to zero. In practice, to avoid

large non-physical forces, a minimal value of 10−8 is set for the void fraction.

4.7 Advection

The final step in the algorithm consists in displacing the fluid particles and solid grains using their

obtained Lagrangian velocities. For the fluid, the positions are updated using a second-order scheme

that approximates the acceleration of the particles using the difference in velocities between the previous

and current time step. We consider the scheme proposed in [37]. This choice for a second-order scheme is

important in order to ensure better conservation properties near the interfaces. The grains are updated

using a first-order implicit Euler method, which results from the iterative contacts solver.

xn+1 = xn + un+1∆t+
un+1 − un

∆t
∆t2 (22)

yn+1 = yn + vn+1∆t, (23)

For the fluid phase, a final step is required here to account for solid boundaries. Indeed, since the

fluid boundaries are defined at the beginning of each time step, it is essential to ensure that boundary

conditions are accurately applied despite the explicit nature of the position update. In many PFEM

approaches [4, 31] for fluid simulations, solid boundary particles are fixed on the walls, and define solid

walls to which boundary conditions are then applied. The approach followed here, however, allows

for a straightforward application of slip-boundary conditions along solid walls by considering only fluid

particles and representing the walls only geometrically. For particles which are, at the beginning of the

time step, already on a wall, slip boundary conditions can be applied without any difficulty through

the finite element formulations. For fluid particles that cross a solid wall during a time step due to the

explicit update, Equation (22), a correction is made on these particles’ velocities to project them on the

boundary, as illustrated in Figure 9.

Fluid resolution Correction of particles’ positions

Figure 9: The position of the particles that cross a wall during the advection step is corrected by
projecting them on the wall.
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Both the fluid and the solid phases are treated with an implicit scheme for to integrate the velocity

in time, therefore no stability conditions arise. In order to ensure an accurate advection of the fluid

material points, the fluid time step is chosen as ∆tf = O
(

hmin

∥umax∥

)
. The solid time step is governed by

the contact solver which is based on the Non-Smooth Contact Dynamics method. It consists in finding

iteratively the contact impulse such that no overlap occurs at the end of the time step, without the need

for stiffness-based penalty parameters. At each time step, first a contact detection is performed, then

the contact impulse is computed and finally the solid phase is updated. In order to limit the number

of potential contacts in the detection step, the solid time step is chosen as ∆ts = O
(

dmin

∥vmax∥

)
. The

potentiel mismatch between fluid and solid time steps is handled by a sub-stepping strategy for the

solid phase. In practice, sub-stepping is only required during the initial stages of the simulation, when

mesh elements remain large and the fluid motion is slow. The maximum sub-stepping observed in the

simulations presented in this work is five.

5 Validations

In this section, two experiments serve to verify and validate the proposed method. The first is a collapse

of a partially filled water column, commonly referred to as a dam break. The second is a collapse of

a column of grains into a water bed. The results are compared with references from the literature. In

all of the experiments presented, the flow is driven by gravitational effects. Hence, the Froude number

is chosen as a dimensionless number to characterize the experiment as it measures the ratio of inertial

forces to gravitational forces,

Fr =
v√
gh

where v is a characteristic velocity, computed as an equivalent velocity if the water or granular column

were to accelerate in free fall over a distance corresponding to half of its height h. The characteristic

length and velocity that define the Froude number can then also be used to define non-dimensional times

and lengths.

All the simulations presented next are simulated with free-slip boundaries along solid walls

{
u · n = 0,

t− (t · n)n = 0,

where n is the outward facing normal and t = σ · n is the Cauchy stress vector. In other words, a

zero-velocity condition is imposed in the normal direction, and no stresses are applied in the tangential

direction. A free surface is considered at the interface between water and air:

t = p0n− κγn,

where p0 is an external atmospheric pressure, κ is the curvature at the free surface, and γ is the surface

tension coefficient.

5.1 Dam break

In this first verification test case, a water column is initially at rest between three walls. A set of grains

are immersed into the water column. The total mass of the grains is 200g, and their radius is 1.35mm,

resulting in a total of 279 grains. A Coulomb friction law is used to model tangential interactions

between grains with a friction coefficient of 0.2. No friction is considered between the grains and the

walls. Surface tension is considered at the water-air interface, with a coefficient of 0.0072N/m. The wall

left to the water column is a vertically sliding gate, which is lifted at t = 0 with a velocity of 0.68 m/s.

The water column and immersed grains are then free to slide under the gate, into the empty portion of

the container. The initial setup with dimensions of the water column is presented in Figure 10. Along

the walls, a free-slip boundary condition is imposed.
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L

l

h

v

h 10 cm
l 5 cm
L 20 cm
v 68 cm/s
rg 0.135 cm
mg 0.2 kg

Figure 10: Dam break test case setup.

The experiment can be divided into three main steps. First, the water and grain mixture slides

into the open space. Two fronts, the fluid and the grain front, travel along the bottom in a clearly

distinguishable wave. The timing of this first phase is from around 0 to 0.2s. Then, the wave hits the

left wall, causing the mixture to rise and eventually collapse onto itself. This generates high levels of

turbulence, leading to chaotic phenomena such as splashing and trapped air bubbles. The final step is a

chaotic sloshing motion in the container, which eventually reduces to reach a final, steady state. Figure

11 shows snapshots of the flow at different times and compares them to the results from [42]. Movie

2 in supplementary materials shows the full simulation of the dam break. In their work, a SPH-DEM

formulation is used to simulate the same problem. The results are in good agreement, showing the

potential of the PFEM-DEM method to capture such complex flows with the flexibility to keep a coarser

mesh close to the grains. However, a fine mesh is still required to capture the free surface dynamics

accurately. As the mesh nodes are advected, the volume of the fluid is not conserved. In this benchmark,

the fluid volume is reduced up to 2.5% of its initial volume.

A quantitative study of this flow is feasible in the first step of the experiment, but becomes more

delicate in the following ones as the flow takes a chaotic turn. To compare the results with the literature,

the front positions of the fluid and grains are tracked. The front is defined as the position of the particle

with the lowest y coordinate in the fluid or grain phase. To characterize the flow, the dimensionless

Froude number is used, leading to dimensionless time and space coordinates based on the initial height

of the column and the gravitational acceleration. Figure 12 shows the evolution of the front positions

with respect to time. The accuracy of the PFEM-DEM method is demonstrated by the good agreement

with the experimental results from [39].
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Figure 11: Time shots of the dam break simulation. On the left, results from the PFEM-DEM method
are shown, and on the right, results from the SPH-DEM method are shown from Xie [42].
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Figure 12: Time evolution of the granular front in orange and water front in blue for the dambreak.
Numerical results, continuous lines, and squares, are compared to the experimental results, circles, from
Sun [39].

Finally, a mesh sensitivity study is performed to demonstrate that the approach remains consistent

when the fluid discretization becomes very refined relatively to the grain size. The same dam break

simulations as described above are performed, with different minimum mesh sizes. Time steps are also

adapted in order to respect a constant ratio of minimum mesh size over maximum velocity of the fluid.

Figure 13 presents the evolution of the fluid front in time until it reaches the opposite wall. hmin is

defined as the minimum value of the mesh size, which is the size of the mesh along the free surface. This

shows that the fluid mesh refinement level has little or no impact on the advective phenomena at the

scale of the experiment. Figure 14 presents the variation in volume conservation for the fluid for the

different levels of refinement. Here, it is clearly visible that the volume conservation improves as the

mesh is refined and the time step decreases, showing that the problem is well-posed at the low time-step

and small spatial discretization levels.
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Figure 13: Time evolution of the water front for the dam break simulation for different ratios of the
minimum mesh size hmin (at the free surface) to the radius of the grains.
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Figure 14: Time evolution of the total volume variation for the dam break simulation for different ratios
of the minimum mesh size hmin (at the free surface) to the radius of the grains.

5.2 Granular column collapse

In the second benchmark, a granular column, initially dry, collapses into a water bed. Similarly to the

previous test case, a gate initially withholds the column, and at t = 0, is lifted upwards with a velocity

of 1 m/s. The grains then fall into the water bed, causing a free surface impulse wave to travel in the

direction opposite to the grain column.

A physical experiment was carried out in [35] to study the influence of different size parameters of both

the grain column and water bed on the granular front as well as the resulting free surface wave. This

allowed them to qualify the type of grain collapse, and to predict the resulting free surface wave on the

water.

Three different experiments have been carried out, of which the main dimensional parameters are

presented along with the initial setups in Figure 15. For the granular phase, spherical grains with an

average diameter of 5 mm are used, with a polydispersity coefficient of 1.2. The density of the grains is
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2500 kg/m3, and a Coulomb friction law with a coefficient equal to 0.9 defines the friction between all

rigid bodies. For the water phase, free-slip boundary conditions are considered along the solid walls, and

the surface tension coefficient along the free surface is set to 0.0072N/m.

L0

h0

h0 + H0

v

h0 + A(t)

0
L0 + xf(t)

Experiment 1 2 3
H0 39 29 39 cm
L0 5 10 14.5 cm
h0 25 8 4 cm

Figure 15: Granular column collapse test case setup.

An initial Froude number, as defined above, can be used to qualify the flow. However, as suggested

in [34], a better choice of characteristic velocity than the equivalent free-fall velocity, is the maximum

horizontal velocity vfm of the granular front.

Frf =
vfm√
gh0

.

The reason for this different choice of velocity to describe the flow comes from the fact that the main

driving force of the free surface wave is the horizontal push of the grains, and not their vertical drop as

the column collapses. Though this velocity depends on the initial height of the column, it also depends

on its initial width L0. The work of [35] has allowed them to distinguish three different regimes as

follows, based on the Froude number (Frf ) defined with the maximum horizontal velocity of the front:

• Frf ≲ 0.35: Nonlinear transition wave

• 0.35 ≲ Frf ≲ 0.87: Solitary non-breaking wave

• 0.87 ≲ Frf : Transient bore wave

To validate the proposed method, three different experiments have been carried out, each correspond-

ing to one of the three regimes. The amplitude of the wave and the granular front position are tracked to

validate the wave regime and the grains dynamics. The results are compared to the experimental results

from [35]. The setup of each experiment, as well as the corresponding Froude numbers, are summarized

in the table of Figure 15.

In the first case, the first regime is indeed observed as the free surface is dominated by a nonlinear

transition wave, as seen in Figure 16. The full simulation video can be found in Movie 3 of supplementary

materials. In this case, grains become fully submerged in the fluid and the granular front goes to zero.

In the second case, the solitary non-breaking wave is observed generated by the granular motion, as

seen in Figure 17, with Movie 4 of the supplementary materials showing the full simulation. The fall of
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grains is not sufficient to submerge all the grains and the granular front is still visible once the wave has

passed. The wave takes time to roll over itself, and the wave amplitude remains close to a constant value

until then. In the last case, a bore wave is observed as seen in Figure 18 and Movie 5 of supplementary

materials. The grains motion expelled a significant amount of fluid, leading to a nonlinear wave regime

which quickly rolls over itself and breaks. A part of the fallen grains remains dry as the water has been

expelled and two internal friction angles can be observed in the grains, one for the dry grains, and one

for the submerged grains.

Qualitatively, the three regimes are accurately captured by the numerical simulations. However,

disparities are observed in the granular front position, but this can be attributed to the uncertainty in

the measure of the granular front position. Indeed, to measure the granular front, the furthest grain

at a height of y = h0 is taken, a illustrated in Figure 15. With the aim of computing the maximum

horizontal velocity of the grains at the free surface, responsible of generating the impulse wave, this

measure is the most relevant option. However, this choice does not lead to consistent results if grains

are fully submerged in the fluid, as the granular front is not visible anymore. If one is only interested

in computing the maximum position reached by the grains inside the flow, an alternative, more robust

measure would be to take the runout distance of the avalanche, defined as the position of the farthest

grain still connected to the contact network [9]. The order of magnitude of the wave amplitude is

well captured, but the amplitude is slightly overestimated. This can be attributed to a higher grains

velocity in the numerical simulations, as the grains are not subject to the same friction as in the physical

experiments. Although the three regimes are correctly captured qualitatively and respect the bounds,

we note some discrepancies with the obtained Froude numbers. The bi-dimensional nature of the

simulations is one of the reasons for these differences. Indeed, the experiments are performed in a three-

dimensional setup with monodisperse spherical grains. The numerical representation assume discs with

a polydispersity coefficient of 1.2. The drag constitutive law is chosen to mimic the one from sphere with

a cross section associated to cylinder. The polydispersity ratio is a compromise between the need to

have a good representation of the granular deposit and to avoid crystallization effects. Additionally, the

friction between grains and between grain and wall could be calibrated to better mimic the experiments.

Finally, the high variance of the granular fronts due to the divided nature of the solid phase could also

lead to discrepancies in the numerical results. From the numerical setups used in this paper, the

obtained values for Frf are presented in table 1. Although the results are not exactly matching those of

the experiments, the regimes are still detected correctly within the bounds proposed by [35].

Experiment Frf (PFEM-DEM) Frf (exp., Sarlin et al.)
1 0.27 0.19
2 0.83 0.65
3 1.93 1.39

Table 1: Froude numbers based on the maximum horizontal velocity of the grain column for the different
cases, compared with the experimental data.
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Figure 16: Granular collapse: case 1
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Figure 17: Granular collapse: case 2

24



0 6 12 18
0

3

6

9

12

t
√
g/h0

xf/h0

present (PFEM-DEM)

Sarlin et al., 2021 (exp)

0 6 12 18
0

0.6

1.2

1.8

2.4

t
√

g/h0

A/h0

present (PFEM-DEM)

Sarlin et al., 2021 (exp)

t
√

g/h0 = 9.4

xf(t)

A(t)

t
√

g/h0 = 14.1

xf(t)

A(t)

Figure 18: Granular collapse: case 3

6 Lituya bay landslide and tsunami

To investigate the robustness and accuracy of the proposed model, a realistic case, the Lituya Bay

landslide and tsunami, is studied. On 10 July 1958, an earthquake along the Fairweather fault caused a

large landslide above Lituya Bay in Alaska. The loose rock slid downhill and hit the waters of Lituya Bay,

creating a 60m wave that reached heights of over 500m on the opposite shore. The tsunami resulted in

human casualties and homes were destroyed. As mountains become increasingly unstable due to climate

change, such events are expected to become more frequent. Understanding and predicting the impact

of such events is crucial to mitigate the risks. The presented numerical method is a suitable tool for

such phenomena, as both the landslide and the tsunami can be simulated and analyzed, providing a fine

description of both the grain dynamics and the wave motion. To quantitatively compare the results with

the real event, the numerical results are compared with the experimental results of [17]. In their study,

a 1:675 scale experiment of the Lituya Bay landslide and tsunami was carried out in order to better

quantify the event.
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Figure 19: Lituya bay landslide and tsunami setup.

The setup of the experiment is shown in Figure 19. According to the estimated amount of rock that

was torn from the hill, a mass of grains 970m long and 92m thick, is positioned 230m above the water

level. This gives a total mass per unit thickness of 98.5 × 103 t/m. The grains have a density of 2.64

t/m3, and a polydispersity ratio of 3 allows the bulk to be more compact. The average grains radius is

set to 1.35m, in order to match the 2 mm radius used in [17], put to real-life scale. This results in a total

of 27960 grains. The friction coefficient between the grains and with the walls is set to µ = 0.93, which

corresponds to an effective internal friction angle of 43◦. The water bed, representing a cross section of

the Gilbert Inlet in the Lituya Bay, has a depth of 122 m, and a total length of 1342 m. Both shores

rise with an angle of 45◦. At t = 0, the grain mass is set in motion. The Froude number is here also

the relevant dimensionless number to relate the impact of the grains to the potential energy stored in

the water bed. Considering the mean velocity vg of the grains as they impact the water, estimated at

110m/s in [17], and the water depth of the bay, equal to 122m, the resulting Froude number is equal to

Fr =
vg√
gh

= 3.18.

In this case, the wave is expected to break, as the Froude number is largely superior to the limit

proposed in the previous testcase for the transition from non-breaking to breaking waves. The initial

height of the centroid of the landslide has been set to 610m in order to match the mean impact velocity

vg of the physical experiment.

Some snapshots of the simulation are presented in Figure 20. Movie 6 in the supplementary materials

shows the full simulation. The wave hits the opposite shore before breaking, as has also been observed

in [17]. The height reached on the opposite shore is tracked in Figure 21. Observations at Lituya Bay

stated the inertia of the wave was sufficient to damage trees at over 500m. The numerical model indeed

shows that such a height is reached by the wave. The maximal point reached a height of around 750m.

This value may be overestimated as water is assumed to slide freely along the boundary. When the wave

returns in the opposite direction, a sloshing phenomenon appears, and the wave reflects multiple times

against the opposing shores. To track if the model is able to capture these reflectives waves, the wave

amplitude at a position of 885m from the initial shore is compared to the experimental data from [17]

at Figure 22. The dimensionless height and time are computed using the initial water depth h0 as the

reference height and g the gravitational acceleration. The Lagrangian formulation is able to accurately

capture the main trends in the wave dynamics. However, as the domain is advected and meshed at each

iteration, the water volume is not conserved. The initial impact of the grain on the water bed leads to

high deformations and the formation of a first wave. These deformations are the main source of volume
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loss. The maximal volume variation is around 10% of the initial volume.

Figure 20: Snapshots of the Lituya bay landslide and the wave generated by the fallen rocks at time 20,
40, 60 and 80s.
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Figure 21: Evolution of the wave amplitude on the opposite shore. Dimensionless height is defined by
the initial depth h0 and the gravitational accelerating is used to define a dimensionless time.
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Figure 22: Wave height evolution at x = 885m. Numerical results, the continuous blue line, is compared
to the experimental results from [17], dotted black curve. The dimensionless height and time are com-
puted using the initial bathymetry h0 as the reference height and g the gravitational acceleration.

7 Conclusions

This paper presents a coupled Lagrangian model to simulate immersed granular flows with free surfaces

and moving domains. The method is based on a coupling between a particle finite element method

(PFEM) solver and a discrete element method (DEM) solver. The coupling provides robustness and

flexibility to the simulation. As the PFEM solver is based on a Lagrangian formulation, it can handle

strongly deforming domains and free surfaces. The DEM solver, on the other hand, is well suited for

granular problems and provides insight into the contact dynamics. The Volume-Averaged formulation

avoids the need to provide constitutive laws for the granular phase as it is directly captured by the contact

dynamics. However, a constitutive law is required to model the fluid-grain interaction. In addition, the

mesh size can be chosen independently for each phase, allowing the mesh to be refined only where it

is needed. In practice, a fine mesh is used close to the free surface to capture large deformations and

topological changes, while a coarser mesh is used in the bulk of the domain.

The accuracy of the method is assessed on a few benchmarks. First a dam break consisting of grains

and water is simulated to serve as a verification of the numerical model. The results show good agreement

with experimental data and existing numerical methods to track the free surface and the granular front.

Next, to investigate the behaviour of the method in the presence of strong deformations, a granular

column collapse is simulated. Depending on the geometry of the granular column and the depth of the

water bed, leading to different fall velocities of the grains, the wave dynamics can be very different.
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Experimental results from the literature [35] proposed a characterization based on the flow’s Froude

number, and divided the experiments into three regimes. These three regimes are well captured by the

proposed method, validating the method and showing the capability of the approach to solve complex

phenomena such as high amplitude free surface waves triggered by landslides.

Finally, the method is applied to a realistic event, the 1958 Lituya Bay landslide and tsunami. The

results show that the method can capture the main features of the event, such as the landslide and the

subsequent tsunami. Moreover, the complex behaviour is still well captured when the wave begins to

reflect on the opposite shore.

The results presented in this work show that the method can be applied to a wide range of problems,

but there are still some limitations and room for improvement. For one thing, the fluid’s volume is not

conserved. This error is mainly due to the fact that the node advection scheme used in the method is not

conservative. Additionally, remeshing at each time step introduces some numerical diffusivity, and the

fact of defining the domain based on the α-shape of the point cloud can cause unphysical deformations.

This can lead to some inaccuracies in the results, especially if the free surface is not fully resolved. To

mitigate this, the mesh size is refined close to the free surface. At present, the method is limited to

two dimensions, but an extension to three dimensions is planned and no major differences are expected.

The multi-scale approach can also have some limitations as its computational cost scales with both

the number of grains and the number of fluid particles. This can become a bottleneck for real scale

applications as the number of particles can become very large. In this case, a parallel implementation of

the method is required, or the use of a continuous representation of the grains.

Although the applications are limited to landslide-related phenomena in this paper, the approach

can be exploited on a wide variety of physical experiments. For example, it could be applied to mixing

problems in tanks, soil digging problems, or even small-scale applications such as injector-induced bubble

flows.
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