CHAPTER TWENTY-FIVE

Mediation and Moderation

CHARLES M. JUDD, VINCENT Y. YZERBYT, AND DOMINIQUE MULLER.

Our goal in this chapter is to provide an up-to-
date and relatively comprehensive treatment of pro-
cedures for assessing mediation and moderation in
social-personality psychology. Both of these processes
enable researchers to ask questions of their data that
extend the theoretical scope of inquiry beyond sim-
ply establishing some overall experimental effect or
some simple relationship between two variables. That
is, they both begin to enable researchers to arrive at
a more comprehensive theoretical understanding of
what produces an effect of interest by probing intri-
cacies of that effect. As such, they are related but dis-
tinct analytic tools. They are related in the sense that
they permit researchers to probe mechanisms underly-
ing and limiting conditions for effects of interest. And
yet, the questions they pose are {undamentally differ-
ent, in ways that are often confused, and the underly-
ing models are distinct.

Given their importance in developing a theoretical
understanding of what produces an cffect of interest,
it1s hardly surprising that the assessment of mediation
and moderation is ubiguitous in social and personal-
ity psychology. As a result, the literature devoted to
procedures for estimating and testing mediation and
moderation is vast. While we cover what we consider
to be the most important points in this literature, our
intention is not to cover this literature exhaustively.
Rather, our goal is to discuss basic analyiic issues, com-
plexities of interpretation and inference, and under-
lying assumptions and common pitfails. Additionally,
we provide citations to more in-depth and compre-
hensive treatments throughout.

The chapter is organized into four matn sections. In
the first short section we provide basic definitions of
both mediation and moderation and iHlustrate the sort
of theoretical questions that their assessment permits

the researcher to address. Qur emphasis here is on the
theoretical definitions that underlie both mediation
and moderation, rather than on the rechnical details
of estimation and statistical inference. The second sec-
tion of the chapter is devoted o a more in-depth
wreatment of mediation, including underlying assump-
tions, estimation, statistical inference, and power con-
siderations. Coverage here includes both basic mod-
els assuming homogenous errors and more complex
multilevel models that allow grouping and noninde-
pendence of observations. The third section is devoted
to a mere in-depth treatment of moderation, again
including underlying assumptions, estimation, statis-
tical inference, and power considerations. And here
too we discuss moderation analyses in the multilevel
context, with nested nonindependent observations, In
the final section we discuss the integration of these
two processes, framed as either mederated mediation
or mediated moderation. Again we discuss estimation
issues for such models and theoretical interpretations
and insights that they permit.

DEFINING MEDIATION AND MODERATION

In order to define mediation and moderation, we start
with the presumprion that research has established
some relationship or effect of theoretical interest, For
instance, a social psychologist may have conducted
research to demonstrate that sodal projection — that
is, people’s tendency to consider that others have the
same traits or show the same preferences as onesel{ —
depends on others’ group membership, Or a person-
ality researcher may have explored ways in which a
particular individual difference - say, extraversion - is
related to the tendency to assame leadership roles in
smail-group settings.
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Seldom, however, are researchers confent with
simply the demonstration of such a relationship or
effect. To build a theoretical understanding of social
behavior and individual differences more broadly, one
must probe the mechanisms that underlie an effect
and the limiting conditions for its occurrence. Under-
standing the mechanisms produces more tefined
assessments of what the effect really is and how
it is produced. Understanding its Hmiting conditions
informs the researcher about necessary and sufficient
conditions for its occurrence. These twao sorts of under-
standings - one of mechanisms and one of limiting
conditions ~ are the concerns of mediation analyses
and moderation analyses, respectively. That is, the
poal of mediation assessment is to explore the under-
lying mechanisms responsible for an effect of inter-
est, whereas the goal of moderation assessment is {o
explore the ways in which the magnitude of an effect
of interest may depend on other variables.

While the questions addressed via the assessment of
mediation and moderation are distinct, it is neverthe-
less the case that gaining knowledge of mechanisms
and limiting condidons extends in similar ways one's
theoretical understanding of an effect. I one really
understands the mechanisms that produce an effect,
then surely one gains insights into the necessary con-
ditions to produce that effect. That is. if one under-
stands the mechanisms, then it seems likely that one
could rurn off the effect by inhibiting those mecha-
misms, And if one really understands the conditions
under which an effect is or is not produced, then
surely one has gained some insight into the mech-
anisms responsible for an effect. So a full theoret-
ical understanding of an effect of interest involves
both understanding mechanisms (the guestion of
mediation) and understanding limiting conditions
{the question of moderation), and the knowledge
gained from both of these assessments ultimately must
converge,

Because of the fact that the understanding of mech-
anisms and the understanding of limiting conditions
are theorerically intertwined and, in combination, give
rise to a full theoretical understanding of the effect of
interest, the theoretical questions asked by mediation
and moderation precedures can be confusing. How-
ever, the analytic procedures for assessing mediation
and moderation are different. The tormer set of proce-
dures examines partial effects conwroliing for hypothe-
sized mediators. The latter set of procedures examines
interactions berween the independent variable that
produces the effect and some other moderating vari-
able. The distinction in analytic procedures enforces
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Figure 25.1. Basic mediation model,

the researcher to think clearly about whether hefshe
is probing mechanisms or limiting condirions.

MEDIATION
Rasic Analytic Model

Suppose that a researcher wants to study the
impact of an independent variable X on a dependent
variable Y. Imagine that the independent variable has
two levels - a treatment condition and a control con-
dition — and that, in order to permit stronger causal
inference, participanis have been randomly assigned
to one or the other of these conditions. In this con-
text, the total Hnear effect X on ¥ is estimated by the
slope in the following linear model’:

Yim= b 0 X + ey

The effect of X in this moedel is represented by the dia-
gram in the top half of Figure 25.1.

In mediational analyses, the researcher is inter-
ested in finding the mechanism responsible for this
X - ¥ relationship {Baron & Kenny, 1986; James &
Brett, 1984; Judd & Kenny, 1981} Accordingly, the
researcher generates hypoetheses about one or more
third variables that may be partially responsible for the
ohserved total effect, ¢. The question will then be: Does
part of the total effect go through the third variabie,
often called a mediator or an intervening variable?

Y Throughout this chapter, for notational simplicity, we
express models in terms of parameter estimates rather than
the parameters themselves. Estimates may be generated by
different estimating procedures in the context of different
asswmptions about the variables in the models. Most typt-
cally they will be least-squarcs estimates. But, in the case
of latent variable maodels, logistic models involving dichoto-
mous ouicomes, or mixed models involving hierarchical lev-
els, esthimates will generaily be obtained by some maximum
likelihood estimation procedure.
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To conduct the mediational analysis, one estimates
the following two models:

JVL‘ = b(); +aX; +oeo
Y, = bosy + ¢ X+ BM; + €3

In the first of these models, a is the simple effect of X
on the mediator. In the second, b is the partial effect
of the mediator, controlling for X, and ¢ is the partial
effect of X controlling for the mediator. These mod-
els are represented in the diagram at the bottom of
Figure 25.1.

The fundamental equation of mediation cxpresses
the total effect ¢ as a function of the coefficients esti-
mated in these two mediational models:

What this.equality tells us is that the total effect of X
on ¥, ¢, can be broken into two components, a’b and
' The first of these components, a*b, is the indirect
effect of X on ¥ via the mediator, This is the portion of
the total effect that corresponds to the mediation via
M. The second of these components, ¢, is the resid-
val direct effect of X on ¥ controlling for or “over and
above” the mediator.

1t should be noted that the term “direct” must be
understood in relatve terms, given that there may
be other mediators that potentially explain this resid-
ual direct effect (Rucker, Preacher, Tormala, & Petty,
2011). Hence, in the case of two mediators M7 and M2,
the direct effect would be the residual effeci of Xon Y
not explained by either M1 or M2,

Let ug illustrate mediation analysis as well as the
underlying models by presenting a concrete exan-
pie. In a soclal comparison study, pairs of partici-
pants, one of whom was in fact a confederate, per-
formed an attentional task twice {Muller & Butera,
2007, Study 5). After the first round, participants were
randomly given bogus feedback: Whereas halt of them
heard that they had outperformed the confederate
(i.e., the downward comparison condition; DCY, the
other heard they had been outperformed by the con-
federate {L.e., the upward comparison condition; ua).
The self-evaluation threat hypothesis suggests that the
UC participants should {eel more threatened in their
self-evaluation than the DC participants. As a result,
they should have fewer artensional resources left in
order 1o process peripheral cues when completing the

2 Importantly this equality holds regardless of rescaling of the
component variables, Hence, it is also found with standard-
ized estimates.

task. Because peripheral cues could either be selected
to help or to hurt participants when dealing with the
cask, the difference between these two types of cues
(called a cuing etfect) should be reduced for UC partic-
ipants. In their study, Mulier and Butera did not mea-
sure the mediator {i.e., self-evaluation threatj but. in
line with their hypotheses, they found a reduced cuing
effect among UC than among DC participants.

Imagine now that we conduct a study to exam-
ine the hypothesis that self-evaluation mediates the
impact of soctal comparisen on participanis’ atten-
fonal resources (the data and SAS codes for this
example are available at http:/iwww.psp.uch.ac.be/
mediation/medmod/). To this end, we measure self-
evaluation right after participants receive the bogus
teedback but before they proceed to the second round
of the attenticnal task. As mentioned ecarlier, the first
model allows testing the elfect of the independent
variable (i.e., social comparison; conirast coded: DC =
-0.5 and UC = 0.5) on the dependent variable {i.c.,
the cuing effect). This analysis reveals a larger cuing
effect among DC (M = 69.33) than UC participants
(M = 51.65), Given the coding we use, this trans-
Jates into a significant negative slope, ¢ = -17.67,
H38) = 2.91, p < .01, In the second model, we test
the impact of the independent variable on the media-
tor {i.e., self-evaluation threat). This analysis reveals a
srnaller self-evaluation threat in DC (M = 4.40) than
in UC (M = 6.32). Accordingly, this translates Into
a significant positive slope, a = 1.92, 138) = 3.62,
p < .0L. In the last model, we regress the cuing effect
on both the independent variable and the mediator.
In line with our mediational hypothesis, this analysis
reveals a significant slope for the mediator, b = -7.88,
t(37) = 5.80, p < .01, such that {controliing for the
independent variable) the higher the self-evaluation
threat, the lower the cuing effect. This analysis shows
that once we control for the mediator, the effect
of the independent variable is no longer significant,
¢ = 2,51, 137) = 0.49, p = .63. Finally, in line with
the faundamental equation presented eavlier {notwith-
standing rounding errors}, we note that the total
effect ¢ equals a™b + ¢, as ~17.67 = (1.927 ~7.88) +
(-2.51}.

Both the analytical mode! and the preceding exam-
ple take for granted that the researcher wants Lo inves-
tigate the mechanisim underlying an observed experi-
mental effect. Obviousty, the iniiial step is thus to first
establish that such an effect exists, Demonstrating this
requires that the experiment have sufficient power 10
@nd the overall or total effect. Traditionally, the defi-
nition of medlation has taken for granted that there is
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a significant rotal effect, and the goal of mediation is
then to at least partially account for the process that
praduces that effect {Baron & Kenny, 1986; Judd &
Kenny, 1981).

In recent vears, there has been increasing skepti-
cism about the view that the impact of X on ¥ must be
demonstrated before tuming to a coser examination
of the potential mediating role of a third variable (e.g.,
Shrout & Bolger, 2002). Relatedly, a similar confusion
has surfaced regarding the exact conditions for media-
tion and whether or not a variable that “suppresses” a
total effect should be called a mediator. In the follow-
ing, we hope to clarify these issues.

One helpful way to think about this is to con-
stder three key features in any situation targeted by
a mediational hypothesis. A first feature concerns the
presence or absence of a significant ¢~ that is, the total
effect of X on Y. A number of reasons may explain
why ¢ is not found in the particular data set exam-
ined by the researcher. It may be that such an effect
simply does not exist, Alternatively, it may exist, but
the experiment may not have had sufficient power to
detect it. A second feature has to do with ¢ — that
is, the direct residual effect. I in fact the mediator is
playing some causal rele in affecting ¥, then ¢ should
have a different value from ¢. Finally, the third feature
is the indirect effect, a*b. When significant, this prod-
uct points to the existence of a significant causal® tiow
between X and Y via the intervening variable, M.

A proper consideration ol these three features
aliows us to define in unambiguous terms what for us
corresponds to mediation, suppression, and the mere
presence of an indirect elfect.* An indirect effect can
be said to exist whenever a*b is significant, regardless
of the values of ¢ and ¢’. Both mediation and sup-
pression presume that there is a significant indirect
effect, but they imply additional considerations con-
cerning the magnitudes of ¢ and ¢'. Mediation for us
implies the additional assumption that there is a sig-
nificant total treatment effect to be explained by the
mediational process, i.e., |¢| = 0, and that this total
effect, ¢ is larger in absolute value than ¢, Pinally,

¥ Establishing that this represents a causal flow requires a set of
very specific assumptions that we detail later in this section.

4 In the following, when we talk of suppression, we are doing
so within the confines of the causal model underlying medi-
ation, in which some varlable M is affected by X and in tum
affects ¥. Suppression has a broader meaning, i.e., whenever
conirolling for a third variable augments an effect of inter-
est, outside of the specific causal model that we are assuming
{e.g. Trelgov & Henik, 1991},

suppression in the context of a mediational moge
exists when there is a significant indirect effect ang
a significant ¢, a residual direct effect, that is larger
in absolute value than the total effect, ¢. Suppression
means that the intervening variable, when not con-
trolled, is in fact dampening the rotal effect and that
the inclusion of M in the model aliows for the direct
etfect to be more fully revealed.

It shouid be noted that this discussion focuses on
siinations in which only one mediator is examined.
Matters get somewhat more complex when several
mediators are examined. For instance, a third variable
may be a suppressor variable and its inclusion in the
madel could actually reveal the existence not only of
a direct effect but also of an indirect effect involving
another intervening variable (Rucker et al., 2611},

Assumptions

As with any analysis, mediation analysis with
unmanipulated mediators entails a number of impor-
tanit assumptions. A first assumption concerns the
requirement that the relations among variables be lin-
ear. Of course, nonlinear transformations can be used
i the analysis to model nonlinear relations. A sec-
ond assumption is that the variables are measured
both reliably and validly. A third assumption is that
the errors or residuals in any one mode! are indepen-
dent of each other or, equivalently, that there are no
hidden nestings i the data that give rise to depen-
dence. And a fourth and crucial assumption is that the
aforementioned models have been correcily specified
and that there are no correlated omitted variables that
ought to be included in them. This assumption can be
equivalently stated as the assumption that the errors
or residuals in these models are uncorrelated with the
predictor variables included in the models, We will dis-
cuss both the second and third assumptions at a later
point in the chapter. For now we focus on the fourth
assumption because we are convinced that in many
applications of mediation analyses it is violated, with
serious Consequences.

All too often, from our point of view, one finds
“mediaticnal” analyses reportéd using cross-sectional
data collected by measuring three variables, X, M,
and Y, at roughly the same time. Even assuming
no measarement errors, in the absence of any fur-
ther information, the causal possibilities for why these
three variables are related 1o each other are given by
all the straight arrows (representing potential causal
effectsy and curved double-headed arrows {represent-
ing simple covariances induced by omitied variables)
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Figure 25.2, Three variable model showing elfects responsible
for total covariations.

in Figure 25.2, This model obviously includes the pos-
sibility that M mediates the X:¥ relationship: There is a
straight arrow from X to M and another straight arrow
from M to Y. But there are also reverse effects that
may be responsible for the total covariation observed
in the data. For instance, the effect of X on M may
result [rom the impact of X on ¥, which in turn affects
M. And Bnally there are also omitied variabies that
are responsible for the covariation in the errors (the
errors are that part of each variable not explained by
the direct causal effects to it). If the results of medi-
ational analyses are (o provide unbiased estimates of
true causal effects, then all of the arrows In Figure 25.2
with the exception of those posited by the mediating
process {which we have labeled r, 5, and #) must be
zero. In other words, 2 will not equal r unless there is
no reverse causal effect of M on X and unless there are
no omitted common causes of both M and X. And the
same holds for the other effects estimated in a media-
tional analysis,

At the beginning of this section we made the
assumption that X was an experimentally manipu-
lated independent variable, meaning that participants
had been randomly assigned to its levels. The ques-
tion is now what this buys us in terms of eliminating
some of the effects and covariances of Figure 25.2 and
thereby improving causal inferences from mediational
analyses. With an experimental manipulation of X, the
causal possibilities are contained in Figure 25.3. To be
sure, many causal possibilities have been eliminated,
but it is still the case that there are multiple reasons
why the mediator, M, and the cutcome variable, ¥,
covary. And if there is anything other than a direct
effect of M on ¥, then the mediational estimation will
he blased (with bias in both the indirect effect and the
residual direct effect).

What this means is that even with an experimental
manipulation of the independent variable, X, media-
tional analyses will vield biased elfects unless there is
ne potential of ¥ causing M, and unless there are no

omitted common causes of both M and Y. We suspect
that in most mediational analyses reported i the lit-
erature, even with experimental manipulations of X,
the magnitude of the indirect elfect via the mediator is
substantially overestimated because the mediator and
the outcome share omitted common causes. Inn a great
many studies, the outcome and the mediator end up
being measured by means of questionnaires, allowing
for the intrusion of shared method varlance. One of
the very early treatments of mediation contained the
foliowing warning: The outlined analyses are “likeiy to
yield biased estimates of the causal parameters. .. even
when a randomized experimental research design has been
used” (Judd & Kenny, 1981, p. 607, emphasis in the
original). Unfartunately, this warning has gone largely
unheeded.

MacKinnon {2008} summarizes additional consid-
erations for the single mediator model. Among these,
a crucial assumption is temporal precedence, because
a mediational model ultimately refers to a causal
sequence that must take place across time. As a mat-
ter of [act, the mediator model assumes that the treat-
ment variable, X, comes before the mediator, M, which
tsell comes before the dependent variable, ¥. This
renders any mediational conclusions based on cross-
sectional data highly probiematic. The problem more
often concerns the ordering of M and ¥ than the
sequence involving X. Related to the issue of temporal
precedence are two considerations, namely the level of
the mediational chain and the measurement timing.
The first cancerns the specific steps that are selected
for measurement in what may be a rather long and
intricate causal chain. Depending on the focus of the
researcher, the window used 1o examine the under-
lying causal chain may vary widely. The second is
related to the correspondence between the timing ol
the measurement of the mediator and the dependent
variable, on the one hand, and the vue timing of the
changes in the phenomena under examination, on the
othier. Tn many instances, changes in the mediator or

Figure 25.3. Three variable causal model with X manipulated.
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Figure 25.4. Causal possibilities in two-wave longitudinal
mediation model.

in the cutcome can occur long alter the independent
variable has been manipulated.

In Figure 25.4 we include a plausible causal model
in the circumstance where X is an experimental
manipulation and both M and ¥ are measured at two
times peints: time 1 at the same time that X s manip-
ulated and time 2, somewhat later, when the effect of
the reatment is thought to have been revealed. Again
the mediational indirect effect is the effect of X on M2
fimes the direct effect of M2 on Y2. Bven with such
longitudinal deta, this indirect effect wili be estimated
with bias if there is a reverse effect from ¥z on M2
or if there are omitted third variables responsible for
the relationship between M2 and Y2. This latter threat
is reduced in magnitude somewhat because of the fact
that earlier values of both variables are controlled, that
is, M1 and Y1. Assuming that other causal effects on
these variables are unchanging over time, omitted and
unchanging common ceuses will be effectively con-
trolled by such longitudinal models (in the absence of
measurement errory.

Bstimating and Testing Indirect Effects

So far, we provided the three basic equations
underlying mediation analyses, These equations are
sufficient to estimate and test the individual slopes
in the estimated mediation models (although we
later address lumitations with these in the
ence of measurement error), One important gqueston
remnains how one should test the underlying indirect
effect. There are basically three general approaches:
the causal steps, the difference in coefficients, and
the product of coefficients (Mackinnon, Lockwood,
Hofiman, West, & Sheets, 2002).

pres-

First, oné can test the indirect effect by estimat-

ing @ and # and testing them individually against
zero. The logic here is that if both steps of the indi-
rect effect are significant, it means that the indirect

effect is itsell significant. In other words, if the two
components of a product are significant, the product
ttself is significant.” Such a test has sometimes been
referred to as the g and b joint significance test (Cohen
& Cohen, 1983; Pritz, Taylor, & MacKinnon, 2012;
MacKinnon et al., 2002}.

Second, one can test the indirect effect by estimat-
ing and testing the difference between the coetficients
cand o', As we have seen, this test amounts to a test of
whether the total X effect is different from the residual
direct effect controlling for M. Because of the equiva-
lence of ¢ — ¢’ and a*k, this is conceptuaily similar to
asking wheiher X indirectly influences Y via M.

Third, one can test the indirect eflect by directly
estimating and testing the product a*b. There are three
main strategies for doing so: The first consists in test-
ing the a*b product by dividing it by an estimate of
the standard error of a product of the two slopes.
Baron and Kenny (1986¢) suggested computing this
standard error by using a formula derived by Sobel
(19823, The result of this computation is then com-
pared with a normal distribution. As it turns out, this
strategy is problemaric because the product of two nor-
mally distributed variables does not typically have a
normal distribution (Bollen & Stine, 1990; MacKinnon
et al., 2002). A second strategy makes 1o assumption
regarding the normality of the product distribution
and relies on bootstrapping, a resampling method that
consists of approximating the population distribution
by sampling with replacement from the obsexved sample
(Shrout & Bolger, 2002}. The simplest bootstrapping
technigue, the percentile bootstrap, simply uses this
bootstrap sampling distribution to provide a 95% con-
fidence interval. The test of the indirect effect is sta-
tistically significant if this interval does nat include 0.
More elaborated bootstrapping techniques - the accel-
erated bias-corrected bootstrap and the bias-corrected
bootstrap — involve corrections for potential biases in
2"k estimation and its standard deviation. The third
strategy solves the normality issue by using numerical
integration to estimate the distribution of this prod-
uct. MacKinnon and colieagues developed a prografl
called PRODCLIN for doing this {e.g., Fritz et al, 2012
MacKinnon, Fritz, Williams, & Lockwood, 2007). The
program enables one to derive a 95% asymmetric con-
fidence interval that can be used to estimate and st

% 1 is possible that some tests of the alb product may yield nen-
significant resulis even when the 1wo component slopes are
significant. This may happen when inappropriate assump-
tions are made in tesiing the ab product {(i.e., tha ity sam-
pling distribution is normal}.
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a*b, again with the indivect effect being statistically sig-
nificant if 0 is not found in this confidence interval {for
more information, consult hitp://quantpsy.org/sobel/
sobelhim),

A fair amount of the mediation Jiterature has been
devoted 1o comparing these indirect effect tests {e.g.,
Fritz & MacKinnon, 2007; Pritz et al., 2012; MacKin-
non et al, 20023, What this work shows is that the
most powerful tests are probably the bias-corrected
bootstrap tests (e.g., Fritz & MacKinnon, 2007). The
major problem, however, is that this increase in
power comes with a price in terms of Type 1 error
{Cheung, 2009; Fritz et al., 2012; MacKinnon, Lock-
wood, & Williams, 2004). The increase in Type 1 error,
although not dramatic, is especially found when either
g or b are ( and their counterparis are large {i.e., when
a = 0 and b is large or when g is large and b = 0; Pritz
etal, 2012). Our own simulations show that the only
test that does not suffer from this Type 1 error issue is
the a and b joint significance test. This is of interest also
because previous work showed that this test is statis-
tically as powerful as the percentile bootstrap and the
numerical integration tests (Fritz & MacKinnon, 2007;
MacKinnon et al., 2002). The only remaining down-
side 1o this approach could be that this test does not
provide directdy a confidence interval for the indirect
effect (MacKinnon et al., 2002). Although having such
a confidence interval should not be seen as manda-
tory, we believe that when necessary one can still esti-
mate indirect effect confidence intervals from either
the percentile bootstrap or the numerical integration.
Interestingly, MacKinnon and colleagues now suggest
that @ and & should be tested in addition to vsing a4
tests (Fritz et al, 2012). Obviously, one addittonal ben-
efit of the ¢ and & joint significance test, compared 10
all the other indivect effect tests, is that one can be
reasonably confident that each step of the causal path
really is significant. As a matter of fact, some data sets
may lead to a significant 2*5 test while either the test
of a or the test of » fails to reach significance, calling for
some caution in inferpretation and for possible repli-
cation,

To illustrate the test of the indirect effect, we can
g0 back to the example inspired by the Muller and
Butera’s {2007) study. If, as we suggest, one relies on
the joint significant test, the data reveal that both a
and b were significant. Clearly, this test ensures that
both @ and b are reliable effects. In order to con-
duct the a*p test, we rely on Preacher and Hayes's
{2008) nacro. Specifically, the percentile bootstrap
{using 5,000 resamples), for instance, gives a Clysq, of
=27.94 t0 - 5.98. Because this confidence interval does

not include 9, we can safely conclude that the indirect
effect is significant.

Observed versus Latent Variable Maodels

More often than not, psychologists do not have
direct access to their theoretical variables, but must
rely on observed variables instead (e.g., Sigall & Mills,
1998). These observed variables necessarily contain
errors of measurement - that part of an observed vari-
able’s variance that is not explained by the underlying
theoretical construct. The presence of measurement
error, as we mentioned earlier, can lead to substan-
tial bias in the estimate of slopes in the mediational
models. To reduce measurement errors, soclal and per-
sonality psycholegists often measure their theoretical
variables with more than one indicator. Researchers
are then faced with two main options given that
they want to reduce bias from measurement error
by using these multiple indicators. First, they can
average the multiple indicators and use this sum-
mary score as their proxy, their observed variable,
in a regression model: This is the observed variable
approach for dealing with measurement error (e.g.,
Ledgerwood & Shrout, 2011). This approach reduces
measurement error but does not completely eliminate
it {the degree 1o which such a composite sull con-
tains errors of measurement is given by Cronbach’s
o; Judd & McClelland, 1998; Schmitt, 1996). Second,
researchers can use structural equation modeling 10
adjust for measurement errors. These models exam-
ine relationships among latent variables, adjusted for
measurement errors, to test the theoretical model: This
is the latent variable approach 1o estimating mediation
{e.g., Ledgerwood & Shrout, 20113, Whatever the che-
sen model {observed or latent variables), researchers
can then proceed with the mediation analysis of their
cholee presented earlier (MacKinnon, 2008),

To address the pros and cons of these twao
approaches for dealing with measurement errors, one
needs 1o distinguish between accuracy and precision.
Accuracy has to do with how good the model is with
respect to estimating the various parameters without
the biasing effects of measurement error. T other
words, does the model estimate the effects accurately?
Preciston has to do with the sensitiviry of statistical
tests of those effects. In other words, does it detect an
effect that is in fact present {i.e., does it have a low
Type 2 error rate)?

An accurate model is one that provides parameter
estirnates that are as close as possible 10 the true theo-
retical relationships. Latent variable models are better
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suited for this purpose because they correct for mea-
surement errors, This leads to more accurate estimates.
In general, measurement error attenuates bivariate
relationships and fatent variable models, with multi-
ple indicators, eliminate this attenuation.

The issues, however, become more complex in the
context of a three-variable mediational model. For
instance, if X is manipulated {(hence there is no mea-
surement error in X) and M is measured with error, the
b path will be underestimated in an observed variable
model (Hoyle & Kenny, 1999). But importantly, given
that ¢ = ¢ -~ ab, it also means that ¢ will generally be
overestimated {given that b is attenuated). Note that
this is fust an illustration because matters can become
even more complex when X is also measured (and
therefore has measurement error; see Ledgerwood &
Shrous, 2031). The point remains that latent variable
models are better equipped to estimate the true val-
ues of the different paths. In a nuishell, latent variable
estimates are more accurare,

From the preceding discussion one might surmise
that more accurate estimates should also be more
precise. For instance, if the effects are underesti-
mated in observed variable models, one would expect
them to be significant less often. Paradoxically, this is
not what happens. Indeed, Ledgerwood and Shrout
{2011} showed that although latent variable mod-
els provide more accurate parameter estimates, they
alse come with larger standard errors, which irans-
late into less precise tests: one will be more likely (o
conclude that an effect is not therve when in fact it
exists in the populatien. Simulations revealed that this
is true for both the b and a®b tests. To quote Ledger-
wood and Shrout “the latent (vs. observed) variable
approach produced estimates that are more accurate
but less powerful, especially as reliability decreases and
as effect size increases.” {p. 1182). This leads these
authors to suggest (apart from wisely encouraging
the investment in more reliable measures) a two-step
strategy by which one tests the indirect effect with an
obseyved variable mode! strategy and later estimates
this indirect effect with a latent variable model. We
concur with this recommendation, particularly when
estimating the size of the indirect effect is crucial.

Multilevel mediation

A recent and very important extension ol medi-
ational apalysis concerns those cases in which the
data are collected at more than one level (Krull &
MacKinnon, 2001 MacKinnon, 2008; Schoemann,

Rhemtulla, & Littde, Chapter 21 in this volume). For
instance, individuals may be grouped in some way -
in work teams, classes, or other naturally occurring
groups. When this is the case, if some of the variables
in a mediational model are measured at the fevel of the
individuals within those groups, then the assumption
that errors or residuals in the models are independent
is likely to De vielated. This nonindependence arises
because observations within a group are likely to be
more similar to cach other, on average, than are obser-
vations between groups, leading to a positive intraclass
correlation due to group. Such dependence can seri-
ously bias statistical inference procedures in tests of
mediational models (Schoemann et al., Chapter 21 in
this volume).

It is important to bear in mind that there are many
plavsible groupings that can give rise to dependence
in data. In addition to individuals being dusiered into
groups, observations may be clustered within people,
with multiple observations from each person. Such
a situation is quite commeon, with repeated-measures
designs that are frequently used by social psycholo-
gists. When there are only a few well-defined levels
of independent variables of interest that differentiate
these repeated measures, procedures that are varda-
tions of analysis of covariance with repeated mea-
sures can be used to examine issues of mediation
within-participants {Judd, Kenny, & McClelland,
2001}, In other situations, with more complex designs
and numerous observations taken within persons,
such as in the case of everyday experience data sets
{Reis, Gable, & Maniaci, Chapter 15 in this volume),
more general multilevel models are required.

To illustrate muliilevel mediational models, we
turn to an example from Pleyers, Corneille, Yzer-
byt, and Luminet {2009}, These authors were inter-
ested in factors responsible for evaluative condition-
ing. More specifically, they wanrted to know whether
the availability of cognitive resources (the indepen-
dent variable) plays a role in the emergence of eval-
uative conditioning {the dependent variable} via its
impact on contingency awareness {the mediating vari-
able}. Each participant was exposed to several unfa-
miliar consumption products (conditioned stimuli)
that were consistently paired with one of a series of
pictures known to elicit either negative or positive
affecttve responses (unconditioned stimuli), All partic-
ipants wore headphones during the presentation, over
which half of them heard music while the remain-
ing half heard numbers and were made cognitively
busy by having to perform an auditory two-back task.
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Snecifically, participants were instructed to press the
spacebar as quickly as possible when they heard a
number that was identical to a number they had heard
“two places before” {for instance, i they heard the
number 7" and before that they heard a “37 and
hefore that a “77). The authors then checked the
extent to which participants evaluated each product
in line with the valence of its associated picture and
whether they were able to correctly assodiate each
product with its specific picture. The independent vari-
able, cognitive resources, thus varied between par-
ticipants. However, both the mediator (contingency
awareness) and the evaluative conditioning outcome
{whether the specific product was evaluated congru-
ently with the unconditioned stimulus with which it
was paired) varied within participants. In shert, this
study examined how a level-2 variable (between par-
dcipants) influences a level-1 variable via a level-1
mediator {within participants}. Such a design is for-
mally referred to as a 2-1~1 mediational design (Krull
& MacKinnon, 2001).

A proper analysis of such data first requires ascer-
taining the impact of the level-2 manipulation on the
level-1 cutcome. This can be done with the {ollowing
equations:

Level 11 ¥y = dy; +ey;
Level 2: dy; = poo + ¢ X 4+ uo;

In the first of these models, ¥;; &s the extent to
which the evaluation of the ith conditioned stimu-
lus for the jth participant is congruent with its paired
unconditioned stimulus  (higher numbers mean a
stronger evaluation in line with the affective response
elicited by the unconditoned stimulus). The level-
1 model is in essence estimated for each participant
and, accordingly, the estimated intercept, dy; repre-
sents the mean degree of evaluative conditioning for
each participant and ¢;; is the variation in that con-
ditioning from proeduct to product within each partic-
ipant. In the level-2 model, the intercepts from level
1 {mean conditioning for each participant) are mod-
elled as a function of the level-2 experimental condi-
tion to which each participant was randomly assigned,
X;. The intercept in this model, pgg, is the mean cval-
uative conditioning on average across participants and
¢ is the degree to which the magnitude of evaluative
conditioning depends on the experimental condition.
This is the total or unmediated etfect of the reaument.
uy; is random variation from participant 1o participant
within experimental condition in the magnitude of
evaluative conditioning.

The next step invoives looking at the impact of the
level-2 manipulation on the level-1 mediator. The rel-
evant equations are the following®:

Level 10 My; = dyj + ey
Level 21 dy; = pos + aX; + Mg

These two models are identical 10 the previous two
except now the dependent variable at level-1 is the
degree to which the participant is contingency aware
for the individual conditioned stimutlus (L.e., can he or
she state the valence of the unconditioned stimulus
with which it was paired during conditioning?}. In the
level-2 model the slope of &} is @, which, parailel to
the earlier terms we used for mediation, represents the
effect of the treatmment on the mediator.

The final step consists in locking at the joint impact
of the level-2 manipulation and of the level-1 media-
tor on the level-1 outcome, The relevant equations are
the following:

Level i ¥ij = dp; + bM,‘j A g
Level 2: dy; = poo + ¢'X; + ue;

As ¢an be seen, these models include one predictor at
the within-subject level, M, and one at the participant
level, X. The estimate of the b parameter is assessed at
the within-subject level, fevel 1, because the mediator
is assumed to be linked to the product, that is, eval-
uative condittoning with respect to a given product is
expected to emerge only when there is awareness of
the contingency between this product and the specific
unconditioned picture with which it was paired. In the
level-2 model ¢ estimates the residual direct effect of
the treatment on the outcome, over and above the
mediator.

Muliilevel models have a complex structure, most
notably because they indude errors at multiple levels.
As a consequence, the parameters of the model can-
not typically be estimated by means of standard least
squares methods used for single-level models, Instead,
estimation is typically carried out using restricted max-
imum likelihood (REML) estimation. Having said this,
the logic underlying the test of an indivect etffect,
whether one chooses to rely on 4™ or ¢ - ¢, remaing
the same even though these estimators will not be
exactly equivalent in mulilevel models as they are in

& RBecause this mediator is dichotomous rather than continu-
ous, one should be doing estimation of these models using
a Jogistic link funciion or logistic regression. To keep things
simple, however, we chose for this example to act as if the
mediator was continuons.
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TABLE 25.1. Multilevel Mediation Analysis
of Pleyers et al.’s (2009) Data (the analysis
was performed using SAS PROC MIXED;
data and $AS code are available at http://
www.psp.uclac.he/mediation/medmod/)

Prediction of level-2 X on level-1 ¥

Level 12 ¥y == doy + ¢4

Level 20 dy; = 0.1482 - 0,1134 X, + uy;
(0.0423) (0.0423)

Prediction of level-2 X on level-1 M

Level 1@ M*-.f = dg_}‘ T &

Level 2: dy; = —0.1242 - 0.5665 X, + uq;
(0.0546) (0.0546)

Prediction of level-2 X on level-1 M and level-1 ¥
Level 1 Y!",' = dOj + 0.1736 M’;’_,’ =+ 6;'.}‘
. {0.0458)
Level 2: dgj =0.1697 - (0.0151 Aj + up; -
(0.0411) (0. 0483)

single-level models. As noted by MacKinnon {2008},
the noneguivalence berween the two sides of the
equation is not really problematic because the discrep-
ancy is likely to be smali and decreases as sample sizes
increase (Krull & MacKinnon, 1999), Table 25.1 gives
an overview cof a multilevel analysis of Pleyers et al.'s
(2009} data.

As can be seen in Table 25.1, the analysis of the
dara collected by Pleyers et al. (2009) corroborates the
fact that a"b == ¢ —¢" as —0.5665 * 0.1736 = ~(1.1134 ~
{(~0.0151), which gives —-0.0983 = ~0.0983, Tabhle 25.1
confirms that all the necessary conditions for media-
tion are satisfied. As a matter of fact, ¢ as well as g and
b are significant. Moreover, the standard error of the
product can be shown to be .0276. This means that
the confidence interval ranges from —.0442 to — 1524,
The fact that the confidence interval does not include 0
confirms the presence of a significant indirect effect, Iz
other words, manipulating the availability of cognitive
resources was able to decrease the amount of evalua-
tive conditioning manifested for the various products,
and this took place via the impact of cognitive load
on participants’ contingency awareness, as indexed by
their ability to associate each product with the specific
image with which it had been paired.

The multilevel approach is a highly flexible one that
can be used in a wide variety of designs (Schoemann
et al, Chapter 13 in this volume). So, although ana-
lytic strategies have been proposed for the examina-
tion of repeated measures design with within-subjects

manipulations and within-subjects measures of the
mediator and of the dependent variable (Judd et al,
2001), such a 1-1-1 design can best be approached
from a multilevel perspective. Coming back to our
evaluative conditioning example, such a situation
would occur if, for every participant in the study, some
random set of products had been presented under
conditions of cognitive depletion whereas the remain-
ing products had been seen in the absence of a sec-
ondary task. A multilevel analysis is of course desirable
because the residuals associated with the responses of
a particular individual are likely to viclate the assump-
tion of independence.

From Measured to Manipulated Mediators

In recent years, several authors have voiced a series
of wamings with respect to the possible dividends
deriving from a mediational analysis. Indeed, it would
seem that mediational analysis has become so popu-
lar that it consiitutes a mandatory step for any scien-
tific contibution claiming to shed light on a partic-
ular psychological process at work in the context of
some phenomenon of interest. But does this research
really inold its promise? Unfortunately, the answer is
not as positive as one would hope it might be. As we
discussed earlier, a key problem derives from the fact
that a statistical analysis of a set of correlations is taken
to confirm the specific causal model put forth by the
researcher.

As was noted by early proponents of mediational
analysis {Baron & Kenny, 1986; Judd & Kenny, 1981},
as well as in more recent contributions {Fiedler,
Schott, & Meiser, 2011; MacKinnen, Krull, & Lock-
wood, 2000; MacKinnon et al., 2002), if a third vari-
able M is indeed a mediator, a logical implication is
that its inclusion in the model will reduce the relation
between X and V. At the same time, however, the find-
ing that controfling for M reduces the relation between
Xand Ydoes notin fact imply that M is indeed a medi-
ator. Said otherwise, whether a selected causal vari-
able reflects a real cause or not cannot be determined
statistically. To be sure, statistical mediation is a nec-
essary condition if ene wants to substantiate the con-
jecture that some third variable is g true mediator, but
researchers ought to realize that it is not a sufficient
condition.

Fortunately enough, the facr that no correlation
pattern can actually prove whether some third varl-
able is causally implicated in the emergence of an
effect does not leave researchers without ammuni-
tion, Next to the measurement-of-mediation strategy,
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several other options aliow one to evaluate a causal
madel whereby some independent variable is thoughs
to set in metion a psychoiegical process that, in turn,
produces a given outcore, One prime candidate is the
so-called experimental-causal-chain design {Spencer,
Zanna, & Fong, 2005), The idea is actually quite sim-
ple: When an experimental manipulation, X, is shown
to have an impact on some dependent variable, ¥, and
a specific psychological process, M, is thought to be at
work, the researcher is encouraged to decompose the
causal sequence into two pleces and conduct an exper-
imental study on each piece, In essence, after demon-
strating the ¢ effect, the goal is to conduct two inde-
pendent experiments addressing both the 2 and the b
effects.

A nice illustration of this strategy comes from a
study by Word, Zanna, and Cooper (1974}, Build-
ing on earlier work on the so-called Pygmalion effect
{Rosenthal & Jacobson, 1968}, these authors reasoned
that people’s stereotypes (X} could create a sell-
fulfilling prophecy (¥} via their nonverbal behavior
(M}. They first ascertained the a relation by having
white participants interview a black or a white con-
federate. As predicted, participants proved more dis-
tant in their nonverbal behavior when facing a black
than a white confederate. In a second experiment,
white confederates interviewed white unaware partic-
ipants. As an experimental manipulation of the medi-
ator, interviewers either adopted the distant nonver-
bal behavior observed with black interviewees in the
first experiment or the less distant behavior encoun-
tered with white interviewees in the first experiment,
In line with the hypothesis, whites did worse on this
interview when they were treated like the blacks had
been in Experiment 1.

Of course, the experimental-causal-chain design
also has limitations. Obviously, the decomposition
mandates that the proposed psychological process
should be both casy to measure and easy 1o manip-
ulate. Perhaps the most difficult issue concerns the
equivalence between the process as it is measured
and the process as it is manipulated. In some cases,
it may be difficult 1o argue compellingly that the
dependent variable in the experiment demonstrating
the a relation is the same as the independent vari-
able in the experiment demonstrating the b relation.
Additionally, the fact that two experiments are con-
ducted in isolation does not allow a proper determi-
nation of the amount of variance in the dependent
variable accounted for by the independent variable.
Keeping these drawbacks in mind, the experimental-
causal-chain design stll constitutes a powerfu! tool to

uncover the key role that some intervening variable
may play along some presumed causal ¢hain.

As we have already discussed, the problem with
measuring the mediator rather than manipulating it
leaves open the possibility that there are impoertant
omitted common causes that can explain the covari-
ation between the mediator and the oulcome, There
is, additionally, another potenrial problem with rely-
ing on the measurement of the mediator 1o establish
mediation. In manv circumstances, a mediator is dif-
ficult to measure or its measurement may alter the
causal process, either by eliminating the impact of X
on ¥ or by creating an effect {via, for instance, aware-
ness) where none would be observed in the absence
of measurement (Jacoby & Sassenberg, 2011; Spencer
et al., 2005}, Another strategy builds on the realiza-
tion that mediation rests on the comparison berween
a lactual state, that is, the influence of X on V, and
a counterfactual state, that is, the relation between X
and Y when controlling M. In light of this analysis, a
smart way 1o approach the question consists in creat-
ing a design in which one compares two factual states.
According to Jacoby and Sassenberg (2011 see also
Sigall & Mills, 1998}, this can be done by means of the
testing process by interaction strategy (TFIS, which
boils down to an experimental manipulation of the
mediator.

Interestingly, the TPIS approach does not require
that an experimental elfect of X on Y be observed
in the first place. I there is an impact of the inde-
pendent variable in the so-called standard condition,
the TPIS would consist in interrupting the process
by means of the moderating variable. An alternative
plan is to amplify the effect or even reveal an other-
wise masked effect by counteracting some suppress-
ing variable. A cdassic study by Zanma and Cooper
(1974) illustrates both processes. These authors had
all partcipanis behave counter to their inidal atgi-
tudes. The implementation of X was straightforward
enougl: Whereas some were simply forced to do so,
others were led to believe that they enjoyed freedom
of choice. The extent of attitude change constituted
the ¥ variable. The manipulation of M rested on three
conditions, In the control condition, nothing special
took place, In line with dissonance theory, free-choice
{but not forced) participanis experienced unpleasant
arousal and changed their attitudes so that they were
hetter aligned with their behavior, In the interruption
coendition, participants were initially given a (placebo)
pill that they were rold would cause arousal. This time,
free-choice participants did not change their attitudes
atall. In the amplification condition, participants were
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also given a pill but thought that it would cause relax-
ation. Now {ree-choice participants modified their atti-
rudes even more than in the control condidon. In
sum, manipulating the specific way participants expe-
rienced the arcousal resulting from their counterat-
titudinal behavior critically affected attitude change,
demonstrating the mediating role of the arousal along
with its interpretation.

Promising as the experimental approach may
appear, it is of course not in and of hsell a panacea
to deal with mediation. Some obstacles remain
(Bullock, Green, & Ha, 2010}. A first issue concerns
the isclation of M — that is, the experimental manipu-
lation of M needs to target M and nothing else, A sec-
ond limitation has 1o do with the successful manipula-
tion of M. In other words, manipulating M by means of
some variable Z is not necessarily equivalent to chang-
ing M by means of a manipulation of X, For instance,
it may be difficult to be certain that the same people
are affected. Finally, researchers ought to realize that
there is a possibility for within-sample variation with
respect to the indirect effect. In other words, the aver-
age indirect effect is potentially misleading. Interest-
ingly encugh, this raises the issue of moderated medi-
atlon in which the indivect effect varies in magnitude
as a funciion of some other variable. But before we
turn to this topic, we tum (o a closer examination of
moderation.

MODERATION

This section focuses on testing and interprezing mod-
erator effects. We start by defining moederation and
discuss its relationship with statistical interactions. We
then turn fo the basic models used to test for inter-
actions and moderator effects. Following this, a major
section is devoted 10 how one interprets the results
ol these meodels and best practices for the presenta-
tion of moderator effects. We then turmn to issues that
complicate the search for moderator and interaction
effects, focusing in particular on considerations of sta-
tistical power. Finally, we briefly discuss some addi-
tional issues and designs in which moderation takes
on somewhat different forms.

Definitions and Bastc Models

As delined earlier, the question of moederation is
the guestion of whether the impact of some indepen-
dent variable on the dependent variable varies in mag-
nitude as a function of some third variable. Defined
in this way, moderation implicitly assumes a causal

model in which the independent variable is a cause
of the dependent variable and the magnitude of that
causal impact depends on some third variable. As such,
moderation s not the same as amn interaction between
two variables. An interaction is the finding that the
simple slope of one predictor variable in a linear maodel
varies as a function of the value of another predicior
variable. Interactions can exist in the absence of any
causal effects of either predictor variable on the depen-
dent variable.

As we will show analvtically, interactions are sym-
metric: If the simple slope of X on ¥ varies as a func-
tion of Z, then the simple slope of Z on Y varies as a
function of X. But when we speak of moderation, we
are saying that the X - ¥ causal relationship is mod-
erated by some variable Z. Because the causal effect
that is moderated goes from X to ¥, rather from 7 1o
¥, we cannot say that X moderates the Z — ¥ causal
effect. Thus, moderation implies an interaction, but
an interaction is not suificient to claim moederation.”
Moderation is an interaction plus the additional strong
assumption of a causal impact of an independent vari-
able on a dependent variable that varies in magni-
tude. The viability of this strong assumption cannot be
assessed or confirmed through any data analytic steps.
Rather its plausibility depends on theoretical consid-
erations and design variations that permit relatively
strong causal inference (e.g., randomized experiments
and certain longitudinal designs).

Analytically, a model that estimates moderation is a
linear model that estimates the effect of the interaction
of two predictor variables on the dependent variable.
interactions are included in models by including as an
additional predictor the product of two other predictor
variables that are also included in the model As made
clear by Cehen {1978), for the product fo estunate
the interaction, the two component predictor variables
must be included in the model. Thus, the interaction
between X and Z is estimated by the slope for the prod-
uct predictor, by, in the following linear model:

¥; mbg—?fﬁX}—‘rng;’ﬁ‘bg.XfZ{+€; (251)

7 Our definition of moderation represents a departure from
Baron and Kenny's (1986) definition where they equate i
with a statistical inferaction. We explicitly assume a par-
ticular causal model in defining moderation. As such, our
definition agrees more closely with recent work devoted to
moderation in the context of randomized irials in health
outcomes {e.y., Kraemer, Kiernan, Essex, & Kupfer, 2008),
where moderation assumes the existence of some causal
effect that is moderated.
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A test of the interaction is equivalently conducted by
testing the null hypothesis that the slope for the inter-
action is zero, by testing whether this model has a
significantly smaller sum of squared errors than the
model that does not include the product predictoz, or
by testing the partial correlations of the product with
the criterion (1, controlling for the two component
variables, X and 7 {(Aiken & West, 1991; Cohen, 1968;
Judd, McClelland, & Ryan, 2009).

The slope for the product predictor in the foliow-
ing model, which does not inciude the two component
variables as additional predictors, does not in general
estimate the interaction:

Vi = bo + B X7y A6

To illustrate why it is that the slope for the product
predicter in Equation 25.1 estimates the interaction,
we can re-express that model as the “simple” rela-
tionship between either of the predictor variables and
the outcome. Accordingly, the following re-expression
represenis the “simple” relationship between X and ¥
at various levels of Z:

Y= (bo + Dy Ziy + (b £ BaZi) Xi T € {25.2)

We can thick of these “simple” relationships as sim-
ple linear regression models between Y and X whose
intercepts and slopes take on different values at vary-
ing values of Z. Thus (B + by Z;) is the simple intercept
of these various models and (b + b3 Z;) s the simple
slope of X, Ag always, the mtercepl tells us the pre-
dicted ¥ value when X equals zero, and these simple
intercepts vary as a function of the values of Z. And
the slope tells us the change in predicted values as
X increases by one unit, again with the magnitude of
these simple siopes varying as a function of the values
ot Z, '

Given this “simple” re-expression and the crucial
centering issues that we will discuss in more detail
later in this section, it is important LG understand the
meaning of the individual slopes in the model in the
context of this re-expression. by estimates the inter-
cept of the linear X simple relationship when Z
equals zero. by estmates the stope of the linear X
simple relationship when Z equals zero. by estimates
the change in the intercept of the linear YX simple
relationship as 7 increases by one unit. 3 estimates the
change in the slope of the linear v:X simple relation-
ship as Z increases by one unit. 1t is this last parametiex
estimate that captures the X by Z interaction: To what
extent does the simple slope between ¥and X change
as Z changes in value?

As outlined earlier, interactions are necessarily
symmetric, although moderation is not. To demon-
strate this symmetry, the model in Bquation 25.1 can
be equivalently re-expressed as the “simple” relation-
ship between Yand Z:

Viom (b + 0 X+ (b + b XN Zi e {25.3)

with symmetrically equivalent interpretations of the
parameter estimates: by estimates the intercept of the
linear v:7 simple relationship when X equals zero. by
estimates the slope of the linear ¥:Z simple refation-
ship when X equals zero. by estimates the change in
the intercept of the linear ¥:Z simple relationship as
X increases by one unit. b estimates the change in
the slope of the linear V12 simple relationship as X
increases by one unit.

Given that interactions imply that the simple slopes
tor one predictor take on different values at vari-
ous levels of another predictor, they imply nonparal-
lel “simple” regression lines. Ordinal interactions are
defined as interactions where 21l the simple slopes for
one predictor have the same sign across all meaningiul
levels of the orther predictor. Disordinal or crossover
interactions ate anes where the simple slopes have
both positive and negative values across the meaning-
ful levels of the other predictor.

To this point, we have said nothing about the scale
of measurement of either the independent variable or
its moderator. When predictor variables are categori-
cal, these need to be coded numerically. Typical cod-
ing conveniions include dummy coding and contrast
coding (also known as effects coding). Wwith two levels
of a categorical predictor, the former coding conven-
tion uses values of O and 1 for the two groups while
the latter uses values that sum (o Zero across the two
groups {(e.g., -5 and +.5). Again the slope of the par-
tialled product of two variables, regardless of whether
they are continuously measured or coded categorical
variables, will estimate their interaction.

1 the moderator variable (Z) is categorical, anal-
yses are frequently reported examining whether the
magnitude of the XY relationship is different for the
gifferent groups, defined by the categorical levels of
7. Frequently this takes the form of testing whether
the correlations between X and ¥ differ across the
groups. Such a test is not in general the same as test-
ing whether Z moderates the X:¥ relationship, defin-
ing moderation as a statistical interaction. Interactions
examine whether different simple slopes are needed
for the different groups. Correlations in the different
groups reflect not only those simple slopes but also the
variances of X. It is entirely possible for the different
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groups to have different simple slopes but the same
correlations. And the reverse is enirely possible as
well. These two sttuations are illustrated in the graphs
of Figure 25.5 {taken with permission from Whisman
& McClelland, 2005). At the top (panel A) we have a
situation where the two groups have different slopes
but the same correlation. Thus in this case there is an
interaction that would be undetected by a comparison
of the two group correlations. At the bottom {panel
B} there is no interaction - that is, the slopes in the
two groups are the same — but one group has a larger
correlarion than the other does because of relatively
greater variance of the X variable. The lesson is that
one should test moderation as an interaction rather
than by comparing the magnitude of correlations.

Interpretation and Presentation

Deriving and Plotting Simple Relationships.
Once one has found a significant interaction, issues
arise as to how that interaction should be interpreted,
discussed, and displayed. An initial decision that needs
to be made concerns which simple re-expression of the
interactive mode! is theoretically most informative.
Recall that there are two such simple re-expressions:

Vi = A{bo +baZiy + (by + B3 Zi} X ey
Viwm (by+ D1 X))+l 5402+

U indeed the interaction is because of a moderation
of a causal treaunent effect — say, for instance, that Z
moderates the impact of X on ¥ — then the choice of
the more informative re-expression is easy: The inter-
est is in X and how the simple relationship between
X and ¥ depends on Z (i.e., the first of the preced-
ing two re-expressions). In other cases, where there Is
not a clear causal model that can be assumed, there
is no easy rule to follow in deciding in favor of one
or the other of these re-expressions. One should ry
telling a theoretical story with them both and decide
which is the more theoretically interesting and infor-
mative. Do you want to argue that the simple relation-
ship between ¥and X depends on Z? Or do you prefer
to argue that the simple relationship between Yand 2
depends on X? Both arguments would be correct, but
one will generally make a more compelling story than
the other.

For now, let us assume that the preferred imterpre-
tation is that the simple ¥:X relationship depends on
Z. Given this, one derives and plots simple V2.X linear
relationship predicted by the model at diflerent repre-
sentative and theoretically meaningful values of Z. If

Panel A: Two groups with different slopes (.98 versus .41}
but the same correlations (.57)
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Pane! B: Two groups with the same slopes (.58}
but different correlations {.38 versus .70)

15 7

Figure 25.5. Panel A: Two groups with different slopes (98
versus .41) but the same correlations (.57). Panel B: Two
groups with the same slopes (.58} but different correlations
(.38 wversus .70). Taken with permission from Whisman &
McCleltand (20035).
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7 is categorical, the choice of these values is easy: One
wishes to plot the simple linear relationships for each
of the groups defined by the Z categories. If Z1s contin-
uvously measured, then the choice of the appropriate
values of Z for these plots is less clear. One convention
derives and plots simple regression lines at the mean of
7 and at values of Z one standard deviation above and
below the mean {(Alken & West, 1991). Tof instance,
suppose that values of both X and Z vary between 1
and 5, and the mean of Zis 2.5 with a standard devia-
tion of 1. And suppose the following are the parameter
estimates from the interactive model:

Vo= 2.0 4+ 05X — 057 + 03X, Z; + e

The general form of the re-expression of this model
is:

Y= (2.0 = 0.5, + (0.5 + 037 ) X; + ¢

Al the mean value of Z {i.e., 2.5}, the simple 12 rela-
tionship is:
Y= 2.0~ 0.5(25) + (0.5 403250 X +e
= 0.75 4 1.25X; + ¢;

And at Z values one standard deviationn above and
below the mean, the simple relationships are:

¥i= (2.0 - 0.5(3.5}) + (0.5 +0.3(3.5)0; + ¢
=025+ 1.55% +¢

=
i

= (2.0 = 0.5(1.5)) + (0.5 4+ 0.3(1.50) X + e
1.25 4 0.95X; g

It

One then might plot these three simple models, with
" X on the horizontal axis (with values between 1 and

5) and three different lines, one {or each simple rela-
tionship. Such a plotis given in Figure 25.6. Inspection
of this plot leads to relatively dear interpretations: As
X increases, predicted values of Yincrease and this is
more true at higher levels of Z. That is, the modera-
tion of the ¥.X relationship by Z is such that the posi-
tive relationship between X and ¥ becomes larger as Z
increases.

There is of course nothing sacred about the choice
of Z values at which one chooses to plot these simple
relationships. If some theory moetivated the desire (o
see the simple relationship when Z equals 2, one could
easily derive and plot this simple relationship in addi-
tion to or instead of those at the values of the mean
and plus one and minus one standard deviations.

Testing Simple Slopes. A significant interaction
tells us that simple slopes vary significantly across the
range of values of the moderator variable, But it does
not tell us about whether particular simple slopes, at
particular values of the moderator variable, are signif-
teantly different rom zero, Often the further gquestion
of whether particular simple slopes are significant is of
interest, even though significant simple slopes should
not be seen a requirement for interpreting signifi-
cant interactions (Judd, McClelland, & Culhane, 1995;
Rosnow & Rosenthal, 1989).8

Given the interactive model and its re-expression
in the terms of the ¥:X simple relationship:

Y, = bo -+ b;X{ + b2 + ]??,X(Z;-‘ +¢;
Vo= (b +ba2Zi) + (b1 + B3 Z1) X, + e

8 The interaction tests whether simple slopes vary, and it is
possible that they significantly vary even though particulay
simpie slopes do not differ from zero.
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it is apparent that b; estimates the simple V1.4 slope
when Z equals zero, And a statistical test of whether
this coefficient differs from zero accordingly provides
a test of the simple X slope at that particular value
of Z. This then provides a general solution for test-
ing the simple slope of X at any value of Z that might
be of interest; One simply deviates Z from that value,
recomnpuies the product term, and tests the X coeffi-
cient in the interactive model.

Consider Z* defined as Z deviated from some value ¢
of interest; Z' = Z — ¢, If one now estimated the inter-
active model using Z7 instead of Z {and importantly
recomputing the product predictor so thatitis XZ'):

Viem by + by Xy H 0 Z)+ b3 X 20+ e

which, re-expressed in terms of the VA simple rela-
tionship, vields:

Vim b+ o Z0) 4 (h + IR Z)) X + ¢

Accordingly, b now estimates the simple slope of X
when Z° equals zero, which it will of course when
Z = ¢ In other words, by deviating Z around different
values, the slope of X in the model that includes the
product predictor takes on different values and these
vahues are the simple X slope at whatever value of ¢
has been used in computing the deviated Z, Z°. And a
test that the slope of X differs from zero provides an
inferential test of whether the simple slope of X when
Z = ¢ differs from zero.

Most commonly, and as recommended by many
(e.g., Alken & West, 1991; Cohen, Cohen, West, &
Aiken, 2003; Judd et al., 2009), the value used for ¢ is
the mean of Z. This is what is commonly referred o as
mean-centering the predictor. Under mean-centering,
the slope associated with & will equal the simple slope
of X when at the mean of Zin the context of the ntex-
active model that allows the simple slope of X to vary
across the values of Z. :

Other routinely used values of ¢ include values one
standard deviation above and below the mean of Z,
as mengoned earlier, thus permitting one to estimate
and test simple slopes of X when Z equals those values.
But, again, there is nothing sacred about these rou-
tinely used values of ¢. I there are other theoretically
meaningful values of Z at which it is important to test
whether the simple X slope differs from zero, then the
interactive model should be reestimated while deviat-
ing Z irom those values.

Although the aforementioned approach represents
a straightforward procedure for testing the simple
slope of X at different values of Z that are of inter-
est, Preacher, Curran, and Bauer (2006) provide

more general procedures that enable the researcher
to examine the range of values of Z across which
the simple slope of X is and is not significant, given
an interactive model, They have implemented their
approach in a highly useful Web-based application
that is available at hitp://quantpsy.org/interact/mir2.
htm (see also Haves & Mathes, 2009).

It is worth noting one interesting side conseguence
of what we have just discussed. We have been con-
sidering an additive transformation of one of the vari-
ables, 77 = Z — ¢, involved in an estimated interactive
model. And what we have shown is that as ¢ takes
on different values, the estimated coetlicient for X -
that is, by — varies, because it generally will equal the
simpie X slope when Z° equals zere or when Z = ¢
The other estimated slopes in the model, however - b,
and b3 — remain constant. Hence, we are left with the
curious result that an additive transfermation of one
of the component predictor variables involved in an
interactive model affects the estimated value of the
partial slope for the other variable that is a compo-
nent of the product interaction, but it has no elfect on
the estimated partial slope of the component variable
that is transformed. Additionally, it has no efect on
the estimated slope of the product predictor.”

Tests of “Main Effects” in Interactive Models.
In lght of the preceding discussion, it should be dear
that the estimated slopes of the component variables
{b1 and by} do not in general estimate whar the lit-
erature devoted to the analysis of variance (ANOVA)
refers to as main effects. In the ANOVA literature, a
main effect represents the effect of one experimental
factor on average across the levels of other crossed
experimental factors. An estimaied slope of a com-
ponent variable in an interactive model is in general
a “simple” slope for that component variable when
the other component variable equals zero, If one cen-
ters the two component variables on their means (and
computes the product predictor as the product of those
centered components), then the slope of each com-
ponent variable will estimate the “simple” slope at
the mean value of the other component variable. But
even this is not conceptually the same thing as a main
effect in the analysis of variance literature. In gen-
eral, main effects of component variables cannot be

¥ This final result will not in general be the case if one simply
included the product predictor but not ts component vari-
able as predictors. It is for this reason that the slope of the
product predictor estimates ithe effect of the nteraction only
when it is a partialled product, controlling for the two com-
ponent variables.
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defined when those variables are measured more or
less continuously and when they are involved in an
interaction. An interaction by definition means that
there is no “overall” or “main” effect of a component
variable. An interaction by definition means that the
effects of one component variable vary as a function
of the other one. Accordingly, it is generally a mistake
to refer to main effects in moderated regression mod-
els. One can certainly estimate and test “simple” effects
at the mean value of other component variables, and
in many cases these will be very similar o average
affects of one variable across the levels of the other
varlable. But strictly speaking, they are not that; rather
they are “simple” eflects at the average value of the
other variable. Certainly if one [ails to center compo-
nent variables around their means, then slopes asso-
ciated with those component variables provide noth-
ing resembling what the ANOVA literature defines as
main effects.

Standardization. Authors [requently report stan-
dardized slopes (or betas) in regression models rather
than slopes with the variables in thelr raw metrics. In
general we are not enamored of such practices, for
reasons that we briefly discuss but that are reviewed
in detail elsewhere (see Turkheimer & Harden, Chap-
ter 8 in this volume; also Cohen, 1990; Tukey, 1969},
In simple regression, estinated standardized regres-
sion coellicients equal estimated correlations. Hence,
as Figure 25.5 illusirated, they are alfected by both
the magnitude of the raw or unstandardized slope
and the variability of the predictor variable, Accord-
ingly, the metrics used in deriving standardized slopes
are sample-specific, with the result that standardized
slopes will vary from sample to sample, even when
raw slopes do not.

in interactive models, these issues are complicated
further, as explained by Aiken and West (1991), Frei-
drich {1982), and Whisman and McClelland {2005},
The problem arises from the fact that the product of
two standardized variables is not itself standardized
{i.e., it will not in general have a mean of 0 and a
standard deviation of 1). Accordingly, one might esti-
mate an interactive model and then attempt to inter-
pret the standardized regression coelficient associared
with the product predictor. But that slope might be
something rather different than if one first standard-
ized the ¥, X, and Z variables, computed the product of
the two standardized predictors, and then regressed ¥
on standardized &, standardized ¥, and their product.
Because of this, we find efforts to interpret standard-
ized slopes in inleractive models relatively misleading
and at best uninformative. Of course, when a lIinear

regression program outputs those standardized esti-
mates and tests them, those inferential tests are identi-
cal to tests of unstandardized or raw regression slopes.
But the standardized slopes themselves are interpreted
only with difficulty.

Difficulties of Detecting Interactions

The primary challenge in conducting research
where moderation is hypothesized is one of assur-
ing adequate statistical power 1o {est interactions. Of
course, statistical power is an issue in the conduct of all
research (Cohen, 1988}, or at the very least should be.
Cohen provided guidelines for power consideration
when testing “small,” “medium,” and “large” efiects.
Effect sizes calibrated in this manner are most typi-
cally expressed in d units (the ratio of a mean dilfer-
ence to the pocled within group standard deviation).
A more general effect size estimate that can be used
to calibrate effect sizes is the squared partial correla-
tion, or PRE {Judd et al, 2009}, according to which
“small,” “medivm,” and “large” effects correspond to
PREs of .02, .13, and .25 respeciively. According to
Cohien’s power tables, to have adequate power (i.e.,
I — = .80, =.03), one would need sample sizes
of 392, 533, and 26 to detect, respectively, “small”
“medium,” and “large” clfects, assuming the absence
of measurement error.

This general conclusion about statistical power is
complicated in the testing of interactions by two issues
that are pardcularly pernicious in this case. First,
unreliability in the measured variables substantally
reduces power, and the unreliability of product pre-
dictors is a multiplicative function of the unreliability
of its component variables (Busemeyer & Jones, 1983;
Cohen et al, 2003). Thus, if two variables have reli-
abilities of .80, the reliability of their product would
equal only .64. And as the reliability of a predictor
declines, the power needed to test its effect, given
some true effect size, is substantially reduced. Alken
and West {1991} estimare that as the reliability of a
predictor declines from 1.00 10 .80, the sample sizes
necessary for acceptable power levels are likely te dou-
ble, Accordingly, with unreliability of a product pre-
dictor being the product of the unreliabilities of its
components, sample sizes needed for tests of interac-
tions are likely to be substantially greater than those
given earlier.

A second power problem concerns the restriction
i range of predictors., In the case of any predictor
variable, if it does not vary very much, it is difficult
to find an association between it and some ontcome
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variable. This is why in most experimental research,
one goes to some length to ensure that the experimen-
tal manipulation is substantal enough (i.e., that the
difference between a control condition and the treat-
ment condition is large). Outside of the experimental
laboratory, it is often difficult to sample respondents
who have substantial variability on important predic-
tor variables. Assuming most measured predictor vari-
ables have a somewhat unimodal quasi-normal distri-
bution, their variances are typically very substantially
less than what the variances would be if everyone
was found only at one or the other extreme value (as
we typieally construct the distribution 1o be in experi-
ments), ‘

Thus, whatever factors lead 1o a restriction of range
of a predictor {or, more accurately, a reduction in
its variability) decrease the power to find an effect
of that predictor. In the case of a product predictor,
McClelland and Judd (1993) show that its variance i3
a multiplicative function of the vartance of its com-
ponents, much like its reliability. Hence factors thar
restrict or limit the variance of the component vari-
ables restrict or limit the variance of the product pre-
dictor even more. McClelland and Judd {1993} com-
pare the relative efficiency or power 1o detect an
interaciion given various joint distributions of the
component variables. In the best-case scenario, all of
the observations are located at the most extreme four
corners of the joint distribution of X and Z {very high
on X and very high on Z, very high on X and very
low on Z, etc). This is the ideal design for detecting an
interaction, given some constant N, and is the basis for
& 2 x 2 crossed experimental design with manipula-
tions that maximize the variance of the two indepen-
dent variables. In real-world settings with measured,
rather than manipulated, independent variables, it is
exceedingly unlikely to encounter such a joint dis-
tribution. More likely would be a roughly hivariate
normal joint distribution, with most observations clus-
tered near the joint means of the two component vari-
ables. McClellannd and Judd (1993) showed that such
a joint bivariate normal distribution requires 17 times
the number of observations to have the equivalent
power o detect an interaction compared with the opti-
mal four-corners design.

Thus, when the component vartables that are
expected to interact are measured variables and when
the distribution of each is roughly normal, one will
generally have very low power to test an interac-
tion, compared to the optimal design with all obser-
vations at the most extreme values of the component

L

variables. As the range of the component variables
is reduced, the variance of the product predictor i
reduced even more drastically, resubting in a very sub-
stantial loss of power. This explains why significany
interactions, which are relatively ubiquitous in exper-
imental research, are reported only infrequently tsing
survey or correlational data, uniess the sample sizes
are exceedingly large (e.g., greater than 500). This
then provides some guidance for sampling strategies
it one wishes to argue an interactive hypothesis, given
measured rather than manipulated independent vari-
ables. Rather than sampling randomly, the more pow-
erful alternative is to sample purposively, oversam-
pling the extreme four corners of the joint distribution
of the predictors. Some might object that then cne
moeves away from a sample that is truly representa-
tive of the population, which of course is true. But,
as always, there are multiple simultaneous and often
conflicting goals in research. If one wishes to find sig-
nificant interactions, then oversampling observations
at the extreme four corners of the joint distribution is
the most powerful approach.!?

From the preceding discussion readers might draw
two erroneous conclusions. The first would be that
given a random sample of chservations and a hypoth-
esized interaction between two imeasured predicror
variables, one should restrict the amalysis to obser-
vations that are toward the extreme four cormers of
the joint distribution. But throwing out observations,
regardless of where they are in the joint distrtbution of
the two predictors, will always result in a decrease in
statistical power for testing interactions. Given a con-
stant N, it Is easier to detect interactions by oversam-
pling the extreme four corners.

A second erronecus conclusion that might be
drawn from the lact that interactions are typically
found with more power in experiments than with
measured predictors is that one should dichotomize
predictor variables — using median splits, for nstance -
and conduct analysis of variance instead of treating
measured predictors continuously, There is now a
large literature showing that dichotomizing continu-
ous predictors will not result in increases in statist-
cal power (Coben, 1983; lrwin & McClelland, 2003;

¥ Of course, one cannot praciically oversample the four cor-
ners of the joim distribution if one does not already know
respondents’ values on those variables. Typically, however,
one can identity demographic variables that are likely to
covary with the variables, and then the oversampling might
be based on those demographics,
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MacCallum, Zhang Preacher,
Maxwell & Delaney, 1993).1!

Historically, there have been some who have
blamed low power in detecting interactions on mul-
sicollinearity between the product predictor variable
and its components. In fact, this is not a factor because
the collinearity of a product with its component vari-
ables is a funcrion of the coding of the component vari-
ables, being substantially reduced when the compo-
nents are centered around their mean, And, as already
discussed, such centering has no impact on the test of
the interaction in moderated regression models.

&  Rucker, 2002;

Multilevel Interactive Models

In the section of this chapter devoted to mediation,
we discussed multilevel models suitable for data where
there are nestings of observations that induce depen-
dence (i.e., multiple observations from each partici-
pant, observations grouped in dassrooms, etc.). Here
we provide a short trearment of moderation in such
circumstances as well,

As an example, let us tum to a study by Toma,
Corneille, and Yzerbyt (2012, Study 3). These authors
were interested in social projection and how the
probability of success mfluences people’s tendency 1o
project in cooperative seitings. They invited partici-
pants into the laboratory and asked them first to self-
describe on a series of positive and negative personal-
ity traits. Next, participants were told to imagine that
they and & partner were involved in a cooperative task
allegediy raking place at a software company. Depend-
ing on conditions, they learned that the probability
of success of the task, and thus of gaining access to
a much-desired outcome, was either low (they were
informed that, in the past, some 5% of the teams suc
ceeded) or high (95% of the teams succeeded). Finally,
participants were presented with the same lst of traits
as before and asked to describe their partner as well as
to indicate the valence associated with cach trait.

These data are inherently multilevel, with individ-
ual traits that are rated being the frst level and the
participants being the second. At level I —within each
participant ~ there are three variables: participants’

Y1 Also note that researchers sometime dichotomize contin-
wous predictors and argue that it is fine as long as their
effects are significant. Because dichotomizing contituous
prediciors can sometime increase Type-1 errors {Maxwell
& Delancy, 1993}, we do not recommend this kind of
reasoning.

ratings of their partner, their rating of themselves, and
their rating of the trait’s valence. Atlevel 2 - between
participants - is the manipulated variable: the prob-
ability of success of the cooperative task. Toma et al.
(2012} expected social projection ~ that is, that people
would generally perceive their partner as being similar
to themselves — but that this tendency would be less
marked when the probability of success of the cooper-
ation rask is thought to be low. The authors also hoped
that this pattern would not be affected by the valence
of the traits.

For the sake of this presenration, we simplily the
analysis somewhat by looking only at sodal projection
for the negative traits (see Table 25.2). At level 1, we
consider, that for each one of the j participants, the
rating of their partmer on the { traits {¥j;) should be
predicted by their sell-rating on the same traits {X;}.

Yij = by + b1y X+ ey

As can be seen, each participant has an intercept and
a self-rating slope, estimating the impact of the char-
acterization of the self on the characterization of the
partner. Greater projection of self-ratings onto partner
ratings should be indicated by greater slopes.

Al the second leve!l, Toma et al. (2012} modeled
hoth the intercepts and the slopes as a function of the
probability of success of the cooperative task, contrast-
coded (=}, +1}as Z;:

boj = dpp -+ do1 Z; + o)

bl.j = dp -+ Q”Zj + Uy

In these level-2 models, the a4's are estimated slopes
and intercepts and the u’s are level-2 exrors or resid-
uals. The frst model is modeling the mean rating'?
of the partner as a function of the probability of suc-
cess, with dq; estimating the degree to which the mean
rating of the partner differs between the two experi-
mental conditions. The second of these level-2 mod-
¢ls 1s modeling sodal projection: to what extent is the
rating of the partner a function of participants’ self-
rating? The intercept in this second model estimates
the mean level of social projection, averaging across
participants, and the slope a;, estimates the degree to
which socdial projection depends on the experimen-
tal manipulation. It is thus this last slope that corre-
sponds to the critical multilevel interaction, that is, the
tendency of self-ratings {a level-1 variable) to predict

12 This assumes that the self-ratings have been centered ar
level 1 around the participant’s mean.
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TABLE 25.2. Muliilevel Moderation Analysis of Toma et al’s (2012, Study
2) Data {the analysis was performed using SAS PROC MIXED; data and
SAS code are available at http://www.psp.ucl.ac.be/mediation/medmod/)

Tevel 1: Yi; = b(}j + b”X,'J,‘ + ey

boj == Aoy + dm Z; 4 1ig;
N1j e gt ayny Ly iy

Level 2:

After substitution, we thus have:
Yij = doo + ag1 Z5 + ano Xj; + an Z; X0 + wag + s Xy + e
In the main analysis, this gives:

Y,‘j = 3.836 + 0.04(12_f -+ 0.293)({; -+ 0.163Z.ijj -+ g+ Hyj X_;j‘ + &4
(0.133) (0.133) (0.065) {0.065)

When participants expect success of the cooperation, this becomes;

Yip= 3,882 + 0.0462.]‘ +0.456X; 4+ GAB3Z, X + Ugj +uy i Xij 4 e
(0.187) {0.133) {0,089} {0.065}

When participants expect success of the cooperation, this gives:

}’;‘j == 3,900 - 0.04:62",- + 0.1293.’@' e 0.1632.,‘)&'@' -+ o + L{].}.Xij‘ -+ €
(0.188) {0.133) {0,093} {0.065)

the partner ratings (a level-1 variable} as a function of
the manipulated probability of success of the coopera-
tion task (a level-2 variable).

What may seein surprising here is that it is the slope
of the level-2 predicior in this second level-2 model
that captures the critical interaction, when our expec-
tation up until now has been that slopes of product
predictor variables estimate interactions. But it ts easy
to show that Toma et al. (2012) were in fact model-
ing a product predictor. In the following we have sub-
stituted the level-2 estimated models into the level-1
model:

Yij = boj+ b1 Xip+ey;
= ddog +do1 Z; -+ tosh+ (@ro+an Zy + 1) Xy +ey
doo+an Zj+and; +an £ Xy + g

+ougp X+ ey

Il

Thus, what we ultimately have is a model of sodal
projection as a function of the probability of success,
the seif-ratings, and the interaction between proba-
bility of success and self-ratings. However, this multi-
level nrodel differs from the earlier interactive models
in that we now have three random-error terms rather
than just a single one. First, there is random vari-
ance from participant to participant in the mean rating
given to the partner (Ho; ), second, there is random

variance from participant to participant in the effect of
self-ratings (u,; X;;}; and finally, there is random vari-
ance in individual observations frem the participants
(ej;). It is the presence of these multiple random-error
terms that accommodates the hierarchical nature of
the data, allowing for heterogeneity of variance at the
differcnt levels.

Table 25.2 presents the output of the PROC SAS
analysis of a simplified version of Toma et al.’s {2012)
data. It can be seen that seli-ratings globaily predict
partner ratings, a1 = 0.293, = 4.53, p < .0001.
Importantly, the coefficient associated with the crit-
ical interaction term is also significant, a,; = 0.163,
t= 2.53, p = .016. In line with the authors’ predic-
tions, follow-up analyses, looking at the simple effects
of seif-ratings on partner retings in each of the two
experimental conditions, confirm that the impact of
seli-rating proves highly significant when participants
expected the cooperation o succeed, gyg= 0.456, { =
5.11, p = 0001, whereas there is little trace of social
projection when the probability of success was low,
d1p=0.129,1=1.39, p = .17,

in what we have just examined, one of the interact-
ing variables was rmeasured at level 1 and one at level
2. I they are both measured at the same level, either
level 1 orlevel 2, then their interaction would be mod-
eled as a simple product predictor either at level 1 or
level 2,
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MODERATED MEDIATION AND MEDIATED
MODERATION

Having now discussed mediation and moderation, we
briefly rurn to a consideration of models in which both
processes are at work. In the case of mediated moder-

ation, Z moderates the overall or total effect of X on

¥ and the researcher wants to show that some media-
tor, M, mediates this moderation. The researcher thus
wants to show that the moderation is mediated. To
iligstrate, imagine a persuasion rescarcher who has
shown that attitude change in response to a persua-
sive communication depends on the interaction of the
number of persuasive arguments and their quality:
Maore arguments leads to more persuasion, but only
when those arguments are of high quality. It seems
reasonable that this interactive eflect might be medi-
ated by the depth of processing of the persuasive mes-
sage. That is, more arguments lead to more in-depth
processing, which in turn leads to greater persuasion,
but the first link here, from more arguments 10 more
in-depth processing, is mainly found for high-quatity
arguments.

In the case of moderated mediation, there is an
overall treatment effect of X on ¥, and the researcher
wants 1o show thar the mediation of this treatment
effect is different (i.e., moderated} at the different lev-
els of a2 moderator, Z. The researcher thus wants 0
show that the mediation is moderated. As an illus-
tration here, imagine a researcher who is interested
in the effects of mere exposure on liking. The medi-
ational argument underlying mere-exposure effects
might be that more frequent exposure o an object
leads to a sense of famillarity, which in turn may
lead to greater liking. But the researcher argues that
the degree to which this mediational chain may hold
should depend on the novelty of the object because
the sense of familiarity with the object cannot increase
much for objects that are not novel. Thus, the hypoth-
esized mediational path, from exposure to familiarity
to liking, is moderated by novelty,

" Imterestingly, although the starting questions are
differenz, the basics of mediated moderation and mod-
erated mediation are the same: Both rely on the same
underlying models and both imiply that the indirect
effect {i.e., a*b) of the treatnent on the outcome via
some mediator is moderated by some other Z vari-
able. In other words, the magnitude of @™k depends
on Z. Where the two differ, however, is in whether
one starts by presumning moderation of the overall or
total treatment effect and wants to find a mediator for
this moderation or whether one staris by presuming

an overall effect and wanis to show this overall effect
is mediated to a larger extent at different leveis of the
moderaror {Muller, Judd, & Yzerbyt, 2005).

To examine either mediated moderation or moder-
ated mediation, the following models are estimated:

Vi B b X+ 002 + ba X Zi 4 ey
Mi = bog 4 by X T 522 Zi + boa Xi Zi -+ €25
Vi w Bag + b X+ bao Zy £ bas X 2y - Baa My
+ bysMiZ; + ey
In the following, we asswme that in all models Z has
been centered on its mean.

In the first of these models, #y; estimates the total
effect of X on ¥ at the average level of Z and 7,5 esti-

~ mates the degree to which that total effect is moder-

ated by Z. In the terminology of mediation, which we
gave in the first part of this chapter, &, is equivalent to
¢, the total effect, allowing that effect to be moderated
by Z, Note that in the context of a mediated modera-
tion, although by; is equivalent 1o ¢, one is primarily
interested in b2 and is seeking to explain, via medi-
ated moderation, what the mediating process is that is
responsible for the moderation of the overall effect of
XonY.

In the second maodel, by estimates the effect of X
on the mediator, M, at the average level of Z and bz
estimates the degree to which thart effect is moderated
hy Z. In the terminology of mediation given earlier,
by is equivalent to 4, the fivst portion of the indirect
effect, again allowing that effect to be moderated.

In the third model, b3, is the residual direct effect
of the treatment on the outcome at the average level
of Z and bay estimnates the degree to which that resid-
ual direct etlect is moderated. In the eatlier terminol-
ogy, by is equivalent to ¢, allowing this effect to be
moderated. Again, note that in the context of medi-
ated moderation, the parameter one is primarily inter-
ested in is b33, asking whether the overall moederation
of the effect of X, b3, is reduced cnce one controls for
the mediating process (and its moderation).

And finally, also in the third moedel, by is the par-
tial effect of the mediator on the cutcome controlling
for the wreatment at the average level of Z and by5 esti-
mates the degree to which that effect is moderated.
Again, in the earlier terminology bss is equivalent to
b, allowing this eflect to be moderated.

The resulting mediation models are portrayed in
Figure 25.7. The top diagram represents the total effect
(the first of the models above), allowing that total
effect o be moderated. The bottom diagram repre-
sents the second and third models above, allowing all
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Figure 25.7. Models for mediated moderation and moderated
mediation.

possible effects in this mediational model to be poten-
tally moderated. Earlier, when discussing mediation,
we presented the fundamental mediational equality
¢ — ¢’ = a*b, with the effects in this equality defined
as in Figure 25.1. As shown by Muller et al. (2003),
there is a similar equality that holds for the mediated
moderation and moderated mediarion model of Figure
25.7, although now the effect that should be reduced
{in the case of mediated moderation) or increased (in
the case of a prototypical moderated mediation; see
Muller et al, 2005} is not b)) (the conceprual ana-
log to ¢ but b3, Hence, assuming that X is a dichoto-
maous treatmnent variable that has been contrast-coded
{and Z is centered), the equality underlying mediated
moderation and moderated mediation is b1y — ba3 =
{Ba3bsa) 4 {bay bssy. What this equality shows is that
the overall moderation of the treatment effect, bys,
differs from the moderation of the residual treatment
effect on the outcome, bys, as a funciion of the degree
to which the indirect effect is moderated. And in
considering whether the indirect effect is moderated,
there are two components to consider: whether the
effect of the treatment on the mediator is moderated,
bas, times the average effect of the mediator on the
outcome, 34, and whether the effect of the mediator
on the outcome is moderated, bss, times the average
eftect of the treatinent on the mediator, by,
Importantly, what this equality further shows is
that the moederation of the indirect effect can hap-
pen in two ways, Fivst, it may be that the treatment
effect on the mediator is moderated (and the mediator
alfects the outcome). Second, it may be that the medi-
ator's effect on the outcome s moderated (and the
treatment affects the mediator). And of course, both of
these may be true simultaneously. For us {and others;
see also Preacher, Rucker, & Haves, 2007}, this distine-
tion between which component of the indirect effect
is moderated is an important theoretical distinction., I
there is moderation of the indirect effect via a media-
tor, then it may be the case that the treatment effect

on the mediator is moderated, or it may be the case
that the mediator effect on the outcome is moderated,

In sum, because we see this distinction as critical,
we suggested that to claim mediated moderation or
moderated mediation, in addition to a significant b,
(in the case of mediated moderation) or a significant
b1y (in the case of moderated mediation), researchers
need to find either bys and by, or b1 and bys, con-
jointly significant {Muller et al. 2005). Although we
do not see it as mandatory (see the Mediation section),
one may also want to test whether the overall indirect
effect is moderated. To do so, interested readers could
refer to the extensive work by Preacher et al. {2007),
who provide such tests in the context of bootstrapping
techniques.

CONCLUSION

For social and personality psychologists, the tech-
niques for assessing mediation and moderation have
become very important tools that are widely used
throughout the discipline. Although their use is not
without pitlalls, and these have sometimes seriously
Hmited what one can conclude from such analyses,
we are convinced that these are very valuable toois.
Their widespread use will continue for the foresesable
future. What we hope to have provided in this chapter
is a relatively accessible but thorough guide for the use
of these toels and, in se doing, to have clartfied under-
lying assumptions, ongoing controversies, and areas ol
ambiguity where further work is warranted.

Readers who are familiar with the literature we
have reviewed will be aware that some of our def-
initions, arguments, and suggestions are at variance
with definitions, arguments, and suggestions advo-
cated by others whom we highly respect. In our view,
this divergence is exciting because it suggests that the
last word remains to be wriiten about the wise and
appropriate use of mediation and moderation analy-
ses. While these tools are already well developed and
widely used, we are convinced they will continue to
be refined so that their application will only become
more precise and fruitful.

Social and personality psychologists now have at
their disposal a wide range of very sophisticated
methodological tools that were not in existence some
thirty or forty vears ago. They should take great pride
in these advances. Included in these are analyses to
assess mediation and moderation, methods of inguiry
that were seldom thought about or praciiced only
a few decades earlier. Indeed, in these areas, it is
social and personality psychologists who have been
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jeading others in the refinement and use of these
tools. These are tools of great potential, and their {fur-
ther refinement will continue to be one of our great
contributions.
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