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Band structure tunability in MoS2 under interlayer compression: A DFT and GW study
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The electronic band structures of MoS2 monolayer and 2H1 bulk polytype are studied within density-functional
theory (DFT) and many-body perturbation theory (GW approximation). Interlayer van der Waals (vdW)
interactions, responsible for bulk binding, are calculated with the postprocessing Wannier functions method.
From both fat bands and Wannier functions analysis, it is shown that the transition from a direct band gap in the
monolayer to an indirect band gap in bilayer or bulk systems is triggered by medium- to short-range electronic
interactions between adjacent layers, which arise at the equilibrium interlayer distance determined by the balance
between vdW attraction and exchange repulsion. The semiconductor-to-semimetal (S-SM) transition is found
from both theoretical methods: around c = 10.7 Å and c = 9.9 Å for DFT and GW, respectively. A metallic
transition is also observed for the interlayer distance c = 9.7 Å. Dirac conelike band structures and linear bands
near Fermi level are found for shorter c lattice parameter values. The VdW correction to total energy was used
to estimate the pressure at which S-SM transition takes place from a fitting to a model equation of state.
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I. INTRODUCTION

New physical properties exhibited by matter down to the
nano scale have raised enormous amounts of experimental
and theoretical work. The understanding of the behavior of
nanostructured materials and joined advances in synthesis
techniques have allowed for the design of systems with
desirable properties.

Among the most promising new materials, let us highlight
two-dimensional (2D) systems, such as graphene.1,2 Their
appeal is remarkable, not only for technology, but also for
basic science, since new phenomena have been discovered
and, in some cases, because 2D materials serve as almost
ideal systems where theoretical models can be tested against
empirical data.3 Electrons at the K point of the Brillouin zone
of graphene behave as massless Dirac fermions, demonstrating
a condensed-matter system exhibiting quantum electrodynam-
ical processes.4 High electron mobility, vanishing effective
mass, and anomalous quantum Hall effect have been observed
in graphene, placing it at the top of promising materials for
nano technological applications.5,6

Theoretical studies and experimental evidence on the
remarkable properties of graphene have produced a renewed
interest in 2D crystals. An important source of these systems
are the transition-metal dichalcogenides (TMDs),7 and MoS2

is perhaps one the most distinguished representatives of this

family. Contrary to graphene, the finite band gap of MoS2

monolayer readily makes it suitable for electronic applications
such as the recently reported monolayer MoS2 transistor.8

It is well known that MoS2 undergoes a band-gap transition
going from direct gap in the isolated monolayer9–12 to indirect
band gap in the case of bilayer or for bulk systems.13–15 In
previous works,14,16 the band gap dependence upon both the
number of layers and the interlayer distance was determined.
On opposite sides of the scale we have the isolated monolayer
and the equilibrium bulk. The evolution of the band gap was
mapped as a function of the number of layers, placing them
at the experimental bulk interlayer distance. The result is
that the gap goes from direct to indirect while decreasing its
magnitude from 1.8 to 0.86 eV.16 The latter values are not
in total agreement with the experimental data15,16 given the
theoretical constrains which prevent DFT to predict band gaps
accurately. However, the global behavior is well described.
Experimental realization of phototransistors which exploit the
dependence of the gap with the number of layers has been
reported.17,18

Very recently, there have been theoretical reports demon-
strating that MoS2 monolayers19,20 and bilayers undergo a
semiconductor-to-semimetal (S-SM) transition under biaxial
strain21 and also compressive uniaxial strain in TMD bilayer
systems.22 A similar behavior has also been predicted if an
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electric field is applied perpendicular to the layers.23 These
studies are examples of the great band structure tunability
found on MoS2 few-layer systems.

Here we show that bulk also exhibit such S-SM transition
in the case of short interlayer distance, due to uniaxial strain
perpendicular to the layers. We explore this additional degree
of freedom, which could be useful for band engineering
purposes, from van der Waals-corrected DFT and MBPT
calculations. The inclusion of van der Waals interactions
is important in order to obtain an accurate description of
the energetics involved in the uniaxial compression of the
layers.24 We found the appearance of an asymmetrical Dirac
conelike structure at the K point below the Fermi level at
the semimetal phase which is preserved for shorter interlayer
distances leading to a metallic transition.

The paper is organized as follows. The theoretical methods
and several calculation parameters are presented in the first
section. Results and discussions are found next, devoting the
first part to the structural characterization by using van der
Waals-corrected DFT. Then the study of electronic structure
as a function of c lattice parameter follows for two cases, one
where the layer geometry is kept fixed at the monolayer values
and a second one in which for each c value we perform in-plane
relaxation of layers. MBPT results for the bulk are presented
next and concluding remarks are given in the last section.

II. THEORETICAL METHODS

A. vdW-corrected DFT and band structure

Van der Waals (vdW) interactions are crucial in the
determination of the equilibrium configurations in layered
materials such as MoS2. These interactions are out of range
for common used exchange-correlation (XC) functionals.25

Therefore, we have used our recent implementation in ABINIT26

of a method which makes it possible to calculate vdW energies
from maximally localized Wannier functions (MLWFs) of the
system,27,28 also known as the vdW-WF method. This method
is based in the Anderson, Langreth and Lundqvist (ALL)
functional29 which treats the long-range correlation energy,
responsible for vdW interactions, as a postprocessing correc-
tion to the ground-state energy. VdW energy is calculated
from a double spatial integral of the ground-state electronic
density. In the vdW-WF method, the actual electronic density
is replaced with those ones coming from the Wannier functions
of the system which are, in turn, approximated by hydrogenlike
functions, characterized by its spreads and centers. The latter
approximations allow for an important reduction of the compu-
tational power needed to evaluate the double spatial integral of
the ALL functional, resulting in an additional time comparable
to a single step of the self-consistent field computation. In
general, the spreads of MLWFs change only by a small amount
when the ions are displaced by short distances. Therefore,
for infinitesimal displacements of the interacting fragments
the spread change is negligible and they can be assumed to
be constant, giving raise to a computation method to evaluate
the vdW forces analytically, as it was clearly introduced
in Ref. 28. Since the localization of Wannier functions is
performed through the interface to the WANNIER90 (Ref. 30)
program, the inclusion of these forces into a geometry

optimization procedure is cumbersome and is not yet available
in ABINIT. Exchange and correlation energies are recom-
mended to be treated with revPBE functional,31 avoiding
spurious binding coming from exchange.27 However, we found
that the vdW-WF correction to the results obtained with the
PBE functional32 leads to equilibrium parameters which are in
better agreement with experimental data for MoS2 than those
obtained from the vdW-WF correction to revPBE calculations.
VdW interactions calculation demands convergence of total
energy as small as a few meV; therefore, a cutoff energy of
50 Ha and a 8 × 8 × 2 Brillouin zone sampling were used
throughout. Molybdenum semicore states 4s and 4p were
included for both structural and band-structure calculations.
The corresponding atomic pseudopotentials were generated
with the code APE.33 Starting from geometrical parameters
found in the literature for MoS2 monolayer,14 we performed
structural relaxation until the maximum force on each atom
was less than 10−5 Ha/bohr. Once the monolayer structure was
determined, we optimized the unit cell geometry of the solid by
computing the interlayer binding energy as a function of c lat-
tice parameter while keeping the layer geometry fixed at their
isolated configuration. In a second case, we perform in-plane
relaxation for each value of c until stress tensor components
were less than 0.001 Gpa, as opposed to previous calculations
for bilayer systems where the layer geometry was kept fixed.22

The number of units cells along each lateral primitive vector
was 20 and 3 unit cells normal to the layers in both cases, for
which convergence of vdW corrections was reached.

B. MBPT band structure

MBPT is well established as an accurate method to predict
band gaps in solids, based on the one-electron Green’s function
G and the screened Coulomb potential W . In this paper,
we adopt the standard so-called G0W0 technique proposed
in Ref. 34. The Kohn-Sham (KS) eigenvalues EKS are
taken as a zeroth-order perturbation to the quasiparticle (QP)
eigenenergies EQP as

E
QP
i = EKS

i + 〈
ψKS

i

∣∣� − Vxc

∣∣ψKS
i

〉
, (1)

where Vxc is the XC potential and the self-energy � is a
non-Hermitian, frequency-dependent, and nonlocal operator.
The non-Hermitian part of the self-energy, which gives rise
to QP lifetimes, is neglected. The KS wave functions (ψKS)
are considered to be close to the QP ones; hence, they are not
modified. Recent results of quasiparticle self-consistent GW

(QSGW) approach on bulk, monolayer, and bilayer MoS2 have
shown better agreement with absorption experiments35 than
G0W0 at a larger computational cost, though. The plasmon
pole model (PPM) of Ref. 36 was used to simplify the
frequency dependency of �. Recently, it has been shown that
the plasmon-pole approximation is suitable for systems with
d electrons,37,38 as is the case with MoS2. This PPM achieves
the best agreement with more robust integration methods.39

In this work the relaxed DFT bulk structures (including vdW
forces) were used. We found it crucial to include Mo semicore
states 4s and 4p to obtain physical QP energies. For the G0W0

calculations, DFT-LDA fhi98PP40 pseudopotentials were used
since G0W0 on top of LDA has proven successful in predicting
band gaps in weakly correlated materials.41

245114-2



BAND STRUCTURE TUNABILITY IN MoS2 UNDER . . . PHYSICAL REVIEW B 87, 245114 (2013)

In the G0W0 sums 300 bands were included. An energy
cutoff of 7.0 and 30 hartrees were used to generate the
polarizability and the exchange part of �, respectively. This
choice of parameters achieves a convergence in the QP
eigenvalues of 0.01 eV. Furthermore, the QP energies were
computed for the same k mesh used in the ground-state
calculations. The MBPT band structures presented here were
interpolated using MLWFs, as explained elsewhere.42

III. RESULTS AND DISCUSSION

First, we present our results for the structural optimization
and electronic structure calculations from vdW-corrected DFT
and DFT-GGA methods respectively, as applied for the MoS2

monolayer and 2H1 bulk polytype. Then, the G0W0 method
is applied for the study of the S-SM transition predicted from
DFT.

A. Structural characterization from DFT + vdW − WF

MoS2 is a layered material composed of weakly bonded
sheets of trigonal prismatic symmetry. Figure 1 shows the
unit cell with six atoms and the Wannier centers used to
evaluate the vdW correction to the energy. In Table I, the
structural parameters obtained for the monolayer and bulk for
several values of c lattice parameters are displayed. Calculated
in-plane lattice parameters for the isolated monolayer are
found to be in good agreement with the corresponding
experimental bulk values, with a difference of only 0.53%.
With small variations, this result is also obtained with several
XC functionals and from all-electron calculations11 as well.
Therefore, it is customary that in previous studies on the
electronic structure of MoS2 monolayers, bulk, and or few-
layer systems, the internal geometry of the layers was set equal
to either the reported experimental bulk values14 or to relaxed
monolayer parameters.15 However, as has been reported, the
electronic structure is highly sensitive to both the internal
structural parameters of the layers and the interlayer distance,
which may undergo large changes in the case of applied
strain19–21 or applied electric fields.23 In the case of uniaxial
strain studied in this work, such large changes in geometry are
also important and determine the S-SM transition, as explained
below. In general, as long as the length of the c parameter
is reduced, an increment of the cell parameters a and b is

FIG. 1. (Color online) (a) 2H1 MoS2 unit cell. S atoms (yellow)
in one layer are right on top of Mo atoms (gray) of the second layer.
The Wannier centers are represented as small black spheres. z is the
vertical distance between S atoms (considered as the layer width).
(b) Top view of the MoS2 crystal.

TABLE I. Calculated MoS2 monolayer and bulk structural pa-
rameters and experimental values from Ref. 13. Evolution of in-plane
effective mass for holes and electrons is given in the two last columns.

a (Å) c (Å) z (Å) m∗
h/me m∗

e/me

1L 3.178 3.138 −1.490 1.280
Bulk 3.253 10.7 2.999 −0.469 1.024

3.248 10.8 3.011 −0.507 1.042
3.241 10.9 3.023 −0.677 1.071
3.236 11.0 3.034 −0.716 1.141
3.199 12.5 3.115 −1.744 1.601

Exp. 3.160 12.294 3.172

observed. On the other hand, the layer width z depends linearly
with c, except for c > 11.2 Å, the starting point of saturation
towards the isolated monolayer value z = 3.138 Å.

The energetics of interlayer bonding has two main ingredi-
ents, namely, the attractive vdW interactions and the exchange
repulsion between layers. Figure 2 displays the interaction
energy per layer and per unit surface area from both PBE and
the vdW-corrected functional. Each curve has been calculated
twice, either fixing the layer geometry to that of the isolated
monolayer or allowing the layers to relax for each c value.
The reference energy was defined as the total energy of the
unit cell for c = 30 Å upon in-plane relaxation. In both cases
the PBE curve has no minimum, indicating that from this
level of theory the system would be unstable. On the other
hand, once we add the correlation energy calculated from the
vdW-WF method (red triangles in Fig. 2), the obtained curves
show a minimum at c ∼ 12.5 Å. Theoretical results43 from
random phase approximation, vdW-DF, and PBE-D methods
are displayed for comparison. DFT + vdW-WF provides both
interlayer distance and interplanar binding energy which are
in close agreement to other approaches for vdW interactions in
DFT. From the results, it is clear that the energy cost of layer
relaxation, the so-called stabilization energy, is an important
component of the total energy which must be considered. In
Fig. 2 the stabilization energy is the energy difference between
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FIG. 2. (Color online) Interaction energy per layer and primitive
surface unit. Comparison with results from several DFT methods.
Present calculations: PBE (no relaxation), PBE (relaxed), vdW
correction energy and vdW-WF (also fit to the latter values). Other
results from Ref. 43.
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the PBE (non-relaxed) and PBE (relaxed) curves for c = 30 Å.
Because of this energy, the vdW-WF-corrected interplanar
binding energy, for the fixed-layers case, becomes positive
at c ∼ 17 Å. It is worth noticing that the vdW-corrected,
relaxed-layers energy curve displays a small bump over the
zero energy. This unphysical result could be attributed to a
small noncompensated repulsion between the layers coming
from the long-range behavior of the PBE functional. From a
fitting to a quadratic function around the minimum we obtain
a bulk modulus of 29.11 GPa, which compares with 39 GPa
obtained from vdW-DF44 using a fixed-layers approach. Layer
relaxation produces a softening of both elastic constants and
bulk modules with respect to the fixed-layers case.43 Cubic
splines are used to compute the derivative of unit cell total
energy with respect to the volume V when assessing the
pressure at which electronic transitions may occur (P =
−∂U/∂V ).

B. Direct to indirect band-gap transition revisited

Several theoretical works have shown that the direct band
gap of MoS2 monolayer is replaced with an indirect band
gap in systems with more than one layer.11,15 This effect
is proportional to both the number of layers considered
and its proximity.14 Experimental evidence which confirms
theoretical descriptions has also been obtained.9,13 A direct
band gap is then characteristic of isolated monolayers only.
The presence of neighbor layers changes it for an indirect gap
even with just one additional layer.

Hence, two limiting cases are the MoS2 isolated monolayer
and the bulk system. Calculated projected densities of states
(PDOS) for these systems are displayed in Fig. 3. Even
though the changes of PDOS are small when going from the
isolated monolayer to the bulk case, band structure displays
the gap transition. It is found that the main contribution to
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FIG. 3. (Color online) Projected densities of states for (left)
monolayer and (right) bulk at equilibrium. Contributions of atomic
states of sulfur and molybdenum are in green and black, respectively.

valence-band maximum (VBM) and conduction-band mini-
mum (CBM) of monolayer comes from Mo d states, as well
as for the bulk case, followed by the p states contribution. On
the other hand, the contribution from sulfur states undergoes a
very small change for the two systems.

Although it has been claimed that this effect is due to vdW
interactions,45 we are calculating it from a non-self-consistent
method which neither affect nor modifies the electronic density
as it is originally obtained from the self-consistent GGA
calculation. Therefore, the change in the band gap would be the
result of electronic interactions different from vdW although
the proximity of layers is indeed caused by them.

C. Evolution of band structure as a function
of c lattice parameter

S-SM transition in MoS2 monolayer and bilayer systems
due to biaxial strain has been reported previously.19–21 In
these studies both tensile and compressive strains are applied
homogeneously along each lattice vector parallel to the layers.
S-SM transition is reported around 10% and 15% for tensile
and compressive strain, respectively, in the monolayer.

In the case of bulk MoS2 there is an additional degree
of freedom for a similar transition, corresponding to the
application of uniaxial compressive strain normal to the layers.
As a consequence, the gradual reduction of interlayer distance
fosters confinement of charge at the Mo planes while reducing
layer width. A similar behavior has been reported in the case
of applied electric fields normal to the layers.23

The resulting modification of electronic band structure is
characterized by a progressive reduction of the indirect band
gap magnitude between the � point at the valence band and a
midpoint between K and � in the conduction band. Figure 4
shows the evolution of the band gap as a function of the c

lattice parameter. From these data it is estimated that the S-SM
transition will occur at c = 10.7 Å, equivalent to a compressive
strain of about 14.4% (see Figs. 4 and 5). From the cubic spline
performed on the values of corrected interaction energy as a
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FIG. 4. (Color online) Evolution of both direct and indirect band
gaps of 2H1 MoS2 with the c lattice parameter. Circles, DFT, relaxed
layers; triangles, DFT, fixed layers; squares, G0W0 on DFT relaxed
layers. Negative gap values indicate that the conduction band bottom
is below the valence band top, showing the S-SM transition. The
metallic transition occurs when the direct gap goes to zero.
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FIG. 5. (Color online) Semiconductor-to-semimetal transition.
(Left) Fixed-layers case, last valence band and first conduction band
in blue. (Right) Relaxing-layer case, last valence band and first
conduction band in red.

function of unit cell volume, our estimated pressure at which
this electronic transition may occur is 29.11 GPa.

In case of further compression, the direct band gap on �

is reduced until a metallic state of null gap is reached. In
Fig. 4, a positive change in the slope for both the direct and
the indirect gap is observed once the system has come to the
semimetallic state. This trend is more marked for the case in
which layers are free to relax than if its geometry is fixed. While
the slopes for both gaps are the same in the case of relaxing
layers, for the rigid-layers case the direct gap has a larger
slope as compared to that of the indirect gap. Therefore, in the
latter case, the metallic transition is reached for a larger c if
compared to relaxing layers. An additional interesting feature
of the electronic structure evolution is the reduction of the
in-plane effective masses and the appearance of straight bands
near � and K at the Fermi level. For small-enough c, Dirac
conelike structures appear at three points of the first Brillouin
zone in the rigid-layers case while a similar band structure is
found at � for relaxing layers. It should be noticed that in the
latter case a single-band Dirac cone is found at K , with its
vertex approximately at 1.3 meV below the Fermi level; see
dashed circle of Fig. 6. This linear band is almost degenerated
with a normal parabolic band. At the G0W0 level the latter
structure gives rise to a full Dirac cone for c = 8.84 Å.

Even though we have simulated a bulk system, short
interlayer distance fosters the confinement of charge at
monolayer planes, an expected effect on truly 2D crystals.
This is only possible due to the weak chemical interactions
between adjacent layers preventing the formation of bonds. As
was discussed before, there is a dependence of layer width on
c, in a similar fashion as for the case of biaxial strain.19–21 This
reduction is associated with a greater charge confinement along
the Mo planes which, in turn, provokes electronic transitions
and eventually the appearance of conical bands.
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FIG. 6. (Color online) Metallic transition. (Left) Fixed-layers
geometry. (Right) Relaxed layers. Valence bands are closer to
conduction bands in the case of fixed-layers than in the relaxing-layers
case. There is a difference of 0.5 Å in the transition-lattice parameter
between both cases. Regions where Dirac conelike bands appear are
enclosed by green circles.

D. G0W0 band structure

In Figs. 7 and 8, results from G0W0 calculations are
displayed. The geometries obtained for structural relaxations
at the DFT level for each c value were used. One of the
main characteristics of the G0W0-corrected band structures
is a general increment of gap values. The latter has as a
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FIG. 7. (Color online) G0W0 band structures for several values
of c lattice parameter. For each c value the obtained geometries at the
DFT level upon in-plane relaxation were used. Energies referred to
the VBM.
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consequence that both the S-SM transition as well as the
SM-M transition occur for shorter interlayer spacing, as can
be seen in Fig. 4. Comparison with DFT results shows that the
conical structures remain only at the K point of the Brillouin
zone. However, a set of linear bands and a discontinuity in
the second derivative of the dispersion relation appears in the
same symmetry point just after the semimetal transition, while
for the DFT case, these characteristics arise once the system
reaches the metallic state. From MBPT calculation, the cone
is placed at 0.5 eV below Fermi energy, while from DFT it
is placed at K , 1.65 eV below the Fermi energy. Apart from
being located below the Fermi level, the main difference with
graphene Dirac cones is that linear bands do not have the same
extension in reciprocal space around the K point for electrons
and holes, as can be seen in Figs. 8 and 10 for c = 8.84 Å.

(b)(a)

(d)(c)

FIG. 9. (Color online) Fermi surfaces for (a) bulk in equilibrium,
c = 12.5 Å; (b) semimetal state, c = 10.6 Å; (c) metallic transition
c = 9.7 Å; and (d) appearance of conical bands, c = 9.4 Å.

Finally, in Fig. 9, we present the evolution of the Fermi
surface, calculated at the DFT level for relaxed layers. The
Fermi surface increases its complexity when going from the
normal semiconductor state up to the metallic transition. For
semimetallic and metallic states, Fermi surface share a similar
structure with TlBiTe, which is also a semimetal with one
Dirac cone [in that case located on � (Ref. 46)]. For energies
around the Dirac point, there are closed Fermi surfaces with C6

symmetry, as observed in Fig. 9(d). Another reported material
exhibiting a single Dirac cone on � is the topological insulator
Bi2Se3 (Ref. 47), which is a material composed of quintuple
layers weakly bonded by vdW interactions. Clearly, from our
calculations, MoS2 exhibits a behavior resembling topological
insulators, induced by great proximity between layers. Band
structures showed so far represent the dispersion relation along
BZ special lines; hence, a 3D representation of E(kx,ky) is
desirable. A close-up view of the Dirac pointlike in MoS2 for
c = 8.84 Å is displayed in Fig. 10.

From Fig. 10 it is evident that linear bands, forming
conical shapes resembling Dirac cones of graphene, are
not only occurring along the special lines passing by K .
For the case displayed and for the whole set of performed
calculations on relaxed layers, conical bands appear below
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FIG. 10. (Color online) Illustration of the Dirac cone obtained
from G0W0 calculations for c = 8.84 Å around K . Contour plot of the
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ky = 0.347 with E ∼ 9.515 eV. The color scheme for the contours of
is reported in panel (c). In the upper part of the cone (a), the lowest
energies are in red (black); when increasing they turn to yellow (very
light gray), green (light gray), cyan (gray), and finally blue (black)
for the highest values. In the lower part of the cone (b), it is just the
reverse. Cuts through the cone are also reported in panels (c) and
(d), following, respectively, the directions k(c) and k(d) as indicated in
panel (a). The cuts which show an intersection are obtained by taking
the axes which pass through the tip. In panel (c), the other curves
are obtained by translating the k(c) axis along the k(d) axis by steps
of 0.005. The cuts provide the energy (in eV) as a function of the
distance �k with respect to the tip along k(c). In panel (c), it is just the
reverse. The warping effect is clearly demonstrated by the difference
in the slopes of the cones in panels (c) and (d).
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EF . This prevents the linear bands and the Dirac-like point
from governing the overall electronic behavior of the system.
The experimental identification of Dirac cones away from the
Fermi level is nevertheless possible, as done in Ref. 48.
The only case with conical bands at EF was obtained at
the DFT level for c = 9.8 Å using the monolayer geometry;
see Fig. 6. Although this hypothetical system could exhibit
some properties associated with relativistic electrons, its
physical realization is not feasible.

IV. CONCLUSIONS

We have computed the geometric and electronic properties
of bulk MoS2 under pressure, using different methodologies.
The vdW-WF method describes the bonding between MoS2

layers with an accuracy similar to other postprocessing
approaches like DFT-D. Its results compare well with that
from self-consistent vdW-DF, although the bulk modulus is
underestimated by ∼10 GPa. MoS2 band structure tunability
under uniaxial pressure was demonstrated from DFT and
MBPT approaches. The evolution of both indirect and direct
band gaps was calculated as a function of the c lattice
parameter. This procedure was realized for two cases: keeping
fixed the layers geometry in its isolated configuration and

relaxing the layers at each c value. Semiconductor-to-
semimetal transitions were found at c = 10.7 Å for both cases
at the DFT level, corresponding to a pressure of ∼30 GPa,
while G0W0 calculations predict the S-SM transition to occur
at c ∼ 9.9 Å. Appearance of conical bands was demonstrated
from both theoretical approaches and for the relaxing and
fixed-layers cases. If the relaxed layers geometry is used, the
Dirac point is always placed below the Fermi energy.
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