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Estimating Lexical Diversity Using the Moving Average Type-Token Ratio (MATTR): 

Pros and Cons 

 

Abstract 

Several recent studies have strongly recommended the use of the moving average type-token ratio 

(MATTR) to estimate the lexical diversity (LD) of a text because it is the only length-insensitive 

index that can compare texts of different sizes. After pointing out that a length-insensitive index 

was proposed in the 1960s and is still being used, I analyse the properties of the MATTR  

computational procedure that enable it to control for the effects of length. This index is an excellent 

choice for evaluating the fluctuation of the LD throughout a relatively long text. However, its use 

for evaluating the overall LD of a text is questionable because the impact of tokens on the score 

varies according to their position in the text. I illustrate this problem using pseudo-texts and show 

that this impact is likely to affect a significant proportion of texts by analysing the distribution of 

hapaxes in texts by learners of Italian (IT) as a second language (L2). 
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Introduction 

Estimating the lexical diversity (LD) of a text has been one of the main areas of research in 

quantitative linguistics since the beginning of the 20th century (Thomson & Thompson, 1915). The 

main reason for this interest is that estimating LD is a much more complex problem than one might 

first think due to the non-linear relationship between the number of different words and the total 

number of words contained in a text. Many studies have been conducted to identify LD indices that 

enable the comparison of texts of different lengths (see Cosette, 1994, and Tweedie & Baayen, 

1998, for syntheses). This work is particularly important because LD indices are often used in 

applied linguistics, especially for the assessment of foreign language learners (e.g., Kyle et al., 

2024; Lei & Yang, 2020; Ma et al., 2023; Vidal & Jarvis, 2020). In this field, the texts analysed are 

almost always relatively short and vary in length. This length is an important predictor of text 

quality (Bulté & Housen, 2014). It is therefore essential to be able to assess lexical diversity 

independently of differences in length. A recent series of studies in applied linguistics has strongly 

recommended the use of the moving average type-token ratio (MATTR) proposed by Covington 

and McFall (2010). These authors have argued that, unlike other indices such as the hypergeometric 

distribution D (HD-D), MATTR is the only index that eliminates the impact of text length (Akbary 



& Jarvis, 2023; Fergadiotis et al., 2015; Kyle et al., 2024; Kubát, 2014; Lei & Yang, 2020; Shi & 

Lei, 2022; Vidal & Jarvis, 2020;  Wang & Liu, 2018; Zenker & Kyle, 2021). This conclusion is 

problematic for two reasons. Firstly, Muller proposed a length-insensitive index as early as 1964. 

This index used the binomial law to determine the number of different words that each of the 

compared texts would contain if its size were reduced to a given length; that is, at most the shortest 

of the texts. As confirmed by Cossette (1994) and Baayen (2001), this index is an excellent 

approximation of the index that can be derived from the hypergeometric distribution, which is better 

suited to the problem than is the binomial distribution. Baayen (2001: 63-69) provides a 

mathematical demonstration of the insensitivity of this index to length. This index can be seen as a 

generalisation of two classic indices, Yule’s K and Simpson’s D. In applied linguistics, the 

hypergeometric version of this index, HD-D1, was rediscovered by McCarthy and Jarvis (2007) 

during their in-depth study of D, the well-known index proposed by Malvern et al. (2004). 

 The second problem with recommending the use of MATTR as the LD index is that it is 

based solely on the traditional question of the sensitivity of indices to the length of the texts that are 

being compared, and the evaluation of MATTR’s mathematical properties has been neglected. It is 

therefore necessary to ask whether this index has any properties that should be taken into account 

when using it, which is the purpose of this study. It is worth emphasising that the research question 

is not the impact of the text length on the index, but the impact on the LD scores on the way in 

which length is controlled by the algorithm. 

 

How MATTR is Calculated and Used 

For a text of N tokens, MATTR is the average of the type-token ratios (TTRs) obtained by moving a 

window of size n from token to token, from the first token to the N-n+1 token. The formula is: 
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where n is the window size and Vi is the number of types in the ith window. 

 MATTR can be used for two different purposes. Firstly, it allows for the tracking of the 

fluctuation of the LD in a text using the TTR of each window as an index. The profile of the text 

can then be represented graphically using a typical moving average chart. The only limitation of 

MATTR in this regard is that it does not provide information about n-1 points in the text. In line 

 
1 Studies that suggested HD-D was sensitive to text length reached this erroneous conclusion mainly because they 
employed an inadequate evaluation method (Bestgen, 2024). 



with Covington and McFall (2010), we can assume that these are the first n-1 tokens. The smaller 

the n that is compared to N, the less information is lost. This information lost is therefore negligible 

when texts are long, as is usually the case for this type of analysis.  

 Of note, MATTR is most often used to estimate the LD of a text when it is considered as a 

whole, especially in applied linguistics. It is in this context that the question of the impact of text 

length arises. Like HD-D, MATTR reduces all texts to the same length and can therefore be used to 

compare texts of different lengths (Bestgen, 2024). However, MATTR does not perform this 

reduction using an exact probabilistic inference. It is therefore necessary to analyse the effects of its 

computational procedure on the estimation of the LD, as will be described in the following sections. 

 

MATTR’s Local Approach 

The MATTR computational procedure generates two important differences from HD-D. The first is 

that MATTR determines the total LD of a text based on the local LD, since it does not take 

repetitions at a distance greater than n into account. HD-D is a global measure because it takes all 

repetitions into account, regardless of how far apart they may be. This is an important difference 

that has nevertheless received little attention. As pointed out above, MATTR’s limited-memory 

approach is particularly justified for long texts, such as novels, even though the repetition of a 

single word several hundred words apart can be particularly significant (Eco, 1984).   

 When the text is a few hundred words long at most and an overall score is required, as was 

the case in almost all the studies mentioned in the references, the preference for a local or a global 

index must depend on the LD construct (Jarvis, 2013), which alone can decide whether repetitions 

at a distance greater than n should be taken into account when estimating the LD of a text. This is a 

complex and intrinsically multidisciplinary issue. While linguists obviously have opinions 

concerning the determination of the extent to which previously read tokens affect subsequent 

cognitive processing, so do cognitive psychologists. 

 

Differences in Token Handling 

Another consequence of the MATTR computational procedure is that the frequency with which a 

token is used to compute LD varies according to its position in the sequence. This is obviously not 

the case with HD-D, which is based on the full type distribution. This property is rarely discussed in 

the literature (but see Appendix S1 in the supporting information of Bestgen, 2024). The remainder 



of this section explains in detail the origin of this difference in treatment and demonstrates its 

impact on the estimation of the LD using pseudo-texts. 

Formulation  

Due to the use of a moving-window average, not all the tokens in a text occur in the same number 

of windows. Tokens from position n to N-n+1 are all involved in n windows. Conversely, the other 

tokens appear in a smaller number of windows. This number is equal to the difference in absolute 

value plus one between their position and the closest extreme position (1 or N). The first and last 

tokens are therefore only involved in one window, while the tokens in positions n-1 and N-n+2 are 

involved in n-1 windows. 

Impact 

The TTRs calculated for the N-n+1 windows are averaged when MATTR is used to calculate the 

overall LD score of a text. The difference in token handling described previously means that not all 

tokens have the same impact on this average, as this depends on their position in the text. A token 

affects all the windows in which it occurs, by adding a type if it is the only occurrence of that type 

in a window, and adding none if it is not. The greater the number of windows in which a token 

occurs, the greater its impact. It would be a mistake to think that MATTR's weighting problem can 

be solved simply by filling in the windows at the end of the text with the tokens from the beginning 

of the text. Such an approach is problematic because it negates the sequentiality that is the central 

feature of MATTR. In addition, it will have a greater effect on short texts, creating a dependency on 

text length. Similarly, weighting the start and end windows differently is not a solution because the 

tokens in these windows are not used the same number of times. 

 This difference in token handling affects all types, regardless of their frequency in the text, 

but it can be better explained by hapaxes. Hapaxes always increase the LD of the windows in which 

they occur. It follows that, all things being equal, for a text containing a greater proportion of 

hapaxes amongst the first n-1 tokens and/or amongst the last n-1 tokens, the LD will be 

underestimated compared to a text containing the same proportion of hapaxes, but with the hapaxes 

occurring in the middle of the text. 

 To illustrate this impact, it is necessary to be able to move the tokens in a text without such 

movement affecting the calculations other than due to the fact that these tokens are at the end or in 

the middle. This is impossible with natural texts because MATTR is a local index that takes the 

context in which a token is used into account. Here, ‘context’ refers to all the tokens in the same 

window. Moving tokens affects this context. A token that was the only occurrence of a type in a 



window, which therefore increased its TTR, can be moved to a window containing one or more 

other occurrences of the same type. In this case, it no longer increases the TTR of the window. It 

follows that none of the sampling procedures that have been developed to assess the impact of 

length, such as parallel sampling (Hess et al., 1989), random sampling (Cossette, 1994) and 

alternate token random sampling (Bestgen, 2024), can be used to study the impact of the difference 

in token handling. 

 However, it is possible to study this impact in isolation by using the types of pseudo-texts 

that Covington and McFall (2010) used to discuss the properties of MATTR. This can be achieved 

using a ‘text’ of N tokens containing a maximum of n-2 hapaxes, with the remainder of the tokens 

being of the same type (see Table 1 for an example). Regardless of the window in which a hapax 

occurs, it is obviously a hapax. There will always be at least two repeated tokens in a window; 

therefore, adding to or removing a repeated token from a window will never alter the number of 

types it contains. If a repeated token is swapped with a hapax, this increases the windows that 

contained the repeated token by one type and decreases the windows that contained the hapax by 

one type, regardless of the other tokens that are present in the windows in question. If there are the 

same number of windows in both cases, the total MATTR score will not change. However, if the 

number of windows differs, the MATTR score will be different. As explained above, there will not 

be the same number of windows when the two tokens that have been exchanged are not at the same 

distance from the closest extreme text position and at least one is within n tokens of the closest 

extreme position. 

 The shortest possible pseudo-text to illustrate this impact has been constructed on this basis. 

Its parameters are N=5, n=3, #hapax=1 and #repeated=4. 

Table 1: MATTR computation for a pseudo-text 
Text:     a r r r r 

Window 1: -----     = 2 types 

Window 2:   -----   = 1 type 

Window 3:     ----- = 1 type 

MATTR = 4 / 3 / 3 = 0.44 

Sequence    #types in each window    MATTR 

 arrrr              2 1 1             0.44 

 rarrr              2 2 1             0.56 

 rrarr              2 2 2             0.67 

 rrrar              1 2 2             0.56 

 rrrra              1 1 2             0.44 

 



 As shown in Table 1, the MATTR score for this example ranges from 0.44 to 0.67 

depending on the position of the hapax. Figure 1 illustrates the same effect using a pseudo-text of a 

more usual length in the field, with N=200, n=50, #hapax=48 and #repeated=152, by moving the 

continuous set of hapaxes from the beginning of the text to the end thereof. The figure also shows 

the TTR and the HD-D, which are obviously constant due to their global nature. As can be seen, 

MATTR ranges between 0.176 (when all the hapaxes are at one of the ends) and 0.338 (when they 

are all in the median zone). An even lower MATTR score can be achieved by placing half of the 

hapaxes at the very beginning and the other half at the very end. In this case, MATTR is equal to 

0.10. 

 

Figure 1: The MATTR scores for a pseudo-text in which 48 hapaxes were moved from the 

beginning to the end 

 Since hapaxes represent a significant proportion of the words used in a text, this effect may 

be quite large. However, this reasoning is based on the hypothesis that hapaxes are not distributed 

uniformly in texts. To confirm this, I analysed a corpus of texts written by learners of English to 

compare the proportion of tokens that were hapaxes in the first 49 tokens2 and in the last 49 tokens 

to the same proportion that was found in the rest of the text; that is, in the median part of the text.   

 The 180 texts used in this analysis were taken from the MERLIN corpus (Boyd et al., 2014), 

and are freely available for research. All these texts contained at least 147 tokens3 and were written 

by learners of Italian (IT) as a second language (L2). For each text, the hapaxes were identified and 

counted in the delimited three sections explained above.  

 
2 Forty-nine is the number of tokens at the ends of a text that occur in a reduced number of windows when n is fixed at 
50, which is the usual value. 
3 The minimum length of 147 was chosen to ensure that the middle part contained at least 49 tokens. 



 Figure 2 shows a comparison of the average proportion of hapaxes in the two sections at the 

ends of the text to the proportion in the middle. The left-hand side of the figure shows these values 

for all 180 texts, while the right-hand side only shows the results for the 10% of the texts that had 

the most positive differences and the 10% with the most negative differences. This figure clearly 

shows that the hapaxes were not distributed uniformly across all the texts; they were more frequent 

at the extremities in some texts, while the opposite was true for other texts. The figure on the right-

hand side shows that a large effect could be observed in a significant proportion of texts. 

 

Figure 2: Proportion of hapaxes at the ends of a text and in the middle thereof 

 

Discussion and Conclusion 

The aim of this study was to evaluate the advantages and disadvantages of MATTR for analysing 

the LD of texts. MATTR’s computational procedure makes it an excellent index for evaluating the 

fluctuation of the LD throughout a text, particularly in sufficiently long texts; that is, when the 

length is much greater than is that that of the window that is being moved. Conversely, using 

MATTR to estimate the LD of a text as a whole is only justified when researchers intend to 

investigate a local point of view. If this property is not relevant, HD-D should be preferred, since it 

allocates the same importance to all the tokens in a text, unlike MATTR. It is worth noting that HD-

D is as easy to interpret as MATTR. Whereas MATTR is the average TTR of a continuous text 

segment of length n, HD-D is the average TTR of all samples of n tokens that can be extracted from 

that text. This study highlighted the interest in further evaluating the computational  properties of 

LD indices such as MATTR, as well as the mean segmental type-token ratio (MSTTR) and the 

measure of textual lexical diversity (MTLD). All these indices are local, and evaluate the LD on the 

basis of text segments. The relevance of indices with a limited span for estimating the LD of a text 

is, to my knowledge, a field of research that has received virtually no attention. However, it is an 



important question for the definition of the LD construct itself. This question could be answered by 

determining whether this local factor influences the human ratings of the LD of natural or 

linguistically manipulated texts (Jarvis, 2017). Local indices can also provide other potentially 

useful information. For example, Kubát (2014) proposed comparing the LD of texts based on the 

distributions of scores obtained in the different MATTR windows of each text, and argued that this 

type of information was much more useful than was an overall score for each text. In summary, 

local indices, such as MATTR, are useful tools for the study of LD in applied linguistics, but they 

need to be used according to their properties. 
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